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Preface to the Series

Young men should prove theorems, old men should write books.
—Freeman Dyson, quoting G. H. Hardy

Reed–Simon starts with “Mathematics has its roots in numerology, geometry, and physics.” This puts into context the division of mathematics into algebra, geometry/topology, and analysis. There are, of course, other areas of mathematics, and a division between parts of mathematics can be artificial. But almost universally, we require our graduate students to take courses in these three areas.

This five-volume series began and, to some extent, remains a set of texts for a basic graduate analysis course. In part it reflects Caltech’s three-terms-per-year schedule and the actual courses I’ve taught in the past. Much of the contents of Parts 1 and 2 (Part 2 is in two volumes, Part 2A and Part 2B) are common to virtually all such courses: point set topology, measure spaces, Hilbert and Banach spaces, distribution theory, and the Fourier transform, complex analysis including the Riemann mapping and Hadamard product theorems. Parts 3 and 4 are made up of material that you’ll find in some, but not all, courses—one the one hand, Part 3 on maximal functions and $H^p$ spaces; on the other hand, Part 4 on the spectral theorem for bounded self-adjoint operators on a Hilbert space and det and trace, again for Hilbert space operators. Parts 3 and 4 reflect the two halves of the third term of Caltech’s course.

\footnote{1}{Interview with D. J. Albers, The College Mathematics Journal, 25, no. 1, January 1994.}
\footnote{2}{M. Reed and B. Simon, Methods of Modern Mathematical Physics, I: Functional Analysis, Academic Press, New York, 1972.}
While there is, of course, overlap between these books and other texts, there are some places where we differ, at least from many:

(a) By having a unified approach to both real and complex analysis, we are able to use notions like contour integrals as Stietljes integrals that cross the barrier.

(b) We include some topics that are not standard, although I am surprised they are not. For example, while discussing maximal functions, I present Garcia’s proof of the maximal (and so, Birkhoff) ergodic theorem.

(c) These books are written to be keepers—the idea is that, for many students, this may be the last analysis course they take, so I’ve tried to write in a way that these books will be useful as a reference. For this reason, I’ve included “bonus” chapters and sections—material that I do not expect to be included in the course. This has several advantages. First, in a slightly longer course, the instructor has an option of extra topics to include. Second, there is some flexibility—for an instructor who can’t imagine a complex analysis course without a proof of the prime number theorem, it is possible to replace all or part of the (non-bonus) chapter on elliptic functions with the last four sections of the bonus chapter on analytic number theory. Third, it is certainly possible to take all the material in, say, Part 2, to turn it into a two-term course. Most importantly, the bonus material is there for the reader to peruse long after the formal course is over.

(d) I have long collected “best” proofs and over the years learned a number of ones that are not the standard textbook proofs. In this regard, modern technology has been a boon. Thanks to Google books and the Caltech library, I’ve been able to discover some proofs that I hadn’t learned before. Examples of things that I’m especially fond of are Bernstein polynomials to get the classical Weierstrass approximation theorem, von Neumann’s proof of the Lebesgue decomposition and Radon–Nikodym theorems, the Hermite expansion treatment of Fourier transform, Landau’s proof of the Hadamard factorization theorem, Wielandt’s theorem on the functional equation for $\Gamma(z)$, and Newman’s proof of the prime number theorem. Each of these appears in at least some monographs, but they are not nearly as widespread as they deserve to be.

(e) I’ve tried to distinguish between central results and interesting asides and to indicate when an interesting aside is going to come up again later. In particular, all chapters, except those on preliminaries, have a listing of “Big Notions and Theorems” at their start. I wish that this attempt to differentiate between the essential and the less essential
didn’t make this book different, but alas, too many texts are monotone listings of theorems and proofs.

(f) I’ve included copious “Notes and Historical Remarks” at the end of each section. These notes illuminate and extend, and they (and the Problems) allow us to cover more material than would otherwise be possible. The history is there to enliven the discussion and to emphasize to students that mathematicians are real people and that “may you live in interesting times” is truly a curse. Any discussion of the history of real analysis is depressing because of the number of lives ended by the Nazis. Any discussion of nineteenth-century mathematics makes one appreciate medical progress, contemplating Abel, Riemann, and Stieltjes. I feel knowing that Picard was Hermite’s son-in-law spices up the study of his theorem.

On the subject of history, there are three cautions. First, I am not a professional historian and almost none of the history discussed here is based on original sources. I have relied at times—horrors!—on information on the Internet. I have tried for accuracy but I’m sure there are errors, some that would make a real historian wince.

A second caution concerns looking at the history assuming the mathematics we now know. Especially when concepts are new, they may be poorly understood or viewed from a perspective quite different from the one here. Looking at the wonderful history of nineteenth-century complex analysis by Bottazzini–Grey will illustrate this more clearly than these brief notes can.

The third caution concerns naming theorems. Here, the reader needs to bear in mind Arnol’d’s principle:  

If a notion bears a personal name, 
then that name is not the name of the discoverer (and the related Berry principle: The Arnol’d principle is applicable to itself). To see the applicability of Berry’s principle, I note that in the wider world, Arnol’d’s principle is called “Stigler’s law of eponymy.” Stigler named this in 1980, pointing out it was really discovered by Merton. In 1972, Kennedy named Boyer’s law Mathematical formulas and theorems are usually not named after their original discoverers after Boyer’s book. Already in 1956, Newman quoted the early twentieth-century philosopher and logician A. N. Whitehead as saying: “Everything of importance has been said before by somebody who

---

4V. I. Arnol’d, On teaching mathematics, available online at http://pauli.uni-muenster.de/~munsteg/arnold.html.
did not discover it.” The main reason to give a name to a theorem is to have a convenient way to refer to that theorem. I usually try to follow common usage (even when I know Arnol’d’s principle applies).

I have resisted the temptation of some text writers to rename things to set the record straight. For example, there is a small group who have attempted to replace “WKB approximation” by “Liouville–Green approximation”, with valid historical justification (see the Notes to Section 15.5 of Part 2B). But if I gave a talk and said I was about to use the Liouville–Green approximation, I’d get blank stares from many who would instantly know what I meant by the WKB approximation. And, of course, those who try to change the name also know what WKB is! Names are mainly for shorthand, not history.

These books have a wide variety of problems, in line with a multiplicity of uses. The serious reader should at least skim them since there is often interesting supplementary material covered there.

Similarly, these books have a much larger bibliography than is standard, partly because of the historical references (many of which are available online and a pleasure to read) and partly because the Notes introduce lots of peripheral topics and places for further reading. But the reader shouldn’t consider for a moment that these are intended to be comprehensive—that would be impossible in a subject as broad as that considered in these volumes.

These books differ from many modern texts by focusing a little more on special functions than is standard. In much of the nineteenth century, the theory of special functions was considered a central pillar of analysis. They are now out of favor—too much so—although one can see some signs of the pendulum swinging back. They are still mainly peripheral but appear often in Part 2 and a few times in Parts 1, 3, and 4.

These books are intended for a second course in analysis, but in most places, it is really previous exposure being helpful rather than required. Beyond the basic calculus, the one topic that the reader is expected to have seen is metric space theory and the construction of the reals as completion of the rationals (or by some other means, such as Dedekind cuts).

Initially, I picked “A Course in Analysis” as the title for this series as an homage to Goursat’s Cours d’Analyse a classic text (also translated into English) of the early twentieth century (a literal translation would be

---
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Preface to the Series

“of Analysis” but “in” sounds better). As I studied the history, I learned that this was a standard French title, especially associated with École Polytechnique. There are nineteenth-century versions by Cauchy and Jordan and twentieth-century versions by de la Vallée Poussin and Choquet. So this is a well-used title. The publisher suggested adding “Comprehensive”, which seems appropriate.

It is a pleasure to thank many people who helped improve these texts. About 80% was TEXed by my superb secretary of almost 25 years, Cherie Galvez. Cherie was an extraordinary person—the secret weapon to my productivity. Not only was she technically strong and able to keep my tasks organized but also her people skills made coping with bureaucracy of all kinds easier. She managed to wind up a confidant and counselor for many of Caltech’s mathematics students. Unfortunately, in May 2012, she was diagnosed with lung cancer, which she and chemotherapy valiantly fought. In July 2013, she passed away. I am dedicating these books to her memory.

During the second half of the preparation of this series of books, we also lost Arthur Wightman and Ed Nelson. Arthur was my advisor and was responsible for the topic of my first major paper—perturbation theory for the anharmonic oscillator. Ed had an enormous influence on me, both via the techniques I use and in how I approach being a mathematician. In particular, he taught me all about closed quadratic forms, motivating the methodology of my thesis. I am also dedicating these works to their memory.

After Cherie entered hospice, Sergei Gel’fand, the AMS publisher, helped me find Alice Peters to complete the TEXing of the manuscript. Her experience in mathematical publishing (she is the “A” of A K Peters Publishing) meant she did much more, for which I am grateful.

This set of books has about 150 figures which I think considerably add to their usefulness. About half were produced by Mamikon Mnatsakanian, a talented astrophysicist and wizard with Adobe Illustrator. The other half, mainly function plots, were produced by my former Ph.D. student and teacher extraordinaire Mihai Stoiciu (used with permission) using Mathematica. There are a few additional figures from Wikipedia (mainly under WikiCommons license) and a hyperbolic tiling of Douglas Dunham, used with permission. I appreciate the help I got with these figures.

Over the five-year period that I wrote this book and, in particular, during its beta-testing as a text in over a half-dozen institutions, I received feedback and corrections from many people. In particular, I should like to thank (with apologies to those who were inadvertently left off): Tom Alberts, Michael Barany, Jacob Christiansen, Percy Deift, Tal Einav, German Enciso, Alexander Eremenko, Rupert Frank, Fritz Gesztesy, Jeremy Gray,

Much of these books was written at the tables of the Hebrew University Mathematics Library. I’d like to thank Yoram Last for his invitation and Naavah Levin for the hospitality of the library and for her invaluable help.

This series has a Facebook page. I welcome feedback, questions, and comments. The page is at www.facebook.com/simon.analysis.

Even if these books have later editions, I will try to keep theorem and equation numbers constant in case readers use them in their papers.

Finally, analysis is a wonderful and beautiful subject. I hope the reader has as much fun using these books as I had writing them.
Preface to Part 4

The subject of this part is “operator theory.” Unlike Parts 1 and 2, where there is general agreement about what we should expect graduate students to know, that is not true of this part.

Putting aside for now Chapters 4 and 6, which go beyond “operator theory” in a narrow sense, one can easily imagine a book titled Operator Theory having little overlap with Chapters 2, 3, 5, and 7 almost all of that material studies Hilbert space operators. We do discuss in Chapter 2 the analytic functional calculus on general Banach spaces, and parts of our study of compact operators in Chapter 3 cover some basics and the Riesz–Schauder theory on general Banach spaces. We cover Fredholm operators and the Ringrose structure theory in normed spaces. But the thrust is definitely toward Hilbert space.

Moreover, a book like Harmonic Analysis of Operators on Hilbert Space 1 or any of several books with “non-self-adjoint” in their titles have little overlap with this volume. So from our point of view, a more accurate title for this part might be Operator Theory—Mainly Self-Adjoint and/or Compact Operators on a Hilbert Space.

That said, much of the material concerning those other topics, undoubtedly important, doesn’t belong in “what every mathematician should at least be exposed to in analysis.” But, I believe the spectral theorem, at least for bounded operators, the notions of trace and determinant on a Hilbert space, and the basics of the Gel’fand theory of commutative Banach spaces do belong on that list.

Before saying a little more about the detailed contents, I should mention that many books with a similar thrust to this book have the name *Functional Analysis*. I still find it remarkable and a little strange that the parts of a graduate analysis course that deal with operator theory are often given this name (since functions are more central to real and complex analysis), but they are, even by my⁴.

One change from the other parts in this series of five books is that in them all the material called “Preliminaries” is either from other parts of the series or from prior courses that the student is assumed to have had (e.g., linear algebra or the theory of metric spaces). Here, Chapter 1 includes a section on perturbation theory for eigenvalues of finite matrices because it fits in with a review of linear algebra, not because we imagine many readers are familiar with it.

Chapters 4 and 6 are here as material that I believe all students should see while learning analysis (at least the initial sections), but they are connected to, though rather distinct from, “operator theory.” Chapter 4 deals with a subject dear to my heart—orthogonal polynomials—it’s officially here because the formal proof we give of the spectral theorem reduces it to the result for Jacobi matrices which we treat by approximation theory for orthogonal polynomials (it should be emphasized that this is only one of seven proofs we sketch). I arranged this, in part, because I felt any first-year graduate student should know the way to derive these from recurrence relations for orthogonal polynomials on the real line. We fill out the chapter with bonus sections on some fascinating aspects of the theory.

Chapter 6 involves another subject that should be on the required list of any mathematician, the Gel’fand theory of commutative Banach algebras. Again, there is a connection to the spectral theorem, justifying the chapter being placed here, but the in-depth look at applications of this theory, while undoubtedly a part of a comprehensive look at analysis, doesn’t fit very well under the rubric of operator theory.

Preliminaries

Toto, we’re not in Kansas anymore.
—Dorothy (Judy Garland) in The Wizard of Oz

Operator theory uses a number of ideas from earlier volumes. In these brief preliminaries, we recall a few of them which the reader might not be familiar with, and in preparation for our discussion of trace and determinant in infinite dimensions, we recall the theory of finite-dimensional determinants. Also, we discuss the theory of eigenvalue perturbation in finite-dimensional spaces.

1.1. Notation and Terminology

A foolish consistency is the hobgoblin of little minds ... Is it so bad, then, to be misunderstood? Pythagoras was misunderstood, and Socrates, and Jesus, and Luther, and Copernicus, and Galileo, and Newton, and every pure and wise spirit that ever took flesh. To be great is to be misunderstood.
—Ralph Waldo Emerson

For a real number $a$, we will use the terms positive and strictly positive for $a \geq 0$ and $a > 0$, respectively. It is not so much that we find nonnegative bad, but the phrase “monotone nondecreasing” for $x > y \Rightarrow f(x) \geq f(y)$ is downright confusing so we use “monotone increasing” and “strictly monotone increasing” and then, for consistency, “positive” and “strictly positive.” Similarly for matrices, we use “positive definite” and “strictly positive definite” where others might use “positive semi-definite” and “positive definite.”

$^1$The full quote from the 1939 movie is “Toto, I’ve got a feeling we’re not in Kansas anymore.” This is not from the original book. While the film was nominated for a best picture Academy Award, it lost to Gone with the Wind, a film with the same director!
Basic Rings and Fields.

\[ \mathbb{R} = \text{real numbers} \quad \mathbb{Q} = \text{rationals} \quad \mathbb{Z} = \text{integers} \]
\[ \mathbb{C} = \text{complex numbers} = \{ x + iy \mid x, y \in \mathbb{R} \} \]

with their sums and products. For \( z = x + iy \in \mathbb{C} \), we use \( \text{Re} z = x \), \( \text{Im} z = y \), \( |z| = (x^2 + y^2)^{1/2} \).

Products. \( X^n = n\)-tuples of points in \( X \) with induced vector space and/or additive structure; in particular, \( \mathbb{R}^n \), \( \mathbb{Q}^n \), \( \mathbb{Z}^n \), \( \mathbb{C}^n \).

Subsets of \( \mathbb{C} \).

- \( \mathbb{C}_+ = \text{upper half-plane} = \{ z \mid \text{Im} z > 0 \} \);
  \( \mathbb{H}_+ = \text{right half-plane} = \{ z \mid \text{Re} z > 0 \} \)
- \( \mathbb{Z}_+ = \{ n \in \mathbb{Z} \mid n > 0 \} = \{ 1, 2, 3, \ldots \} \);
  \( \mathbb{N} = \{ 0 \} \cup \mathbb{Z}_+ = \{ 0, 1, 2, \ldots \} \)
- \( \mathbb{D} = \{ z \in \mathbb{C} \mid |z| < 1 \} \); \( \partial \mathbb{D} = \{ z \in \mathbb{C} \mid |z| = 1 \} \)
- \( \mathbb{D}_\delta(z_0) = \{ z \in \mathbb{C} \mid |z - z_0| < \delta \} \) for \( z_0 \in \mathbb{C}, \delta > 0 \)

Miscellaneous Terms.

- For \( x \in \mathbb{R}, [x] = \text{greatest integer less than } x \), that is, \([x] \in \mathbb{Z}, [x] \leq x < [x] + 1 \)
- \( \{x\} = x - [x] = \text{fractional parts of } x \)
- \( \#(A) = \text{number of elements in a set } A \)
- \( \text{Ran } f = \text{range of a function } f \)
- \( \log(z) = \text{natural logarithm, that is, logarithm to base } e \); if \( z \) is complex, put the cut along \((-\infty, 0]\), i.e., \( \log(z) = \log(|z|) + i \arg(z) \) with \(-\pi < \arg(z) \leq \pi \)
- For sets \( A, B \) subsets of \( X \), \( A \cup B = \text{union} \), \( A \cap B = \text{intersection} \), \( A^c = \text{complement of } A \) in \( X \), \( A \setminus B = A \cap B^c \), \( A \Delta B = (A \setminus B) \cup (B \setminus A) \)
- For matrices, \( M_{12} \) means row one, column two
- \( f \upharpoonright K = \text{restriction} \) of a function to \( K \), a subset of the domain of \( f \)

One-Point Compactification Notation.

- \( X_\infty = \text{one-point compactification of a locally compact space} \)
- \( C_\infty(X) = \text{continuous functions vanishing at infinity} \)
- \( C(X_\infty) = \text{continuous functions with a limit at infinity} \) (\( = C_\infty(X) + \{ \alpha 1 \} \))
Given a set, $S$, a relation, $R$, is a subset of $S \times S$. For $x, y \in S$, we write $xRy$ if $(x, y) \in R$ and $\sim xRy$ if $(x, y) \notin R$. A relation is called

- **reflexive** $\iff \forall x \in S$, we have $xRx$
- **symmetric** $\iff \forall x, y \in S$, $xRy \Rightarrow yRx$
- **transitive** $\iff \forall x, y, z \in S$, $xRy \& yRz \Rightarrow xRz$

An **equivalence relation** is a relation that is reflexive, symmetric, and transitive.

If $R$ is an equivalence relation on $S$, the **equivalence class**, $[x]$, of $x \in S$ is

$$[x] = \{ y \in S \mid xRy \} \quad (1.1.1)$$

By the properties of equivalence relations,

$$\forall x, y \in S, \quad \text{either } [x] = [y] \text{ or } [x] \cap [y] = \emptyset \quad (1.1.2)$$

The family of equivalence classes in $S$ is denoted $S/R$. The following are discussed in Chapter 2. We place their notation here.

**Banach Space Notation.**

- $X = \text{Banach space}$, $X^* = \text{dual space}$
- $\sigma(X,Y) = \text{Y-weak topology}$ ($Y$ are linear functionals acting on $X$, $\sigma(X,Y)$ is the weakest topology on $X$ in which $x \mapsto \langle y, x \rangle$ is continuous for each $y$)
- $\mathcal{H} = \text{Hilbert space}$ (always complex; $\langle \cdot, \cdot \rangle$ is antilinear in the first factor)
- $\mathcal{L}(X) = \text{bounded linear transformations from } X \text{ to } X$
- $A \in \mathcal{L}(X)$, $A^t \in \mathcal{L}(X^*)$ by $(A^t \ell)(x) = \ell(Ax)$
- $A \in \mathcal{L}(\mathcal{H})$, $A^* \in \mathcal{L}(\mathcal{H}^*)$ by $\langle A^* \varphi, \psi \rangle = \langle \varphi, A \psi \rangle$

The following are discussed in Chapter 2. We place their notation here.

- $\sigma(A) = \text{spectrum of } A$
- $\sigma_d(A) = \text{discrete spectrum of } A$
- $\spr(A) = \sup\{|\lambda| \mid A \in \sigma(A)\}$, spectral radius of $A$

### 1.2. Some Complex Analysis

Complex analysis is central to operator theory, so much so that we will almost always only consider operators on complex Banach spaces. The spectrum is natural as a subset of $\mathbb{C}$ and operator-valued entire analytic functions will be a major tool. We assume the reader is familiar with the
basics of complex analysis—for example at the level of Chapters 2 and 3 of Part 2A, with some some knowledge of more advanced topics like Montel’s and Vitali’s theorems (Chapter 6 of Part 2A), fractional linear transformations (Chapter 7 of Part 2A), and infinite product expansions (Chapter 9 of Part 2A). Here we want to be explicit about a refined version of the Cauchy integral formula and about one result concerning algebroidal functions.

A contour is a closed rectifiable curve in \( \mathbb{C} \). A chain is a finite formal sum and difference of contours. Given a chain, \( \Gamma \), a finite collection of contours, \( \{\gamma\} \) and \( n(\gamma) \in \mathbb{Z} \) for each \( \gamma \) so formally,

\[
\Gamma = \sum_{\gamma} n(\gamma)\gamma
\]  

(1.2.1)

we define the integral over \( \Gamma \) by

\[
\oint_{\Gamma} f(z) \, dz = \sum_{\gamma} n(\gamma) \oint_{\gamma} f(z) \, dz
\]  

(1.2.2)

By \( \text{Ran}(\Gamma) \), we mean \( \bigcup_{\gamma} \text{Ran}(\gamma) \). If \( \Gamma \) is a chain and \( z_0 \notin \text{Ran}(\Gamma) \), we define the winding number of \( \gamma \) about \( z_0 \) by

\[
n(\Gamma, z_0) = \frac{1}{2\pi i} \oint_{\gamma} \frac{dz}{z - z_0}
\]  

(1.2.3)

We say \( \Gamma \) is homologous to zero in \( \Omega \) if and only if \( \text{Ran}(\Gamma) \subset \Omega \) and \( n(\Gamma, z_0) = 0 \) for all \( z_0 \notin \Omega \).

**Theorem 1.2.1** (The Ultimate CIF). Let \( \Omega \) be a region, \( f \) analytic in \( \Omega \), and \( \Gamma \) a chain homologous to 0 in \( \Omega \). Then

\[
\frac{1}{2\pi i} \oint_{\Gamma} \frac{f(z)dz}{z - w} = n(\Gamma, w)f(w)
\]  

(1.2.4)

for all \( w \in \Omega \setminus \text{Ran}(\Gamma) \).

Section 4.2 of Part 2A has an elegant proof of this result due to Dixon. We also need the existence of certain contours:

**Theorem 1.2.2.** Let \( \Omega \) be a region in \( \mathbb{C} \) and \( K \) a compact subset of \( \Omega \). Then there exists a chain, \( \Gamma \), homologous to 0 in \( \Omega \) so that \( K \cap \text{Ran}(\Gamma) = \emptyset \) and

\[
n(\Gamma, z_0) = \begin{cases} 
0, & z_0 \notin \Omega \\
1, & z_0 \in K \\
0 \text{ or } 1, & \text{every } z_0 \notin \text{Ran}(\Gamma)
\end{cases}
\]  

(1.2.5)

\( \Gamma \) is constructed in Section 4.4 of Part 2A. It has a finite number of line segments parallel to one coordinate axis or the other; see Figure 1.2.1.

These theorems will be used heavily in Section 2.3.
The other complex variable result we’ll need that the reader may not have seen concerns algebroidal functions, that is, \( w = f(z) \) solving
\[
w^n + a_{n-1}(z)w^{n-1} + \cdots + a_n(z) = 0 \tag{1.2.6}
\]
where \( \{a_j\}_{j=0}^{n-1} \) are analytic in some region \( \Omega \). Here is the result (it is proven in Section 3.5 of Part 2A where it is Theorem 3.5.2).

**Theorem 1.2.3.** Let \( a_0, a_1, \ldots, a_{n-1} \) be analytic functions in a region \( \Omega \). Then there exists a discrete set, \( D \subset \Omega \), so that all roots of (1.2.6) are analytic near any \( z_0 \in \Omega \setminus D \). If \( z_0 \in D \), the roots of (1.2.6) are given by the values of one or more Puiseux series about \( z_0 \).

**Remarks.** 1. A Puiseux series is a convergent power series in a fractional power, that is, for \( p \in \mathbb{Z}_+ \),
\[
\sum_{n=0}^{\infty} a_n(z - z_0)^{n/p} \tag{1.2.7}
\]
2. The analyticity near \( z_0 \in \Omega \setminus D \) is a local result. While germs of roots can be continued along any curve in \( \Omega \setminus D \), in general, they define multivalued functions (hence, the Puiseux series).
3. There is an integer \( q \leq n \) so that (1.2.6) has exactly \( q \) distinct solutions on \( \Omega \setminus D \) and fewer distinct solutions at a point in \( D \). Essentially, the Puiseux series coalesce at points in \( D \).

We’ll also need the following:

**Theorem 1.2.4 (Implicit Function Theorem).** Let \( \Omega \) be a region of \( \mathbb{C} \) and \( B \subset \mathbb{R}^\nu \). Let \( F: \Omega \times B \to \mathbb{C} \) have \( F(z, \beta) \) analytic in \( z \in \Omega \) for each fixed \( \beta \) with \( \beta \mapsto F(\cdot, \beta) \) continuous (respectively, \( C^k \), real analytic) in \( \beta \) (locally uniform in \( z \) norm). Then if
\[
F(z_0, \beta_0) = 0, \quad \frac{\partial F}{\partial z_0} (z_0, \beta) \neq 0 \tag{1.2.8}
\]
for $\beta$ near $\beta_0$, there is a function $z = g(\beta)$ with $z_0 = g(\beta_0)$ which is continuous (respectively, $C^k$, $C^\infty$, real analytic) so that

$$F(g(\beta), \beta) = 0$$

(1.2.9)

for all $\beta$ near $\beta_0$ and $z = g(\beta)$ is the only solution near $z_0$.

**Remarks.**

1. This is Theorems 3.4.2 and 3.4.3 of Part 2A.

2. One uses

$$N(\beta) = \frac{1}{2\pi i} \oint_{|z-z_0|=\delta} \frac{\partial F(z, \beta)}{\partial z} F(z, \beta)\, dz$$

(1.2.10)

to show that $F(\cdot, \beta)$ has a single zero near $z_0$ and then defines

$$g(\beta) = \frac{1}{2\pi i} \oint_{|z-z_0|=\delta} z \frac{\partial F(z, \beta)}{\partial z} F(z, \beta)\, dz$$

(1.2.11)

### 1.3. Some Linear Algebra

Linear algebra is just the operator theory of finite-dimensional spaces. Thus, its results serve as motivation for the infinite-dimensional theory. In this section, we’ll state the two main structural theorems for finite matrices—the Jordan normal form and the spectral theorem—and discuss finite-dimensional determinants. For the two big theorems, we’ll state them for motivation—no need to prove them here since the infinite-dimensional results have proofs that do not rely on but do imply the finite-dimensional ones. Our treatment of infinite-dimensional determinants will rely on the finite-dimensional case, for which we therefore provide more details. We assume the reader is familiar with the definition of vector space, algebraic basis, finite dimension, invariance of dimension, matrix representations of operators, inner product space, unitary operator, finite-dimensional orthonormal basis, and signs of permutations (but see Section 1.7 of Part 1 and Problem 3).

**Theorem 1.3.1** (Jordan Normal Form). Let $A$ be a linear transformation on a finite-dimensional vector space, $V$, of dimension $n$ over $\mathbb{C}$. Then there exist $k$ distinct complex numbers, $\{\lambda_j\}_{j=1}^k$ ($k \leq n$), operators $\{P_j\}_{j=1}^k$, $\{N_j\}_{j=1}^k$, so that

(a) $A = \sum_{j=1}^k \lambda_j P_j + N_j$  

(1.3.1)

(b) $P_j P_k = P_k P_j = \delta_{jk} P_j$  

(1.3.2)

(c) $P_j N_j P_j = N_j$  

(1.3.3)

(d) $N_j^n = 0$  

(1.3.4)
Remarks. 1. One can deduce this from Corollary 2.3.6 if one notes (by our determinant analysis below) that $\sigma(A)$ is finite and
\[
\sum_{j=1}^{k} P_j = 1 \tag{1.3.5}
\]
where $P_j$ are the spectral projections associated to the points of $\sigma(A)$. (1.3.5) comes from the fact that, by a simple argument, if $R$ is large (so large that $(A - z)^{-1}$ is analytic on $\{z \mid |z| > R - 1\}$), then $\frac{1}{2\pi i} \oint \frac{dz}{z-A} = 1$. Problems 9 and 10 have an alternate proof.

2. $P_j$’s obeying (1.3.2) have
\[
V = \text{Ran}(P_1) \dot{+} \text{Ran}(P_2) + \cdots + \text{Ran}(P_k) \tag{1.3.6}
\]
where $\dot{+}$ means disjoint sum, that is, any $v \in V$ can be written uniquely as a sum of a $v_j$ in $\text{Ran}(P_j)$. In particular, writing $X \dot{+} Y$ means $X \cap Y = \{0\}$. The $P_j$’s are projections called either spectral projections or eigenprojections.

3. (1.3.3) implies that $N_j$ leaves $\text{Ran}(P_j)$ invariant and that $N_j \mid \text{Ran}(P_i) = 0$ for all $i \neq j$.

4. We analyze nilpotents (operators with $N^\ell = 0$ for some $\ell \in \mathbb{Z}_+$) below. It is easy to see (Problem 4) there always exists $\varphi \in \text{Ran}(P_j)$ so $N_j \varphi = 0$; thus, $A \varphi = \lambda_j \varphi$ and the $\lambda_j$ are precisely the eigenvalues of $A$. The $N_j$ are called eigennilpotents.

5. If all $N_j$’s are zero, then $A$ can be diagonalized (and vice-versa). If nonzero $N_j$’s occur for a given $A$, we say that $A$ has a Jordan anomaly. (It is not hard to see the set of $A$’s with a Jordan anomaly is a set of codimension 2, so “most” $A$’s are diagonalizable.)

6. A single $\lambda_j P_j + N_j \mid \text{Ran}(P_j)$ term is called a Jordan block.

7. $d_j \equiv \dim(\text{Ran}(P_j))$ is called the algebraic multiplicity of $\lambda_j$. $\dim\{u \mid Au = \lambda_j u\} \leq d_j$ is called the geometric multiplicity of $\lambda_j$.

Theorem 1.3.1 is supplemented by the following structure theorem for nilpotents whose proof is left to the reader (Problem 5):

**Theorem 1.3.2** (Structure Theorem for Nilpotents). Let $N$ be an operator on a finite-dimensional vector space, $V$, of dimension $n$, so that
\[
N^\ell = 0 \tag{1.3.7}
\]
for some $\ell \in \mathbb{Z}_+$. Then there exist $k_1, \ldots, k_m \in \{1, 2, \ldots\}$ so $\sum_{j=1}^{m} k_j = n$ and a basis $\{e_{jk}\}_{j=1,\ldots,m;k=1,\ldots,k_j}$ of $V$ so that
\[
Ne_{jk} = \begin{cases} 
  e_{j,k-1} & \text{if } k \geq 2 \\
  0 & \text{if } k = 1 
\end{cases} \tag{1.3.8}
\]
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Using this, one sees that $V$ has a basis in which the matrix of $A$ has $\lambda_j$’s along the diagonal, $\lambda_j$ repeated $\dim(P_j)$ times, and some number of 1’s directly above the diagonal and otherwise all 0’s.

If $\alpha \neq 0$ and $N^\ell = 0$, then

$$(\alpha \mathbb{1} + N)^{-1} = \sum_{j=0}^{\ell-1} (-1)^j \alpha^{-j} N^j \quad (1.3.9)$$

This can be checked either by direct multiplication or formally by expanding the geometric series, noting it terminates since $N^\ell = 0$. In particular, applying this to each Jordan block, we see that if $z \notin \{\lambda_1, \ldots, \lambda_k\}$, then

$$(A - z)^{-1} = \sum_{j=1}^k (\lambda_j - z)^{-1} P_j + \sum_{m=1}^n (\lambda_j - z)^{-m-1} (-1)^m N^m \quad (1.3.10)$$

In particular, for $\varepsilon < \min_{j \neq k} |\lambda_j - \lambda_k|$,\[P_j = \frac{1}{2\pi i} \oint_{|z - \lambda_j| = \varepsilon} \frac{dz}{z - A} \quad (1.3.11)\]

This will be useful in the next section and later in the book. Here we derived (1.3.11) from the Jordan normal form, but instead one can define $P_j$ by (1.3.11) and use it as a tool in proving the Jordan normal form, as we do in Section 2.3.

* * * * *

Next, we turn to the finite-dimensional spectral theorem. We’ll only discuss the complex case, although there is a real case (Problem 6).

If $\mathcal{H}$ is a finite-dimensional inner product space, $A$ is called self-adjoint if

$$\langle \varphi, A \psi \rangle = \langle A \varphi, \psi \rangle \quad (1.3.12)$$

for all $\varphi, \psi \in \mathcal{H}$. If $\{e_j\}_{j=1}^n$ is an orthonormal basis, the matrix of any operator, $T$, is given by $t_{ij} = \langle e_i, Te_j \rangle$. Thus,

$$A \text{ self-adjoint} \Leftrightarrow a_{ij} = \bar{a}_{ji} \quad (1.3.13)$$

A matrix with $a_{ij} = \bar{a}_{ji}$ is called a self-adjoint matrix.

**Theorem 1.3.3** (Spectral Theorem for Finite Dimensions). Let $A$ be a self-adjoint operator on a finite-dimensional inner product space. Then $A$ has an orthonormal basis of eigenvectors, that is, there is an orthonormal basis, $\{x_j\}_{j=1}^n$, and $\{\lambda_j\}_{j=1}^n$ in $\mathbb{R}$, so that

$$Ax_j = \lambda_j x_j \quad (1.3.14)$$
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Remarks. 1. This is a special case of the analog for positive compact self-adjoint operators that we’ll prove in Section 3.2. That proof shows the \( \varphi \) that maximizes \( \langle \varphi, A\varphi \rangle \) among all \( \varphi \) with \( \|\varphi\| = 1 \) is an eigenvector. One then shows \([\varphi] \perp \) is invariant and gets the full result by induction.

2. One can also deduce this from the Jordan normal form by proving \( \lambda_j \) is real, \( P_j^* = P_j \), and \( N_j = 0 \).

3. An equivalent version is that for all self-adjoint matrices, \( A \), there is a unitary matrix, \( U \), so that \( UAU^{-1} \) is diagonal.

\* \* \* \* \* \* \*

We next want to say something about rank-one perturbations of finite-dimensional self-adjoint operators. So assume that \( A \) is self-adjoint on a finite-dimensional inner product space, \( \mathcal{H} \) and \( \varphi \in \mathcal{H}, \varphi \neq 0 \), and

\[ B = A + \langle \varphi, \cdot \rangle \varphi \quad (1.3.15) \]

We want to suppose that for every nonzero eigenvector, \( \psi_j \), of \( A \) with \( A\psi_j = \alpha_j \psi_j \), we have that

\[ \langle \varphi, \psi_j \rangle \neq 0 \quad (1.3.16) \]

This implies (Problem 1) that the eigenspaces all have multiplicity 1 so \( A\psi_j = \alpha_j \psi_j \) with

\[ \alpha_1 < \alpha_2 < \ldots < \alpha_d \quad (1.3.17) \]

The following is the fundamental theorem on rank-one perturbation of matrices:

**Theorem 1.3.4.** Let \( A \) and \( B \) be self-adjoint operators on a finite-dimensional inner product space, \( \mathcal{H} \), related by (1.3.15) where (1.3.16) holds. Let \( \alpha_1 < \ldots < \alpha_d \) and \( \beta_1 < \ldots < \beta_d \) be the eigenvalues of \( A \) and \( B \), respectively. Then for \( j = 1, 2, \ldots, d \) (with \( \alpha_{d+1} = \infty \)), we have that

\[ \alpha_j < \beta_j < \alpha_{j+1} \quad (1.3.18) \]

Remarks. 1. Included is that the \( \beta \)'s are all simple eigenvalues.

2. Problem 1 has the general case where (1.3.17) or (1.3.16) might fail. All that happens is that (1.3.18) becomes \( \alpha_j \leq \beta_j \leq \alpha_{j+1} \).

**Proof.** Here is an analyst’s proof of this fact. Note first that

\[ B\eta = \beta \eta; \quad \eta \in \mathcal{H}, \eta \neq 0 \Rightarrow \langle \varphi, \eta \rangle \neq 0 \quad (1.3.19) \]

for if \( \langle \varphi, \eta \rangle = 0 \), then \( A\eta = \beta \eta \) violating (1.3.16). Suppose also that \( \beta \) is not an eigenvalue of \( A \). Then

\[ B\eta = \beta \eta \Rightarrow (A - \beta)\eta = -\langle \varphi, \eta \rangle \varphi \Rightarrow \eta = \langle -\varphi, \eta \rangle (A - \beta)^{-1} \varphi \quad (1.3.20) \]
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Taking inner products with \( \varphi \) and using \( \langle \varphi, \eta \rangle \neq 0 \), we see

\[ B\eta = \beta \eta; \quad \beta \notin \{ \alpha_1, \alpha_2, \ldots \} \Rightarrow \langle \varphi, (A - \beta)^{-1}\varphi \rangle = -1 \quad (1.3.21) \]

Conversely, if \( \langle \varphi, (A - \beta)^{-1}\varphi \rangle = -1 \), then

\[ (B - \beta)[(A - \beta)^{-1}\varphi] = \varphi + \langle \varphi, (A - \beta)^{-1}\varphi \rangle \varphi \]

\[ = 0 \quad (1.3.22) \]

Thus, if \( \beta \notin \{ \alpha_1, \alpha_2, \ldots \}; \beta \) is an eigenvalue of \( B \) \( \Leftrightarrow \langle \varphi, (A - \beta)^{-1}\varphi \rangle = -1 \) \( (1.3.23) \)

Now let

\[ F(z) = \langle \varphi, (A - z)^{-1}\varphi \rangle = \sum_{j=1}^d \frac{|\langle \varphi, \psi_j \rangle|^2}{\alpha_j - z} \quad (1.3.24) \]

Since \((\alpha_j - z)^{-1}\) is strictly monotone increasing and (by (1.3.16)) \( F(z) \to \infty \) as \( z \uparrow \alpha_j \), \( F(z) \downarrow 0 \) as \( z \to -\infty \) with \( F(z) \uparrow 0 \) as \( z \to \infty \) (see Figure 1.3.1), \( F(z) = -1 \) has exactly one solution in each \((\alpha_j, \alpha_{j+1})\), \( j = 1, 2, \ldots, d \). By (1.3.23), this implies (1.3.18).

Closely connected is the following whose proof we leave to Problem \(^2\)

**Theorem 1.3.5.** Let \( A \) be a self-adjoint operator on a finite-dimensional inner product space, \( \mathcal{H} \), with eigenvalues \( \alpha_1 \leq \alpha_2 \leq \ldots \leq \alpha_d \). Let \( \mathcal{H}_1 \subset \mathcal{H} \) be a codimensional 1 subspace and let \( P \) be the projection onto \( \mathcal{H}_1 \). Let \( B = PAP \) and let \( \beta_1 \leq \ldots \leq \beta_{d-1} \) be its eigenvalues. Then for \( j = 1, \ldots, d - 1 \)

\[ \alpha_j \leq \beta_j \leq \alpha_{j+1} \quad (1.3.25) \]

**Remarks.**

1. The canonical example of this is to take \( \mathcal{H} = \mathbb{C}^d \) so \( A \) is a \( d \times d \) matrix and \( \mathcal{H}_1 = \{ \varphi \in \mathbb{C}^d \mid \varphi_d = 0 \} \) in which case \( B \) is the \((d - 1) \times (d - 1)\) matrix obtained by removing the bottom row and the rightmost column.

2. This is related to the rank-one case because (Problem \(^2\)) if \( \varphi \) is a unit vector in \( \mathcal{H}_1^\perp \), then \( \lim_{\mu \to \infty} P(A + \mu \langle \varphi, \cdot \rangle \varphi - z)^{-1} P = (B - z)^{-1} \).
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* * * * *

We next turn to finite-dimensional determinants. We begin by discussing exterior algebra (see also Section 3.8 of Part I). If \( V \) is a finite-dimensional vector space of dimension \( n \), its dual, \( V^* \), is also of dimension \( n \). Indeed, if \( \{e_j\}_{j=1}^n \) is a basis for \( V \), the dual basis, \( \ell_j \), defined by

\[
\ell_j(e_i) = \delta_{ij}
\]  

(1.3.26)

is a basis for \( V^* \). Given \( A: V \rightarrow V \) linear, we define \( A^t: V^* \rightarrow V^* \), its transpose, by

\[
(A^t\ell)(V) = \ell(Av)
\]  

(1.3.27)

Given \( V_1, V_2, \ldots, V_k \) finite-dimensional vector spaces, their tensor product, \( V_1 \otimes \cdots \otimes V_k \), is the set of maps

\[
B: V_1^* \times \cdots \times V_k^* \rightarrow \mathbb{K}
\]

(\( \mathbb{K} \) is shorthand for \( \mathbb{R} \) or \( \mathbb{C} \)) which are multilinear, that is, linear in each argument when the others are fixed. Given \( f_1 \in V_1, \ldots, f_n \in V_n \), we define

\[
(f_1 \otimes \cdots \otimes f_n)(\ell_1, \ldots, \ell_n) = \prod_{j=1}^n \ell_j(f_j)
\]  

(1.3.28)

If \( \{e_k^{(j)}\}_{k=1}^{d_j} \) is a basis for \( V_j \), then \( \{e_k^{(1)} \otimes e_k^{(2)} \otimes \cdots \otimes e_k^{(n)}\}_{1 \leq k \leq d} \) is a basis for \( V_1 \otimes \cdots \otimes V_n \) (proving \( \dim(V_1 \otimes \cdots \otimes V_n) = d_1 d_2 \ldots d_n \)) for if \( \{\ell_k\}_{k=1}^n \) are dual bases, then

\[
(e_k^{(1)} \otimes \cdots \otimes e_k^{(n)})(\ell_1^{(1)}, \ldots, \ell_n^{(n)}) = \delta_{k_1 q_1} \ldots \delta_{k_n q_n}
\]  

(1.3.29)

proving the \( e \)'s are independent, and for any \( B \in V_1 \otimes \cdots \otimes V_n \), one has

\[
B = \sum_{k_1 \ldots k_n} B(\ell_{k_1}^{(1)}, \ldots, \ell_{k_n}^{(n)}) e_{k_1}^{(1)} \otimes \cdots \otimes e_{k_n}^{(n)}
\]  

(1.3.30)

If \( A_j \) is a linear map of \( V_j \) to itself, we define \( A_1 \otimes \cdots \otimes A_n : V_1 \otimes \cdots \otimes V_n \rightarrow V_1 \otimes \cdots \otimes V_n \) by

\[
[(A_1 \otimes \cdots \otimes A_n)B](\ell_1, \ldots, \ell_j) = B(A_1^t\ell, \ldots, A_n^t\ell)
\]  

(1.3.31)

It is a unique linear map obeying

\[
(A_1 \otimes \cdots \otimes A_n)(f_1 \otimes \cdots \otimes f_n) = A_1 f_1 \otimes \cdots \otimes A_n f_n
\]  

(1.3.32)

Matrix elements of \( A_1 \otimes \cdots \otimes A_n \) in the tensor product basis are just products of matrix elements of \( A_j \).

If \( V_1 = V_2 = \cdots = V_n = V \), we use \( \otimes^n V \) for \( V \otimes \cdots \otimes V \) (\( n \) times). If \( A: V \rightarrow V \), \( \otimes^n A \) is \( A \otimes \cdots \otimes A \) (\( n \) times). Note that

\[
(\otimes^n A)(\otimes^n B) = \otimes^n (AB)
\]  

(1.3.33)
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If \( \pi_n \in \Sigma_n \) is a permutation of \( \{1, \ldots, n\} \), then we define \( \sigma_\pi : \otimes^n V \to \otimes^n V \) by

\[
\sigma_\pi (B) (\ell_1, \ldots, \ell_n) = B(\ell_{\pi^{-1}(1)}, \ldots, \ell_{\pi^{-1}(n)})
\]  

(1.3.34)

Note (this is the reason for the \( \pi^{-1} \) rather than \( \pi \))

\[
\sigma_\pi \sigma_\tilde{\pi} = \sigma_{\pi \tilde{\pi}}
\]  

(1.3.35)

and

\[
\sigma_\pi(f_1 \otimes \cdots \otimes f_n) = f_{\pi(1)} \otimes \cdots \otimes f_{\pi(n)}
\]  

(1.3.36)

Note that for any \( A \in \mathcal{L}(V) \) and \( \pi \in \Sigma_n \),

\[
(\sigma_\pi)(\otimes^n A) = (\otimes^n A)\sigma_\pi
\]  

(1.3.37)

Recall each permutation \( \pi \in \Sigma_n \) has a \emph{sign}, \( (-1)^\pi \in \{-1, 1\} \) defined in Problem 3. We define

\[
\wedge^n(V) = \{ B \in \otimes^n V \mid \forall \pi \in \Sigma_n, \sigma_\pi(\otimes^n V) = (-1)^\pi B \}
\]  

(1.3.38)

If we define on \( \otimes^n V \),

\[
A_n = \frac{1}{n!} \sum_{\pi \in \Sigma_n} (-1)^\pi \sigma_\pi
\]  

(1.3.39)

it is exactly the projection onto \( \wedge^n(V) \subset \otimes^n V \). By (1.3.37), \( \otimes^n A \) maps \( \wedge^n(V) \) to itself, and we use

\[
(\otimes^n A) \upharpoonright \wedge^n(V) \equiv \wedge^n(A)
\]  

(1.3.40)

More generally, we’ll define \( \wedge^n(A) \) on \( \otimes^n \mathcal{H} \) by

\[
\wedge^n(A) = (\otimes^n A)A = A(\otimes^n A)
\]  

(1.3.41)

By (1.3.33),

\[
\wedge^n(A) \wedge^n(B) = \wedge^n(AB)
\]  

(1.3.42)

Given \( f_1, \ldots, f_n \in V \), define \( f_1 \wedge \cdots \wedge f_n \in \wedge^n(V) \) by

\[
f_1 \wedge \cdots \wedge f_n \equiv \sqrt{n!} A_n(f_1 \otimes \cdots \otimes f_n)
\]  

(1.3.43)

\[
= \frac{1}{\sqrt{n!}} \sum_{\pi \in \Sigma_n} (-1)^\pi f_{\pi(1)} \otimes \cdots \otimes f_{\pi(n)}
\]  

(1.3.44)

Where we use \( \sqrt{n!} \) in (1.3.44), some authors use \( 1 \) (then (1.3.44) has \( 1/n! \)) and others \( n! \) (then (1.3.44) has no \( n! \)). It passes through all the calculations below. We used \( \sqrt{n!} \) because of natural inner product considerations when \( V \) is an inner product space (see Section 3.8 of Part 1). Notice that

\[
f_{\pi(1)} \wedge \cdots \wedge f_{\pi(n)} = (-1)^\pi f_1 \wedge \cdots \wedge f_n
\]  

(1.3.45)

In particular, if \( \{e_j\}_{j=1}^d \) is a basis for \( V \), \( e_{j_1} \wedge \cdots \wedge e_{j_n} \) is zero if any two \( j \ell \)’s are equal and is equal to \( \pm \) the \( n \)-fold wedge product with the \( j \)’s reordered.
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It follows that \( \{ e_{j_1} \wedge \cdots \wedge e_{j_n} \mid j_1 < j_2 < \cdots < j_n \} \) is a basis for \( \wedge^n(V) \). In particular, \( \wedge^n(V) = \{0\} \) if \( n > d \) and

\[
\dim(\wedge^n(V)) = \binom{d}{n} \quad \text{if } n \leq d
\]  

(1.3.46)

Notice that \( \wedge^d(V) = \mathbb{K} \) so \( \wedge^d(A) \) is multiplication by a number.

**Definition.** Let \( V \) be a \( d \)-dimensional vector space over \( \mathbb{K} = \mathbb{R} \) or \( \mathbb{C} \) and \( A \in \mathcal{L}(V) \). \( \det(A) \in \mathbb{K} \) is the unique element in \( \mathbb{K} \) with

\[
\wedge^d(A)B = \det(A)B
\]

for any \( B \in \wedge^d(V) \).

This is, of course, a basis-independent definition.

**Definition.** Given a \( d \times d \) matrix, \( A = \{a_{ij}\}_{1 \leq i,j \leq d} \), of elements of \( \mathbb{K} \), view it as a map of \( \mathbb{K}^d \) to \( \mathbb{K}^d \) and use \( \det(A) \) for the determinant of that map. If \( i,j \in \{1, \ldots, d\} \), let \( A^{(i,j)} \) be the \((d-1) \times (d-1)\) matrix with row \( i \) and column \( j \) removed. Its determinant is called the minor, \( M_{ij}(A) \), of \( A \). We define the cofactor, \( C_{ij}(A) \), by

\[
C_{ij}(A) = (-1)^{i+j}M_{ji}(A)
\]

(1.3.48)

The matrix, \( \{C_{ij}(A)\}_{1 \leq i,j \leq d} \), is called the cofactor matrix to \( A \).

**Theorem 1.3.6.** Let \( V \) be a finite-dimensional space of dimension \( d \). \( \det(\cdot) \) has the following properties:

(a) \( \det(AB) = \det(A) \det(B) \)  
(b) \( \det(1) = 1 \)  
(c) If \( A \) has matrix elements \( \{a_{ij}\}_{1 \leq i,j \leq d} \) in some basis, then

\[
\det(A) = \sum_{\pi \in \Sigma_n} (-1)^{\pi}a_{1\pi(1)}a_{2\pi(2)} \cdots a_{d\pi(d)}
\]

(1.3.51)

(d) If \( A \) has matrix elements \( \{a_{ij}\}_{1 \leq i,j \leq d} \) and \( A^{(\pi)} \) has matrix elements \( a_{\pi(i)j} \), then

\[
\det(A^{(\pi)}) = (-1)^{\pi} \det(A)
\]

(1.3.52)

and similarly for permutations of the columns. In particular, if a matrix has two identical rows or columns, its determinant is 0.

(e) If \( A \) is a \( d \times d \) matrix and \( C \) its cofactor matrix, then

\[
CA = AC = \det(A)1
\]

(1.3.53)

(f) \( A \) is invertible if and only if \( \det(A) \neq 0 \).

**Remark.** \((-1)^{\pi}\) is defined in Problem 3.
Proof. (a) is just (1.3.42).

(b) Clearly, \( \wedge^d(1) = 1 \) on \( \wedge^d(V) = \mathbb{K} \), that is, multiplication by 1.

(c) By definition of the matrix of \( A \) in basis, \( \{e_i\}_{i=1}^d \), \( A e_j = \sum_{i=1}^d a_{ij} e_i \).

Thus,

\[
\det(A)(e_1 \wedge \cdots \wedge e_d) = A e_1 \wedge \cdots A e_d
\]

(1.3.54)

\[
= \sum_{i_k=1,\ldots,d \text{ for } k=1,\ldots,d} a_{i_1} \cdots a_{i_d} e_{i_1} \wedge \cdots \wedge e_{i_d}
\]

(1.3.55)

Only terms with \( i_1, \ldots, i_d \) distinct, that is, with \( i_\ell = \pi(\ell) \) for some permutation, \( \pi \), have nonzero \( e_{i_1} \wedge \cdots \wedge e_{i_d} \) and, by (1.3.45), those \( e_{i_1} \wedge \cdots \wedge e_{i_d} \) are \( (-1)^\pi e_1 \wedge \cdots \wedge e_d \). This leads to the analog of (1.3.51) but with \( a_{1\pi(1)} \cdots a_{d\pi(d)} \) replaced by \( a_{\pi(1)} \cdots a_{\pi(d)} \). Noting that

\[
a_{i\pi(1)} \cdots a_{d\pi(d)} = a_{\pi^{-1}(1)} \cdots a_{\pi^{-1}(d)}
\]

and \( (-1)^\pi = (-1)^{\pi^{-1}} \), and \( \sum_{\pi} \) and \( \sum_{\pi^{-1}} \) is the same we get (1.3.51).

(d) is immediate from the group structure of \( \Sigma_d \) (i.e., summing over \( \pi \) or \( \pi\pi_0 \) for \( \pi_0 \) fixed is the same) and (1.3.51).

(e) If we fix \( j \) and collect all terms with \( \pi(j) = k \), (1.3.51) becomes

\[
\det(A) = \sum_{k=1}^d a_{jk} C(A)_{kj}
\]

(1.3.57)

This is the diagonal part of \( AC = \det(A) \mathbb{I} \). For the off-diagonal part, we note if \( i \neq j \) and we replaced \( a_{jk} \) with \( a_{ik} \), we get, by (1.3.57), the determinant of the matrix with row \( j \) equals row \( i \). By interchanging them, (1.3.52) implies this determinant is 0. Thus, \( AC = \det(A) \mathbb{I} \). Using the form of (1.3.51) with \( a_{\pi(1)} \cdots a_{\pi(d)} \), we get \( CA = \det(A) \mathbb{I} \).

(f) If \( A \) is invertible, \( \det(A) \det(A^{-1}) = 1 \), so \( \det(A) \neq 0 \). If \( \det(A) \neq 0 \), then \( C(A) \det(A)^{-1} \) is the inverse of \( A \).

Remarks. 1. That \( C(A) \det(A)^{-1} \) is the inverse of \( A \) is Cramer’s rule.

2. Section 3.10 has a basis-independent version of Cramer’s rule using derivatives of determinants (note that \( C(A)_{kj} = \frac{\partial \det(A)}{\partial a_{jk}} \)).

Here is a connection between \( \det \) and Jordan normal forms.

**Theorem 1.3.7.** Let \( A \in \mathcal{L}(V) \) with \( V \) a finite-dimensional complex vector space. Let

\[
A = \sum_{j=1}^k \lambda_j P_j + N_j
\]

(1.3.58)
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Let \( d_j = \dim(\text{Ran}(P_j)) \), the algebraic multiplicity of the eigenvalue \( \lambda_j \). Then

(a) \( \det(A) = \prod_{j=1}^{k} \lambda_j^{d_j} \) \hspace{1cm} (1.3.59)

(b) \( \det(z - A) = \prod_{j=1}^{k} (z - \lambda_j)^{d_j} \) \hspace{1cm} (1.3.60)

so the zeros of \( z \mapsto \det(z - A) \equiv C_A(z) \) are exactly the \( \lambda_j \)'s.

(c) (Cayley–Hamilton Theorem)

\[ C_A(A) = 0 \] \hspace{1cm} (1.3.61)

Remarks. 1. \( C_A(z) \) is called the characteristic polynomial for \( A \).

2. The constant term in \( C_A(z) \) is \((-1)^d \det(A)\). Thus, if

\[ C_A(z) = \sum_{j=0}^{k} d_j z^{k} \] \hspace{1cm} (1.3.62)

we see, by (1.3.59), that

\[ A \left( \sum_{j=1}^{k} d_j A^{k-1} \right) = (-1)^{d+1} \det(A) \] \hspace{1cm} (1.3.63)

If \( \det(A) \neq 0 \), this realizes the inverse of \( A \) as a polynomial in \( A \). This is the form in which Hamilton found his version of the theorem.

Proof. (a) Picking bases in which \( N_j \) is upper triangular, we see \( A \) has a matrix with \( \lambda_j \) along the diagonal \( d_j \) times and 0’s below the diagonal. Only the identity permutation enters in (1.3.51), so (1.3.59) is immediate.

(b) \( z - A = \sum_{j=1}^{k} (z - \lambda_j)P_j - N_j \) is the Jordan normal form for \( z - A \), so (1.3.60) is just (1.3.59).

(c) \( N_j \) is a nilpotent operator on the \( d_j \)-dimensional space \( \text{Ran}(P_j) \), so by the structure theorem for nilpotents (Theorem 1.3.2), \( N_j^{d_j} = 0 \). Thus, if \( \varphi \in \text{Ran}(P_j) \),

\[ (A - \lambda_j)^{d_j} \varphi = N_j^{d_j} \varphi = 0 \] \hspace{1cm} (1.3.64)

It follows that \( C_A(A) \varphi = \prod_{j=1}^{k} (A - \lambda_j) \varphi = 0 \). Since \( V = \text{Ran}(P_1) \oplus \text{Ran}(P_2) \oplus \ldots \), we see \( C_A(A) = 0 \). \( \square \)

Finally, we want to say something about the trace. An elegant approach is to define the trace by

\[ \text{Tr}(A) = \frac{d}{dz} \det(e^{zA}) \bigg|_{z=0} \] \hspace{1cm} (1.3.65)
(Problem 7), but we’ll use a more prosaic approach. Let \( \{a_{ij}\}_{1 \leq i,j \leq d}, \{b_{ij}\}_{1 \leq i,j \leq d} \) be two matrices. If \( ab \) and \( ba \) represent the matrix products, we have
\[
\sum_i (ab)_{ii} = \sum_{i,j} a_{ij}b_{ji} = \sum_{j,i} b_{ji}a_{ij} = \sum_j (ba)_{jj} \tag{1.3.66}
\]
This is the first statement in

**Theorem 1.3.8.** Fix a basis \( \{e_j\}_{j=1}^d \) for \( V \) and define
\[
\text{Tr}_{\{e\}}(A) = \sum_{i=1}^d a_{ij} \tag{1.3.67}
\]
where \( a_{ij} \) is the matrix of \( A \) in basis \( e \). Then

(a) \( \text{Tr}_{\{e\}}(AB) = \text{Tr}_{\{e\}}(BA) \) \tag{1.3.68}

(b) \( \text{Tr}_{\{e\}}(A) \) is independent of choice of basis, call it \( \text{Tr}(A) \).

(c) If \( \{\lambda_j\}_{j=1}^k \) are the eigenvalues of \( A \) with algebraic multiplicity \( d_j \), then
\[
\text{Tr}(A) = \sum_{j=1}^k d_j \lambda_j \tag{1.3.69}
\]

**Remark.** (1.3.59) and (1.3.69), usually phrased as saying that \( \det(A) \) and \( \text{Tr}(A) \) are the product and sum of all eigenvalues, counted up to algebraic multiplicity.

**Proof.** (a) was proven above.

(b) The matrices of \( A \) in \( a \) and \( \tilde{a} \) in two bases, \( \{e_i\}_{i=1}^d \) and \( \{f_j\}_{j=1}^d \), are related by
\[
\tilde{a} = t^{-1}at \tag{1.3.70}
\]
where \( t \) is the change of basis matrix defined by
\[
f_j = \sum_{i=1}^d t_{ij}e_i \tag{1.3.71}
\]
(such a matrix exists since \( \{e_i\}_{i=1}^d \) is a basis; moreover, \( e_i = \sum_{j=1}^d s_{ji}f_j \) and \( t \) and \( s \) are inverses). (1.3.70) follows from
\[
Af_j = \sum_{i=1}^d t_{ij}Ae_i = \sum_{i,k=1}^d t_{ij}a_{ki}e_k \tag{1.3.72}
\]
but also
\[
Af_j = \sum_{i=1}^d \tilde{a}_{ij}f_i = \sum_{i,k=1,...,d} \tilde{a}_{ij}t_{ki}e_k \tag{1.3.73}
\]
so \( at = t\tilde{a} \), which is (1.3.70).
Thus, if $\text{Tr}_\delta$ is the sum of the diagonal matrix elements in a matrix,

$$\text{Tr}_\delta(\tilde{a}) = \text{Tr}_\delta(t^{-1}at)$$  \hspace{1cm} (1.3.74)

$$= \text{Tr}_\delta(att^{-1}) \quad \text{by (a)}$$  \hspace{1cm} (1.3.75)

$$= \text{Tr}_\delta(a)$$  \hspace{1cm} (1.3.76)

(c) is immediate from passing to a basis where $A$ has $\lambda_j$ along the diagonal.

\begin{itemize}
  \item \textbf{Notes and Historical Remarks.} Muir [484] has a paper-by-paper historical discussion of the history of determinants. The Babylonians and Greeks knew how to solve simultaneous linear equations, but the modern era involving determinants dates to 1683 when the Japanese mathematician Seki (1642–1708) (whose name appears as Seki Tokakazu or Seki Kowa) published a book [407] that included them, and independently (indeed, Seki’s work was unknown in Europe for many years), G. Leibniz wrote a letter to l’Hôpital (published with his correspondence much later [435]).

  Leibniz wrote that $10+11x+12y = 0, 20+21x+22y = 0, 30+31x+32y$ had a solution because

  $$10 \cdot 21 \cdot 32 + 11 \cdot 22 \cdot 30 + 12 \cdot 20 \cdot 31 = 10 \cdot 22 \cdot 31 + 11 \cdot 20 \cdot 32 + 12 \cdot 21 \cdot 30$$

  so he knew something about what, in modern terms, would be expressed as $n+1$ equations in $n$ unknowns have a solution only if a certain determinant vanishes (Problem 8). It is a stretch from this to say that Leibniz knew all about determinants, but still (1.3.51) is called \textit{Leibniz’s formula}. G. Cramer (1704–52) was closer to a general theory and, in particular, had something essentially equivalent to Cramer’s rule [137] for inverses (in the context of solving linear equations in two or three variables, not matrix multiplication). It is likely MacLaurin knew this rule as early as 1729 and, in any event, it appeared in his 1748 book [463] published two years after his death and two years before Cramer’s work.

  Important later developments are due to E. Bezout (1730–83) [57], A. Vandermonde (1735–96) [711], P. S. Laplace (1749–1827) [427], J.-L. Lagrange (1736–1827) [419], J. F. C. Gauss (1777–1855) [224] (who introduced the term “determinant” in a slightly different context), A. Cauchy (1789–1857) (who used it in its present context [109]), and a long series of papers spanning fifteen years by C. Jacobi (1804–51) [339, 340, 341, 342, 343, 344]. It was put into the context of matrix theory by A. Cayley [111].

  The Cayley–Hamilton theorem is named after 1853 work of Hamilton [287] and 1858 work of Cayley [111]. Hamilton discussed the result without proof, and not in terms of matrices, for two special cases: three-dimensional rotations and multiplication of quaternions on $\mathbb{C}^2$ viewed as quaternions.
Cayley stated the general result, did a calculation verifying it for $2 \times 2$ matrices, and said he had done the calculation for $3 \times 3$ determinants. The first complete proof is by Frobenius in 1878 [211] who named the theorem after Cayley.

Leibniz’s formula (1.3.51) is not used for computer calculations since it requires $n(n!)$ multiplications. Instead one decomposes a matrix into a product of triangular matrices whose determinants are just the product of their diagonal elements.

See the Notes to Section 1.7 of Part 1 for the history of the Jordan normal form and the finite-dimensional spectral theorem.

Problems

1. (a) Given a finite-dimensional self-adjoint operator, $A$ with $A\psi_j = \alpha_j \psi_j$, $\alpha_1 \leq \alpha_2 \leq \ldots$, its eigenvalues and eigenvectors and $\varphi \in H$, let $H_1$ be the span of those $\psi_j$ with $\langle \varphi, \psi_j \rangle \neq 0$ and $H_2 = H_1^\perp$ the span of those with $\langle \varphi, \psi \rangle = 0$ (if $A$ has a degenerate eigenvalue, choose the $\psi_j$’s so that, for that $\alpha$, there is at most one $\psi_j$ with $\langle \varphi, \psi_j \rangle \neq 0$). Prove that $A$ leaves $H_1$ and $H_2$ invariant and that $A \upharpoonright H_2 = B \upharpoonright H_2$.

(b) Apply Theorem 1.3.4 to $A \upharpoonright H_1$ and show that when combined with the unchanged eigenvalues for $A \upharpoonright H_2$, we get Theorem 1.3.4 in general with the only change being $\alpha_j < \beta_j < \alpha_j + 1$ is replaced by $\alpha_j \leq \beta_j \leq \alpha_j + 1$.

2. This problem will prove Theorem 1.3.5.

(a) Let $\varphi \in H$ obey $P\varphi = 0$, $\|\varphi\| = 1$ and $F(z) = \langle \varphi, (A - z)^{-1}\varphi \rangle$ as in (1.3.24). Prove that $\beta$ is an eigenvalue of $B$ if and only if $F(\beta) = 0$.

(b) Conclude (1.3.25).

(c) Let $\beta_j(\mu)$ be the eigenvalues of $A + \mu\langle \varphi, \cdot \varphi \rangle$. Prove that as $\mu \to \infty$, $\beta_j(\mu) \to \beta_j$ (the eigenvalues of $B$) for $j = 1, \ldots, d - 1$ and $\beta_d(\mu) \to \infty$. Prove also that as $\mu \to -\infty$, $\beta_j(\mu) \to \beta_{j-1}$ for $j = 2, \ldots, d$ and $\beta_1(\mu) \to -\infty$. (Hint: Look at solutions of $F(z) = -\mu^{-1}$.)

3. (a) Let $P(x_1, \ldots, x_n) = \prod_{i<j} (x_i - x_j)$. For any permutation $\pi \in \Sigma_n$, prove $P(x_{\pi(1)}, \ldots, x_{\pi(n)}) = \pm P(x_1, \ldots, x_n)$, where $\pm$ is dependent on $\pi$ but independent of $x$. Call it $(-1)^\pi$, the sign of the permutation, $\pi$. Thus,

$$P(x_{\pi(1)}, \ldots, x_{\pi(n)}) = (-1)^\pi P(x_1, \ldots, x_n) \quad (1.3.77)$$

(b) Prove that $(-1)^{\pi \pi'} = (-1)^{\pi} (-1)^{\pi'}$.
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(c) Let $i \neq j$. If $(ij)$ is the permutation

$$(ij)(k) = \begin{cases} 
    k, & k \neq i, j \\
    j, & k = i \\
    i, & k = j
\end{cases} \quad (1.3.78)$$

Prove that

$$(-1)^{(ij)} = -1 \quad (1.3.79)$$

(d) If $(i_1, i_2, \ldots, i_\ell)$ (for all unequal $i$’s) is the permutation

$$(i_1, \ldots, i_\ell) = \begin{cases} 
    k, & k \notin \{i_1, \ldots, i_\ell\} \\
    i_{j+1}, & k = i_j, j = 1, 2, \ldots, n - 1 \\
    i_1, & k = i_n
\end{cases} \quad (1.3.80)$$

Prove that

$$(-1)^{(i_1, \ldots, i_\ell)} = (-1)^{\ell-1} \quad (1.3.81)$$

(Hint: Prove that $(i_1, \ldots, i_\ell)$ can be written as a product of $\ell - 1$ pairwise transpositions.)

4. Let $N \in \mathcal{L}(V)$ with $N^\ell = 0$. Prove that $\text{Ker}(N) \neq \{0\}$. (Hint: By decreasing $\ell$, suppose $N^{\ell-1} \neq 0$. What does $N$ do to vectors in $\text{Ran}(N^{\ell-1})$?)

5. Let $N$ be a nilpotent operator on a finite-dimensional vector space, $X$. Suppose $m$ is such that $N^m = 0$ but $N^{m-1} \neq 0$ (although $N^{m-1}x$ may be zero for some $x$, just not for all $x$). For $\ell = 1, 2, \ldots, m$, define

$$Y_j = \{x \mid N^jx = 0, N^{j-1}x \neq 0\} \quad (1.3.82)$$

By picking a basis for $Y_1 \cup \{0\}$, then extending to a basis of $Y_1 \cup Y_2 \cup \{0\}, \ldots$, prove Theorem 1.3.2.

6. Let $A$ be a real symmetric matrix but view it as acting on $\mathbb{C}^n$. Prove that one can choose the eigenvectors guaranteed by the complex spectral theorem as real and deduce a real spectral theorem.

7. Define trace by

$$\text{Tr}(A) = \frac{d}{dz} \left. \det(e^{zA}) \right|_{z=0} \quad (1.3.83)$$

where $e^A = \sum_{n=0}^{\infty} (n!)^{-1} A^n$.

(a) Prove $e^{z(A+B)} = e^{zA}e^{zB} + O(z^2)$ and conclude that

$$\text{Tr}(A + B) = \text{Tr}(A) + \text{Tr}(B) \quad (1.3.84)$$

(b) If $C$ is invertible, prove that $e^{z(CAC^{-1})} = Ce^{zA}C^{-1}$ and conclude that

$$\text{Tr}(CAC^{-1}) = \text{Tr}(A) \quad (1.3.85)$$
(c) Prove that any \( C \in \mathcal{L}(V) \) is a sum of two invertible elements and conclude that (cyclicity of the trace)
\[
\text{Tr}(AC) = \text{Tr}(CA) \tag{1.3.86}
\]
for all \( C \).

8. Consider \( n \) equations in \( n - 1 \) unknowns
\[
a_{jn} + \sum_{k=1}^{n-1} a_{jk}x_k = 0 \tag{1.3.87}
\]
(a) Prove that, if there is a solution, then
\[
\det\left((a_{jk})_{1 \leq j,k \leq n}\right) = 0 \tag{1.3.88}
\]
(b) Conversely, if \( B^{(j)} \) is the \((n - 1) \times (n - 1)\), \((a_{\ell k})_{1 \leq \ell \leq n; 1 \leq k \leq n-1; \ell \neq j}\), and if \(1.3.88\) holds and \(\det(B^{(j)}) \neq 0\) for all \( j \), then \(1.3.87\) has a solution.

9. This problem will prove that any finite matrix has a basis in which it is upper-triangular providing a model for the results of Section 3.4.
(a) Prove that if \( A \) is an operator on a finite-dimensional complex vector space, there is a vector \( v \neq 0 \) and \( \lambda \in \mathbb{C} \) so that \( Av = \lambda v \). (\text{Hint:} Prove first that \( \text{Ker}(A - \lambda) \neq \{0\} \Leftrightarrow (A - \lambda) \) is not invertible and then look for zeros of \( P(\lambda) = \det(A - \lambda) \).)
(b) If \( A \) is defined on a finite-dimensional space, \( X \), a subspace \( Y \) is called \textit{invariant} for \( A \) if \( A[Y] \subset Y \). Prove if \( v, \lambda \) are given as in (a), then \( \{\mu v \mid \mu \in \mathbb{C}\} \) is a one-dimensional invariant vector space for \( A \).
(c) If \( Y \) is invariant for \( A \), \( \pi \) the canonical projection from \( X \) to \( X/Y \), prove that \( \bar{A}: X/Y \to X/Y \) by \( \bar{A}(\pi(x)) = \pi(Ax) \) is well-defined and linear.
(d) If \( W \subset X/Y \) is invariant for \( \bar{A} \), prove that \( \pi^{-1}[W] \) is invariant for \( A \) and \( \dim \pi^{-1}[W] = \dim W + \dim Y \).
(e) For any \( A \), prove there is a \textit{nest} of invariant subspaces. i.e., \( 0 = W_0 \subset W_1 \subset W_2 \subset \cdots \subset W_d = X \) (where \( d = \dim(X) \)) and \( \dim(W_j) = j \). (\text{Hint:} Use (d) and induction.)
(f) Pick \( e_j \in W_j \setminus W_{j-1} \) for \( j = 1, \ldots, d \). Prove that \( \{e_j\}_{j=1}^d \) is a basis and that \( Ae_j = \lambda e_j + \sum_{k=1}^{j-1} \alpha_{kj} e_k \).
(g) Conclude that \( A \) is upper-triangular in the basis.

10. This problem will use Problem 9 to get the Jordan normal form of \( A \), an operator on a finite-dimensional complex vector space, \( X \).
(a) In the two-dimensional case, if $A$ is upper-triangular in $\{e_1, e_2\}$, so
\[ Ae_1 = \lambda_1 e_1, \quad Ae_2 = \lambda_2 e_2 + \beta e_1 \] (1.3.89)
prove that if $\lambda_1 \neq \lambda_2$, one can find $\alpha$, so that $A$ is diagonal in the basis $\{e_1, e_2 + \alpha e_1\}$.
(b) Generalize the argument in (a) and use Problem 9 to prove that for any operator $A$, there is a basis $\{e_j\}_{j=1}^d$ and $\{\lambda_j\}_{j=1}^d$ so that
\[ Ae_j = \lambda_j e_j + \sum_{\{k|k<j, \lambda_k=\lambda_j\}} \alpha_{kj} e_k \] (1.3.90)
(c) Prove that there are operators $\{P_j\}_{j=1}^M$, $\{N_j\}_{j=1}^M$ and $\{\mu_j\}_{j=1}^M$ so that
\[ P_j P_k = \delta_{jk} P_j, \quad N_j P_k = P_k N_j = \delta_{jk} N_j, \quad N_j^{\dim(\text{Ran} P_j)} = 0 \] (1.3.91)
\[ A = \sum_{j=1}^M \mu_j P_j + N_j \] (1.3.92)
11. This problem will prove that if $A$ is an operator on a finite-dimensional complex inner product space $X$, then
\[ A = T + N \] (1.3.93)
where $T$ is normal (i.e., $T^* = T$), $N$ is nilpotent, and the eigenvalues of $A$ and $T$ are the same with the same algebraic multiplicity. This serves as a model of results in Section 3.4.
(a) Prove there is an orthonormal basis in which $A$ is upper-triangular. (Hint: Use Problem 9 and Gram–Schmidt.)
(b) Prove that the eigenvalues of $A$ are the same (including algebraic multiplicity) as the diagonal elements of the matrix representation found in (a). (Hint: Consider $\det(A - \mu I)$.)
(c) Prove (1.3.93).

1.4. Finite-Dimensional Eigenvalue Perturbation Theory

Let $V$ be a finite-dimensional complex vector space of dimension $n$. We want to consider operators $A(\beta) \in \mathcal{L}(V)$ depending on a parameter $\beta$. Most often, $\beta \in \Omega$, a region in $\mathbb{C}$ and $A$, will be analytic in $\beta$, but we will also consider the case $\beta \in (a, b) \in \mathbb{R}$ and $A(\beta)$ continuous or $C^k$ or $C^\infty$. We’ll sometimes consider the “self-adjoint case,” that is, $V$ is a complex inner product space, $\Omega = \overline{\Omega}$ (complex conjugate, not closure), and
\[ A(\beta)^* = A(\bar{\beta}) \] (1.4.1)
We are concerned with how the eigenvalues and eigenprojections of $A(\beta)$ vary with $\beta$. We’ll see in the general analytic case that the eigenvalues are algebroidal functions, so analytic, except at a discrete set where they are given by Puiseux series. The eigenprojections will, in general, have negative terms in a Laurent–Puiseux series.

One of our deepest results is a theorem of Rellich that in the self-adjoint case, eigenvalues and eigenprojections are analytic near any $\beta_0 \in \mathbb{R} \cap \Omega$. We’ll also prove the Feynman–Hellmann theorem, a general formula for $\frac{dE(\beta)}{d\beta}$ in the self-adjoint, simple case that only requires that $A(\beta)$ be $C^1$.

It is reasonable to consider eigenprojections rather than eigenvectors. For if eigenprojections are analytic, picking $\varphi \in \text{Ran}(P(\beta_0))$ and $\varphi(\beta) = P(\beta)\varphi$, we get analytic eigenvectors (at least if there aren’t eigennilpotents). But if, say, $P(\beta)$ has a first-order pole at $\beta_0$, $(\beta - \beta_0)P(\beta)\varphi$ for suitable $\varphi$ will be analytic at $\beta_0$. Put differently, eigenprojections are intrinsic to $A(\beta)$, while eigenvectors depend on choice of normalization.

It is also important to allow general analytic families rather than just the historically motivating case $A_0 + \beta B$ since, as we’ll see in Section 2.3 (see Theorem 2.3.11), the linear infinite-dimensional case for discrete eigenvalues can be reduced to a finite-dimensional problem but only with analytic rather than linear parameters.

We begin by noting that the eigenvalues $\lambda(\beta)$ are solutions of

$$\det(\lambda - A(\beta)) = 0 = \lambda^n + \sum_{j=0}^{n-1} a_j(\beta)\lambda^j \quad (1.4.2)$$

They are thus algebroidal functions, so by Theorem 1.2.3 we have the first part of

**Theorem 1.4.1.** Let $A(\beta) \in \Omega$, be an analytic family of operators on an $n$-dimensional vector space, $V$, over $\mathbb{C}$. Then there exist $r_0 \leq n$ and a discrete set $D \subset \Omega$ so that

(a) If $\beta \in \Omega \setminus D$, $A(\beta)$ has $r_0$ distinct eigenvalues, and if $\beta \in D$, it has fewer than $r_0$ distinct eigenvalues.

(b) For any $\beta_0 \in \Omega \setminus D$, there is a disk $\mathbb{D}_\delta(\beta_0)$ and $r_0$ analytic scalar functions, $\lambda_1(\beta), \ldots, \lambda_{r_0}(\beta)$, and projection-valued functions, $P_1(\beta), \ldots, P_{r_0}(\beta)$ so that $\lambda_j(\beta)$ are the eigenvalues of $A(\beta)$ for $\beta \in \mathbb{D}_\delta(\beta_0)$ and $P_j(\beta)$ the corresponding eigenprojections.

(c) Near any $\beta_0 \in D$, the eigenvalues of $A(\beta)$ are given by all the branches of one or more Puiseux series whose values at $\beta_0$ are the eigenvalues of $A(\beta_0)$.

(d) Near any $\beta_0 \in D$, the $P_j(\beta)$ are multivalued analytic functions with the same $p$-fold structure (i.e., return to themselves after continuation.
1.4. Finite-Dimensional Eigenvalue Perturbation Theory

along p circuits about $z_0$) as $\lambda_j$, but, in general, the multivalued $P_j(\beta)$ may not be bounded as $\beta \to \beta_0$. Instead, one has for some $k > 0$,

$$\|P_j(\beta)\| \leq C(\beta - \beta_0)^{-k} \tag{1.4.3}$$

for all $j$ and all $\beta$ near to $\beta_0$. The $P_j(\beta)$ have Laurent–Puiseux series with at most finitely many negative terms.

Remark. Just as we’ll use (1.3.11) to get analyticity of the $P_j(\beta)$ near any $\beta_0 \in \Omega \setminus D$, one can use $N_j = \frac{1}{2\pi i} \int_{|z-\lambda_j|=\varepsilon} \frac{(z-\lambda_j) \, dz}{z-A} \tag{1.4.4}$

to get analyticity of the eigennilpotents.

Proof. (a), (b) For the eigenvalues, this is just Theorem 1.2.3 plus Remark 3 to that theorem. For any eigenvalue $\lambda_j(\beta_0)$ of $A(z_0)$, pick $\varepsilon$ so $\varepsilon < \frac{1}{2} \min |\lambda_j(\beta_0) - \lambda_k(\beta_0)|$. Then $P_j(\beta_0)$ is given by (1.3.11). Since the invertible matrices are an open set (since $B$ is invertible, $\det(B) \neq 0$ and $\det(\cdot)$ is continuous), for some $\delta$ and all $\beta \in \mathbb{D}_{\delta}(\beta_0)$, $z-A$ is invertible for all $z \in \partial \mathbb{D}_{\varepsilon}(\lambda_j(\beta_0))$. This plus (1.3.11) proves local analyticity of the $P_j(\beta)$.

(c) This is just the rest of Theorem 1.2.3.

(d) That $P_j(\beta)$ has the same $p$-fold structure as $\lambda_j(\beta)$ follows from the unique association of $P_j(\beta)$ to $\lambda_j(\beta)$. If we prove (1.4.3), by looking at $Q_j(\eta) \equiv P_j(\beta_0 + \eta P)$, we see $Q_j(\eta)$ has a Laurent series with a finite-order pole, and we get the claimed Laurent–Puiseux series. Thus, we are reduced to proving (1.4.3).

We claim first that for every compact $K \subset \Omega$ and $R > 0$, there is a $C$ so that for $\beta \in K \setminus D$ and $z \notin \sigma(A(\beta))$ with $|z| \leq R$, we have that

$$\|(A(\beta) - z)^{-1}\| \leq C \text{dist}(z, \sigma(A(\beta)))^{-n} \tag{1.4.5}$$

For clearly,

$$|\det(z - A(\beta))| = \prod_{j=1}^{r_0} |z - \lambda_j(\beta)|^{-m_j} \geq \text{dist}(z, \sigma(A(\beta)))^n$$

The cofactor matrix of $(z - A(\beta))$ is clearly bounded as $\beta$ runs through $K$ and $z$ through $\{z \mid |z| \leq R\}$. Thus, by Cramer’s rule, we have (1.4.5).

Next, we claim if $\varepsilon(\beta) = \min_{j \neq k, i \leq j, k \leq r_0} |\lambda_j(\beta) - \lambda_k(\beta)| \tag{1.4.6}$

then for some $\Delta > 0$ and all $\beta$ near $\beta_0$,

$$|\varepsilon(\beta)| \geq C |\beta - \beta_0|^\Delta \tag{1.4.7}$$
This is because the eigenvalues are given by different branches or values of different Puiseux series, so each difference is bounded from below by some $C_j \beta - \beta_0 |_{\Delta_j k}$.

We can now prove (1.4.3). We write $P_j(\beta)$ by (1.3.11) with $\varepsilon = \frac{1}{2} \varepsilon (\beta)$. By (1.4.5) and (1.4.7), on the contour $\| (A(\beta) - z)^{-1} \|$ is bounded by $C |\beta - \beta_0|^{-n \Delta}$. Since contour sizes are bounded, we see (1.4.3) holds.

**Example 1.4.2** (Breaking a Jordan Anomaly). Let

$$A(\beta) = \begin{pmatrix} 0 & \beta \\ 1 & 0 \end{pmatrix} \quad (1.4.8)$$

Then the characteristic equation is $z^2 - \beta = 0$ or $z = \pm \beta^{1/2}$, that is,

$$\lambda_{\pm}(\beta) = \pm \beta^{1/2} \quad (1.4.9)$$

One easily finds if

$$\varphi_{\pm}(\beta) = \begin{pmatrix} \pm \beta^{1/2} \\ 1 \end{pmatrix} \quad (1.4.10)$$

then

$$A(\beta) \varphi_{\pm}(\beta) = \lambda_{\pm}(\beta) \varphi_{\pm}(\beta) \quad (1.4.11)$$

The hint that the eigenprojection will be singular is that $\varphi_+(0) = \varphi_-(0)$!

We claim that the eigenprojections are

$$P_{\pm}(\beta) = \begin{pmatrix} \pm \frac{1}{2} & \pm \frac{1}{2} \beta^{1/2} \\ \frac{1}{2} & \frac{1}{2} \end{pmatrix} \quad (1.4.12)$$

In Problem [1] the reader will derive (1.4.12). One can also verify by noting

$$P_+^2 = P_+, \quad P_+ P_- = 0, \quad P_+ + P_- = 1 \quad (1.4.13)$$

This example shows negative powers in the Laurent–Puiseux series for $P_j(\beta)$ can really occur.

**Example 1.4.3.** Here are two reparametrizations of (1.4.8) that deflect potential guesses. If $A(\beta) = \begin{pmatrix} 0 & \beta^2 \\ 1 & 0 \end{pmatrix}$, then $\lambda_{\pm}(\beta) = \pm \beta$ and

$$P_{\pm}(\beta) = \begin{pmatrix} \frac{1}{2} & \pm \frac{1}{2} \beta^{1/2} \\ \pm \frac{1}{2} \beta^{-1} & \frac{1}{2} \end{pmatrix} \quad (1.4.14)$$

so polar singularities in $P_j(\beta)$ can occur even when eigenvalues are analytic (so long as eigenvalue degeneracy is involved).

If $A(\beta) = \begin{pmatrix} 0 & \beta^3 \\ \beta & 0 \end{pmatrix}$, then $\lambda_{\pm}(\beta) = \pm \beta^2$ and $P_{\pm}(\beta)$ is still given by (1.4.14). Thus, $P_j(\beta)$ can be singular even when $A(\beta_0)$ does not have a Jordan anomaly.

□
Here is a deep and elegant result in finite-dimensional perturbation theory:

**Theorem 1.4.4** (Rellich’s Theorem). Let $A(\beta)$, $\beta \in \Omega$, be a self-adjoint analytic family. Let $\beta_0 \in \mathbb{R} \cap \Omega$. Then the $\lambda_j(\beta)$ and $P_j(\beta)$ for $\beta$ near $\beta_0$ have removable singularities at $\beta_0$ (i.e., are analytic at $\beta_0$ if given suitable limiting values).

**Remark.** This result remains true if $A(\beta)$ is normal for all $\beta \in \mathbb{R} \cap \Omega$.

**Proof.** We first note (Problem 2) if $f(z)$ is a Puiseux zero about $z = 0$, all of whose branches are real on the real axis near 0, then $f$ is a Taylor series and $f$ is analytic at $z = 0$. Since $A(\beta)$ has only real eigenvalues for $\beta \in \Omega \cap \mathbb{R}$, the eigenvalue branches near $\beta_0$ are all real, so by the above fact, all eigenvalues $\lambda_j$ are (single-valued) analytic functions.

This implies that the $P_j(\beta)$ are analytic in punctured disks $\mathbb{D}_\delta(\beta_0) \setminus \{\beta_0\}$ and, by (1.4.3), they have at worst polar singularities at $\beta = \beta_0$. If this potential singularity is not removable, we have

$$\lim_{\beta \to \beta_0} \|P_j(\beta)\| = \infty$$

(1.4.15)

But for $\beta$ real, $P_j(\beta)$ is self-adjoint, so $\|P_j(\beta)\| = 1$, so (1.4.15) fails as $\beta \to \beta_0$ along the real axis. It follows that $P_j(\beta)$ has removable singularities at $\beta = \beta_0$. \qed

**Corollary 1.4.5.** Let $A(\beta)$ be real analytic and self-adjoint on $(a, b) \subset \mathbb{R}$ acting on a space of dimension $n$. Then for any $[c, d] \subset (a, b)$, there are $n$ functions, $f_1, \ldots, f_n$, analytic in a neighborhood of $[c, d]$ so that $f_1(\beta), \ldots, f_n(\beta)$ are the eigenvalues of $A(\beta)$ counting multiplicity.

**Proof.** There are finitely many points $\{\beta_1, \ldots, \beta_\ell\}$ in $[c, d]$, where there are fewer than $r_0$ eigenvalues. Pick $\beta_0 \notin \{\beta_1, \ldots, \beta_\ell\}$, label the eigenvalues $f_1(\beta_0) \leq f_2(\beta_0) \leq \cdots \leq f_n(\beta_0)$. By Rellich’s theorem, one can analytically continue the function even through $\beta_1, \ldots, \beta_\ell$. \qed

Finally, we turn to the $C^k$ situations for simple eigenvalues.

**Theorem 1.4.6.** Let $B \subset \mathbb{R}^\nu$ and let $A(\beta)$ be a continuous (respectively, $C^k$, $C^\infty$) function with values in the operators on a finite-dimensional vector space, $V$. Let $\lambda(\beta_0)$ be a simple (i.e., algebraic multiplicity 1) eigenvalue $A(\beta_0)$. Then there is a neighborhood, $N \subset B$, of $\beta_0$ and a function $\lambda(\beta)$, $\beta \in N$, which is continuous (respectively, $C^k$, $C^\infty$) so that $\lambda(\beta)$ is the only eigenvalue of $A(\beta)$ near $\lambda(\beta_0)$. If $P(\beta)$ is eigenprojection for $\lambda(\beta)$, the $P(\beta)$ is continuous (respectively, $C^k$, $C^\infty$).
Proof. Let
\[ F(z, \beta) = \det(z - A(\beta)) \] (1.4.16)
By hypothesis,
\[ F(\lambda(\beta_0), \beta_0) = 0, \quad \frac{\partial}{\partial z} F(\lambda(\beta_0), \beta_0) \neq 0 \] (1.4.17)
(since the zero of \( F(\cdot, \beta_0) \) is simple). Thus, Theorem 1.2.4 applies and \( \lambda(\beta) \) is the only zero of \( F(\cdot, \beta) \) near \( \lambda(\beta_0) \).

Pick \( \varepsilon > 0 \) so \( \text{dist}(\lambda(\beta_0), \sigma(A(\beta_0)) \setminus \{\lambda(\beta_0)\}) > \varepsilon \). \( P(\beta_0) \) is given by (1.3.11). Since \( A(\beta) \) is continuous for all \( \beta \) near \( \beta_0 \) and \( z \) with \( |z - \lambda(\beta_0)| = \varepsilon \), \( z - A(\beta) \) is invertible and the inverse is continuous (respectively, \( C^k, C^\infty \)). Then (1.3.11) implies \( P(\beta) \) is continuous (respectively, \( C^k, C^\infty \)). □

Our final result is:

**Theorem 1.4.7** (Feynman–Hellmann Theorem). Let \( A(\beta) \), a family of operators on a finite-dimensional complex vector space, be self-adjoint and \( C^1 \) for \( \beta \in (a, b) \). Let \( \lambda(\beta_0) \) be a simple eigenvalue for \( A(\beta_0) \). For \( \beta \) near \( \beta_0 \), let \( \lambda(\beta) \) be the unique eigenvalue of \( A(\beta) \) near \( \lambda(\beta_0) \). Suppose that
\[ A(\beta_0)\varphi_0 = \lambda(\beta_0)\varphi_0, \quad \|\varphi_0\| = 1 \] (1.4.18)
Then
\[ \frac{d\lambda(\beta)}{d\beta}\bigg|_{\beta = \beta_0} = \left< \varphi_0, \frac{dA}{d\beta}(\beta_0)\varphi_0 \right> \] (1.4.19)

**Proof.** Let \( P(\beta) \) be the eigenprojection for \( A(\beta) \) and eigenvalue \( \lambda(\beta) \). Then \( P(\beta)\varphi_0 \to \varphi_0 \) so for \( \beta \) near \( \beta_0 \), \( \|P(\beta)\varphi_0\| \neq 0 \), and we can define for \( \beta \) near \( \beta_0 \),
\[ \varphi(\beta) = \frac{P(\beta)\varphi_0}{\|P(\beta)\varphi_0\|} \] (1.4.20)
Since \( \|\varphi(\beta)\| = 1 \), we have
\[ \lambda(\beta) = \langle \varphi(\beta), A(\beta)\varphi(\beta) \rangle \] (1.4.21)
\[ 0 = \frac{d}{d\beta} \|\varphi(\beta)\|^2 = \left< \varphi(\beta), \frac{d\varphi}{d\beta}(\beta) \right> + \left< \frac{d\varphi}{d\beta}(\beta), \varphi(\beta) \right> \] (1.4.22)
Differentiating (1.4.21), we have
\[ \frac{d\lambda}{d\beta}\bigg|_{\beta_0} = \left[ \left< \frac{d\varphi}{d\beta}, A(\beta)\varphi(\beta) \right> + \left< A(\beta)\varphi(\beta), \frac{d\varphi}{d\beta} \right> + \left< \varphi(\beta), \frac{dA}{d\beta} \varphi(\beta) \right> \right]\bigg|_{\beta_0} \] (1.4.23)
Using (1.4.22) and \( A(\beta_0)\varphi(\beta_0) = \lambda(\beta_0)\varphi(\beta_0) \), we see the first two terms on the right of (1.4.23) sum to zero, so we have (1.4.19). □
Notes and Historical Remarks. The standard textbook presentation of finite- and infinite-dimensional perturbation theory are the books of Friedrichs \cite{209}, Kato \cite{380}, Rellich \cite{558}, and Reed–Simon \cite{551}.

The series for the actual eigenvalues and eigenvectors are called Rayleigh–Schrödinger series after fundamental work of Rayleigh in 1894 (on sound waves) \cite{547} and Schrödinger in 1926 (on quantum states) \cite{605}. The first two terms, when $A(\beta) = A_0 + \beta V, A_0$, $V$ self-adjoint, $E_j$ are the eigenvalues of $A_0, V_{ij}$ are the matrix elements of $V$ in a basis of eigenvectors of $A_0$, and $E_1$ is a simple eigenvalue, are

\begin{equation}
E_1(\beta) = E_1 + \beta V_{11} + \beta^2 \sum_{j \neq 1} \frac{|V_{j1}|^2}{E_1 - E_j} + O(\beta^3) \tag{1.4.24}
\end{equation}

Rellich, in a series of five papers \cite{556} in 1937–42, was the first to consider convergence questions. Sz.-Nagy \cite{689} and Kato \cite{372} clarified and enlarged this work. Kato did this work as a physics graduate student unaware of Rellich’s work.

Rellich’s theorem is from the first of his papers on perturbation theory. Its subtlety is seen by the fact that it is false for several complex parameters. For example, if

\begin{equation}
A(\beta, \gamma) = \beta \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} + \gamma \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \tag{1.4.25}
\end{equation}

the eigenvalues are

\begin{equation}
E_{\pm}(\beta, \gamma) = \pm \sqrt{\beta^2 + \gamma^2} \tag{1.4.26}
\end{equation}

The Feynman–Hellmann theorem is named after papers of Feynman \cite{200} and Hellmann \cite{312} in the late 1930s. Feynman’s paper was written when he was an undergraduate at MIT. The result appeared earlier in the 1930s in a paper by Güttinger \cite{277} and a short text by Pauli \cite{512} on quantum mechanics.

Problems.

1. (a) Let $P$ be the eigenprojection associated to a simple eigenvalue, $\lambda$, for a matrix $A$. If $A \varphi = \lambda \varphi$ for a column vector and $\eta A = \lambda \eta$ for a vector $\eta$ with $\eta \varphi = 1$, prove that $P = \varphi \eta$. (Note that $\eta \varphi$, as the product of a $1 \times n$ and $n \times 1$ matrices, is a number while $\varphi \eta$ is an $n \times n$ matrix.)

(b) Use (a) to compute $P_{\pm}(\beta)$ in Example 1.4.2.

2. Let $f(z) = \sum_{n=0}^{\infty} a_n z^{n/p}$ converging for $|z|$ small. Suppose $f(x)$ is real for all small $z$ in $\mathbb{R}$ and all branches of $f(z)$. Prove $a_n = 0$ if $n \neq mp$ and is real if $n = mp$. (Hint: Induction.)
1. Preliminaries

1.5. Some Results from Real Analysis

Operator theory presupposes a fair amount of measure theory, theory of Banach spaces, and other results from Parts 1 and 3. Without attempting to be comprehensive, we want to focus on some of the more important aspects.

1.5.1. Basic Language and Techniques. We assume a familiarity with the basic notions of topology, including continuous and semicontinuous functions, weak topology defined by a family of functions, and the separation axioms—Hausdorff and normal spaces (see Sections 2.1 and 2.2 of Part 1). We will occasionally use (see Problem 4 of Section 2.2 of Part 1):

**Theorem 1.5.1** (Tietze Extension Theorem). \( E \) be a closed subset of a normal topological space, \( X \). Let \( g \colon E \to \mathbb{R} \) be a bounded continuous function. Then there exists a bounded continuous function \( f \colon X \to \mathbb{R} \) so that \( f \mid E = g \).

We assume familiarity with the notions of normed linear (NLS), Banach, and Hilbert spaces (Chapters 3 and 5 of Part 1), and that for linear maps \( T \colon X \to Y \) between normed linear spaces, continuity is equivalent to a bound

\[
\|Tx\|_Y \leq C\|x\|_X \tag{1.5.1}
\]

The smallest \( C \) defines a norm, \( \|T\| \), on \( \mathcal{L}(X,Y) \), the bounded linear maps of \( X \) to \( Y \). \( \mathcal{L}(X,Y) \) with this norm is a Banach space if and only if \( Y \) is a Banach space. \( \mathcal{L}(X) \equiv \mathcal{L}(X,X) \) is the major object of study in this volume. We use \( \mathbb{K} \) for \( \mathbb{R} \) or \( \mathbb{C} \), the field over which an NLS is a vector space. \( \mathcal{L}(X,\mathbb{K}) \equiv X^* \) is the dual space for \( X \).

We assume the reader knows about orthonormal (ON) bases and the Gram–Schmidt procedure (see Section 3.4 of Part 1). Occasionally, we will use ideas from the theory of locally convex spaces and tempered distributions (Chapter 6 of Part 1) and our examples often use the theory of Fourier transforms (also Chapter 6 of Part 1).

1.5.2. Hahn–Banach Weak and Weak-* Topologies. The following is a special case of a stronger result proven in Theorems 5.5.1 and 5.5.5 of Section 5.5 of Part 1:

**Theorem 1.5.2** (Hahn–Banach Theorem). Let \( Y \subset X \) be a subspace of a NLS. Let \( \ell \colon Y \to \mathbb{K} \) obey

\[
|\ell(y)| \leq C\|y\|_X \tag{1.5.2}
\]

for all \( y \in X \). Then there exists \( L \colon X \to \mathbb{K} \) with \( L \mid Y = \ell \) so that for all \( x \in X \),

\[
|L(x)| \leq C\|x\|_X \tag{1.5.3}
\]
In particular, for all \( x \in X \), there is \( \ell \in X^* \) with \( \| \ell \| = 1 \) and \( \ell(x) = \| x \| \). This guarantees \( X^* \) is large, so large that the \( \sigma(X, X^*) \), the weak topology on \( X \), is Hausdorff. Here, if \( Z \) is a set of linear functionals on \( X \), the \( \sigma(X, Z) \) topology is the weak topology defined by the functions \( \{ z(\cdot) \}_{z \in Z} \). The \( \sigma(X^*, X) \) topology on \( X^* \) is called the weak-* topology.

### 1.5.3. Compactness Results.

We assume the reader is familiar with the basic facts about compact sets (see Section 2.3 of Part 1). We’ll use two compactness criteria:

**Theorem 1.5.3** (Ascoli–Arzelà Theorem). Let \( X \) be a separable metric space and \( Y \) a complete metric space. Let \( F \) be a family of continuous functions from \( X \) to \( Y \) so that

1. There is a compact set \( C \subset Y \) so that for all \( f \in F \), \( \text{Ran}(f) \subset C \).
2. \( F \) is equicontinuous, that is, \( \forall \varepsilon > 0, \exists \delta \) so that \( \forall f \in F \),

\[
\rho_X(x, z) < \delta \Rightarrow \rho_Y(f(x), f(y)) < \varepsilon
\]

Then the closure of \( F \) (in the uniform topology) is compact.

**Remarks.**

1. The uniform topology is defined by the metric \( \rho_{F(X, Y)} \)

\[
\rho_{F(X, Y)}(f, g) = \sup_{x \in X} \rho_Y(f(x), g(x))
\]

2. The typical application has \( Y = \mathbb{R} \) or \( \mathbb{C} \). Then \( F(X, Y) \) is a vector space and \( (1.5.5) \) comes from a norm (distance from the 0 function). \( C \) is then a bounded set so condition (i) is uniform boundedness.

3. What we call equicontinuity is more properly uniform equicontinuity.

4. The proof is an application of the diagonalization trick (see the discussion in Section 1.5 of Part 1). Given a sequence in \( F \), one uses this trick to get convergence at a countable dense set in \( X \). Equicontinuity then yields uniform convergence. One then uses a result of Weierstrass that uniform limits of continuous functions are continuous.

5. This is Theorem 2.3.14 of Part 1.

**Theorem 1.5.4** (Banach–Alaoglu Theorem). The unit ball in the dual, \( X^* \), of a Banach space, \( X \), is compact in the weak-* (i.e., \( \sigma(X^*, X) \)) topology.

The proof (see Section 5.8 of Part 1) is a simple consequence of Tychonoff’s theorem on the compactness of arbitrary products of compact spaces in the product topology (see Section 2.7 of Part 1).
Finally, on the subject of compactness, we mention

**Theorem 1.5.5** (Stone–Weierstrass Theorem). Let \( X \) be a compact Hausdorff space and \( C_\mathbb{R}(X) \) the real-valued continuous functions on \( X \). Let \( S \subset C_\mathbb{R}(X) \) obey

(i) \( S \) is an algebra, that is, \( f, g \in S \Rightarrow f + g, fg \) and \( \lambda f \in S \) for all \( \lambda \in \mathbb{R} \).
(ii) \( S \) strongly separates points, that is, for any \( x, y \in X \) and \( \alpha, \beta \in \mathbb{R} \), there exists \( f \in S \) with \( f(x) = \alpha \), \( g(x) = \beta \).

Then \( S \) is dense (in \( \| \cdot \|_\infty \) norm) in \( C_\mathbb{R}(X) \).

**Remarks.** 1. This is Theorem 2.5.2 of Part 1.
2. This is true for complex-valued functions, \( C(X) \), if one adds the condition \( f \in S \Rightarrow \overline{f} \in S \). The example \( \mathbb{A}(\mathbb{D}) \) of bounded continuous functions on \( \mathbb{D} \), analytic on \( \mathbb{D} \) shows this complex conjugation condition is a necessary one.

**1.5.4. Consequences of the Baire Category Theorem.** The following results (proven in Section 5.4 of Part 1 as Theorems 5.4.9, 5.4.11, and 5.4.17) are useful:

**Theorem 1.5.6** (Principle of Uniform Boundedness). Let \( \mathcal{F} \) be a subset of bounded linear maps from one Banach space, \( X \), to another one, \( Y \). Suppose that for each \( x \in X \),

\[
\sup_{T \in \mathcal{F}} \{ \| Tx \|_Y \} < \infty \tag{1.5.6}
\]

Then

\[
\sup_{T \in \mathcal{F}} \{ \| T \|_{\mathcal{L}(X,Y)} \} < \infty \tag{1.5.7}
\]

**Theorem 1.5.7** (Open Mapping Theorem). Let \( T : X \to Y \) be a bounded linear map between Banach spaces. If \( \text{Ran}(T) \) is all of \( Y \), then \( T \) is open, that is, if \( A \subset X \) is open in \( X \), then \( T[A] \) is open in \( Y \).

**Theorem 1.5.8** (Closed Graph Theorem). Let \( T \) be a (not a priori bounded) linear map from a Banach space, \( X \), to another Banach space, \( Y \). If the graph of \( T \) is closed in \( X \oplus Y \), then \( T \) is a bounded linear transformation.

**Remark.** The graph of \( T \) is

\[
\Gamma(T) = \{ (x, Tx) \mid x \in X \} \tag{1.5.8}
\]

**1.5.5. Measure Theory.** We assume familiarity with the basics of measure theory on compact and \( \sigma \)-compact spaces, as presented in the first ten sections of Chapter 4 of Part 1. This includes the basics of \( L^p \)-spaces including Hölder and Minkowski inequalities. We explicitly mention the following theorem, discussed in Section 4.7 of Part 1.
Theorem 1.5.9. Let $\mu$ be a finite measure on $\mathbb{R}$. Then there is a function $w \in L^1(\mathbb{R}, dx)$ so that

$$d\mu = w(x) \, dx + d\mu_{sc} + d\mu_{pp}$$

(1.5.9)

where $d\mu_{pp}$ is a pure point measure and $d\mu_{sc}$ singular continuous. This (Lebesgue) decomposition is unique.

Remarks. 1. $\mu_{pp}$ pure point means

$$\mu_{pp}(A) = \sum_{x \in A} \mu_{pp}\{x\}$$

(1.5.10)

2. $\mu_{sc}$ singular continuous means it is singular wrt Lebesgue measure (i.e., there $A$ a Borel set in $\mathbb{R}$ so $|A| = 0$ and $\mu_{sc}(\mathbb{R} \setminus A) = 0$) and continuous (i.e., $\mu_{sc}\{x\} = 0$ for all $x$).

In Sections 6.8 and 6.9 on group representations, we’ll assume results about Haar measure, as discussed in Section 4.19 of Part 1.

1.5.6. Sobolev Estimates. In Section 7.1 we’ll need Sobolev estimates, as proven in Section 6.3 of Part 3; indeed, the following special case:

Theorem 1.5.10. Let $\nu \in \mathbb{Z}_+$. Let

$$q \leq \infty, \quad \nu = 1, 2, 3$$

$$q < \infty, \quad \nu = 4$$

$$q \leq \frac{2\nu}{\nu - 4}, \quad \nu \geq 5$$

Then there is a constant $c_{q, \nu}$ so for all $\varphi \in S(\mathbb{R}^\nu)$, we have that

$$\|\varphi\|_q \leq c_{q, \nu} [\| \Delta \varphi \|_2 + \| \varphi \|_2]$$

where $\| \cdot \|_r$ is the $L^p(\mathbb{R}^\nu, d^n x)$-norm.

1.5.7. Riesz Lemma. We’ll use the following result especially in analyzing compact operators (in the context where Riesz introduced it):

Theorem 1.5.11 (The Riesz Lemma). Let $Y$ be a closed proper subspace of a normed linear space, $X$. Then for every $\varepsilon > 0$, there exists $x \in X$ with

$$\|x\| = 1, \quad \text{dist}(x, Y) \geq (1 - \varepsilon)$$

Remarks. 1. This is Lemma 5.1.6 of Part 1.

2. $\text{dist}(x, Y)$ is defined by

$$\text{dist}(x, Y) = \inf\{\|x - z\| \mid z \in Y\}$$

(1.5.11)
Chapter 2

Operator Basics

It is not so much whether a theorem is useful that matters, but how elegant it is.


While our main topics will be special classes of operators on a Hilbert space, namely, compact operators in Chapter 3 and self-adjoint in Chapter 5, there is a language and basic tools that we need to present first. Much of the language works for operators on Banach spaces—which, for the elements of a Banach algebra—so we’ll get a head start on Chapter 6 by putting much of Sections 2.2 and 2.3 in that even more general context.

Section 2.1 reprises some of the material from Part 1, especially Section 3.7 of Part 1, and provides more detail for some. An important object will be projections, that is, operators with $P^2 = P$. We’ll see that even in the Hilbert space case, projections which might not be self-adjoint are important.
2. Operator Basics

A key issue for extending results in operator theory from finite dimensions is the proper analog of eigenvalues. The right notion is spectrum whose study we begin in Section 2.2. Section 2.3 starts the discussion of functions of general operators. If $f$ is analytic in a neighborhood of the spectrum, $\sigma(A)$, of an operator, we’ll find a natural meaning for $f(A)$ so that $f(A)g(A) = fg(A)$. In particular, if $\sigma(A) = \sigma_1 \cup \sigma_2$ is a disjoint union of closed sets and $f(x) = \chi_{\sigma_1}(x)$, the characteristic function of $\sigma_1$, then $f$ is analytic in a neighborhood of $\sigma(A)$, so $f(A) = P$ will obey $P^2 = P$ and $AP = PA$. We’ll even prove that $\sigma(A \upharpoonright \text{Ran}(P)) = \sigma_1$.

While much of Sections 2.1–2.3 applies to general operators on general Banach spaces, Section 2.4 concerns positive operators, $A$, on a Hilbert space. We’ll show first there is a unique positive operator, $B$, with $B^2 = A$, and write $B = \sqrt{A}$. This will allow us to define $|A| = \sqrt{A^*A}$ for any bounded operator on a Hilbert space and write, for such operators, a decomposition $A = U|A|$ analogous to $z = e^{i\theta}|z|$ for $z \in \mathbb{C}$.

2.1. Topologies and Special Classes of Operators

Let $X$ be a Banach space and $\mathcal{L}(X)$ the bounded linear operators from $X$ to itself. If $A \in \mathcal{L}(X)$ and $X^*$ is the dual of $X$, we define the transpose of $A$, denoted by $A^t : X^* \to X^*$ (we reserve “adjoint” and $A^*$ for the slightly different Hilbert space object below), by

$$ (A^t \ell)(x) = \ell(Ax) \quad (2.1.1) $$

$A \to A^t$ is linear and

$$ (AB)^t = B^t A^t \quad (2.1.2) $$

It is easy to see (Problem 1) that

$$ \|A^t\| = \|A\| \quad (2.1.3) $$

and that if $i : X \to X^{**}$ is the natural embedding, then

$$ A^{tt}(i(x)) = i(Ax) \quad (2.1.4) $$

In case $X$ is a Hilbert space, $\mathcal{H}$, there is map $j : \mathcal{H}^* \to \mathcal{H}$ by $\langle j(\ell), \varphi \rangle = \ell(\varphi)$. $j$ is antilinear. For $A \in \mathcal{L}(\mathcal{H})$, one defines $A^* \in \mathcal{L}(\mathcal{H})$ by

$$ A^* = jA^t j^{-1} \quad (2.1.5) $$

Equivalently, for all $\varphi, \psi \in \mathcal{H}$,

$$ \langle \varphi, A\psi \rangle = \langle A^* \varphi, \psi \rangle $$

Thus, $A \mapsto A^*$ is antilinear and, by (2.1.2) and (2.1.3),

$$ (AB)^* = B^* A^*, \quad \|A^*\| = \|A\| \quad (2.1.6) $$
In addition to the norm topology on $\mathcal{L}(\mathcal{H})$, we have two other natural topologies: the **strong operator topology** where a net $A_\alpha \to A$ if and only if $A_\alpha x \to Ax$ in norm for all $x \in X$, and the **weak operator topology** where $A_\alpha \to A$ if and only if for all $x \in X$, $A_\alpha x \to Ax$ in the weak (i.e., $\sigma(X, X^*)$) topology; equivalently for all $x \in X$, $\ell \in X^*$, $\ell(A_\alpha x) \to \ell(Ax)$. We’ll leave it to the reader to specify the actual topologies (Problem 2).

As with the weak topology on a Banach space (see Theorems 5.7.2 and 3.6.8 of Part 1), the strong operator and weak operator topologies are not metrizable, but if $X$ and $X^*$ are separable, their restriction to $\{ A \in \mathcal{L}(X) \mid \|A\| \leq 1 \}$ is metrizable.

$A \mapsto A^t$ is not, in general, continuous in the strong operator topology (Problem 3), but it is in the weak operator topology if $X$ is reflexive (Problem 4). Restricted to $\{ A \mid \|A\| \leq 1 \}$, $(A, B) \to AB$ is jointly continuous if the strong operator topology is used (Problem 5) but not for the full $\mathcal{L}(X)$. Even on the unit ball, products are not weakly continuous (Problem 6).

An operator, $A \in \mathcal{L}(X)$, is called **finite rank** if and only if $\dim(\text{Ran}(A)) < \infty$. The dimension is called its **rank**, written $\text{rank}(A)$.

**Proposition 2.1.1.** (a) If $A \in \mathcal{L}(X)$ is finite rank, with $\text{rank}(A) = n$, then there exist linearly independent $\{ x_j \}_{j=1}^n$ in $X$ and linearly independent $\{ \ell_j \}_{j=1}^n$ in $X^*$ so that

$$Ax = \sum_{j=1}^n \ell_j(x)x_j \quad (2.1.7)$$

(b) If $\text{rank}(A) = n < \infty$, $A^t$ is also finite rank given by

$$A^t \ell = \sum_{j=1}^n \ell(x_j)\ell_j \quad (2.1.8)$$

so that

$$\text{rank}(A^t) = \text{rank}(A) \quad (2.1.9)$$

**Proof.** (a) Let $\{ x_j \}_{j=1}^n$ be a basis for $\text{Ran}(X)$. Then their independence proves that $Ax$ has the form (2.1.7), where the $\{ \ell_j(\cdot) \}_{j=1}^n$ are linear. Since each $x_j \in \text{Ran}(A)$, there exist $y_j$ so $Ay_j = x_j$, so $\ell_j(y_k) = \delta_{jk}$ proving the independence of the $\ell_j$'s.

(b) If $\ell \in X^*$,

$$\quad (A^t \ell)(x) = \ell(Ax) = \sum_{j=1}^n \ell_j(x)\ell(x_j) \quad (2.1.10)$$

$$= \left[ \sum_{j=1}^n \ell(x_j)\ell_j \right](x) \quad (2.1.11)$$
so (2.1.8) holds. Since the $x_j$ are independent, the Hahn–Banach theorem implies there are $q_j \in X^*$, so $q_j(x_k) = \delta_{jk}$, that is, $A^*q_j = \ell_j$. It follows that

$$\text{Ran}(A^*) = \text{span}(\{\ell_j\}_{j=1}^n)$$

(2.1.12)

so (2.1.9) holds. □

The above also shows that

$$\text{Ker}(A) = \{x \mid \ell_j(x) = 0; \ j = 1, \ldots, n\}$$

(2.1.13)

so in terms of codimension (see Theorem 5.5.12 of Part 1),

$$\text{codim}(\text{Ker}(A)) = \text{rank}(A)$$

(2.1.14)

which, in the finite-dimensional case, is the well-known

$$\dim(X) < \infty \Rightarrow \dim(\text{Ker}(A)) + \dim(\text{Ran}(A)) = \dim(X)$$

(2.1.15)

Projections are an important class of operators on a general Banach space.

**Definition.** A projection (aka idempotent) is an operator $P \in \mathcal{L}(X)$ with

$$P^2 = P$$

(2.1.16)

**Proposition 2.1.2.** Let $P$ be a projection. Then

(a) $Q = 1 - P$ is also a projection.
(b) $\text{Ran}(P)$ and $\text{Ran}(Q)$ are closed and overlap only in $\{0\}$.
(c) Any $x$ can be uniquely written as a sum of $y \in \text{Ran}(P)$ and $z \in \text{Ran}(1 - P)$.
(d) $\|P \cdot x\| + \|Q \cdot x\|$ is a norm equivalent to $\|\cdot\|$ on $X$.
(e) If $Y, Z \subset X$ are closed subspaces with $Y + Z = X$ and $Y \cap Z = \{0\}$, then there is a unique projection $P$ with $\text{Ran}(P) = Y$ and $\text{Ran}(Q) = Z$.

**Remarks.** 1. A closed subspace, $Y \subset X$, is said to have a (closed) complement if and only if there is a projection $P \in \mathcal{L}(X)$ with $\text{Ran}(P) = Y$. That this is equivalent to the definition in Section 5.4 of Part 1 follows from (e) of the proposition. In a general Banach sense, not all subspaces have complements; see Problem 9 of Section 5.7 of Part 1.

2. If $Y, Z$ are subspaces as in (e), then there is an idempotent, $P$, with $\text{Ran}(P) = Y$, $\text{Ran}(1 - P) = \text{Ker}(P) = Z$, but $P$ is not a bounded operator unless $Y$ and $Z$ are closed. For example, in $\ell^2$, let $Y$ be the subspace of sequences which are eventually zero which is dense but not closed. By a simple Zornification, one can find $Z$ so $Y \perp Z = \ell^2$. Since neither $Y$ nor $Z$ is closed, $P$, the algebraic projection onto $Y$ will be unbounded.
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Proof. (a) $Q^2 = 1 - 2P + P^2 = 1 - P = Q$.

(b) $y = Px \Rightarrow (1 - P)y = (P - P^2)x = 0$. On the other hand, $(1 - P)y = 0 \Rightarrow y = Py \in \text{Ran}(P)$. Thus,

$$\text{Ran}(P) = \text{Ker}(Q), \quad \text{Ran}(Q) = \text{Ker}(P) \quad (2.1.17)$$

Since kernels of bounded operators are closed, $\text{Ran}(P)$ and $\text{Ran}(Q)$ are closed. If $y = Px = Qz$, then $y = Q^2z = Qy = (1 - P)Px = 0$.

(c) $x = Px + (1 - P)x$ shows that any $x$ is such a sum and uniqueness follows from $y_1 + z_1 = y_2 + z_2$ with $y_j \in \text{Ran}(P)$, $z_j \in \text{Ran}(Q)$ $\Rightarrow y_1 - y_2 = z_2 - z_1 \in \text{Ran}(P) \cap \text{Ran}(Q) \Rightarrow y_1 - y_2 = z_2 - z_1 = 0$.

(d) Since $P$ and $Q$ are bounded

$$\|Px\| + \|Qx\| \leq (\|P\| + \|Q\|)\|x\| \quad (2.1.18)$$

with

$$\|x\| = \|Px + Qx\| \leq \|Px\| + \|Qx\|$$

so the norms are equivalent.

(e) Let $\widetilde{X} = Y \oplus Z$ with $\|(y, z)\|_{\widetilde{X}} = \|y\| + \|z\|$. By the standard construction of direct sum (see Section 5.1 of Part 1), $\widetilde{X}$ is a Banach space. Let $S$ map $\widetilde{X}$ to $X$ via

$$S(y, z) = y + z \quad (2.1.19)$$

Part (c) says that $S$ is a bijection. Since

$$\|S(y, z)\|_X \leq \|(y, z)\|_{\widetilde{X}} \quad (2.1.20)$$

$S$ is continuous. Thus, by the inverse mapping theorem (Theorem 5.4.11 of Part 1), there is an $\alpha > 0$ so that

$$\alpha \|(y, z)\|_{\widetilde{X}} \leq \|S(y, z)\|_X \quad (2.1.21)$$

Thus, if $x = y + z$, and $P(y + z) = y$, we have that $\|Px\| \leq \alpha^{-1}\|x\|$ so $P$ is a BLT. Clearly, since $y = y + 0$ in the $Y + Z$ decomposition, $P^2 = P$.$\square$

Example 2.1.3. We say a closed subspace $Y \subset X$ is complemented if there is another closed subspace $Z$ with $Y \cap Z = \{0\}$, $Y + Z = X$; equivalently, if $Y$ is the range of a bounded projection. In a Hilbert space, every closed $Y$ is complemented; take $Z = Y^{\perp}$. But for example, $c_0 = \{a \in l^\infty \mid \lim_{n \to 0} a_n = 0\}$ is not complemented in $l^\infty$ (Problem 7), $H^1(\mathbb{D})$ is not complemented in $L^1(\partial \mathbb{D}, \frac{d\theta}{2\pi})$ (Problem 8), and $\mathcal{A}(\mathbb{D})$, the functions analytic in $\mathbb{D}$ and continuous in $\overline{\mathbb{D}}$, restricted to $\partial \mathbb{D}$ is not complemented in $C(\partial \mathbb{D})$ (Problem 9). In fact, (see the Notes) it is a theorem that if $X$ is a Banach space in which every closed subspace is complemented, then there is a Hilbert space inner product on $X$ whose norm is equivalent to that of $X$. 

Licensed to AMS.
**Definition.** If $A \in \mathcal{L}(X)$ and $Y \subset X$ is a subspace, we say $Y$ is invariant for $A$ if and only if $y \in Y \Rightarrow Ay \in Y$. We say $P$ is a reducing projection for $A$ if and only if $\text{Ran}(P)$ and $\text{Ran}(1-P)$ are both invariant for $A$.

The following is easy to see:

**Theorem 2.1.4.** $\text{Ran}(P)$ is invariant for $A$ if and only if

$$PAP = AP \quad (2.1.22)$$

**Theorem 2.1.5.** $P$ is reducing for $A$ if and only if

$$AP = PA \quad (2.1.23)$$

**Remark.** See Theorem 2.1.10 below for a further equivalence in the Hilbert space case.

**Proof.** (2.1.23) implies (2.1.22) and $A(1-P) = A - AP = A - PA = (1-P)A$, and so (2.1.22) for $(1-P)$. Thus, (2.1.23) implies $P$ is reducing.

Conversely, if $PAP = AP$ and $(1-P)A(1-P) = A(1-P)$, then $PA(1-P) = P(1-P)A(1-P) = 0$, so $PA = PAP + PA(1-P) = PAP = AP$.

If $P, Q$ are two projections in $\mathcal{L}(X)$, interesting things happen if they commute:

**Theorem 2.1.6.** If $P$ and $Q$ are projections in $\mathcal{L}(X)$ and $PQ = QP$, then $R = PQ$ is a projection and

(a) $\text{Ran}(R) = \text{Ran}(P) \cap \text{Ran}(Q)$

(b) $\text{Ker}(R) = \text{Ker}(P) + \text{Ker}(Q)$

(c) $P + Q - PQ$ is the projection onto $\text{Ran}(P) + \text{Ran}(Q)$

In particular,

$$PQ = 0 \Leftrightarrow \text{Ran}(P) \cap \text{Ran}(Q) = \{0\} \quad (2.1.27)$$

**Proof.** $R^2 = PQPQ = P^2Q^2 = PQ = R$, so $R$ is a projection. If $\varphi \in \text{Ran}(P) \cap \text{Ran}(Q)$, $P\varphi = \varphi = Q\varphi$, so $R\varphi = P(Q\varphi) = P\varphi = \varphi$. On the other hand, if $\varphi \in \text{Ran}(R)$, $\varphi = PQ\varphi \in \text{Ran}(P)$ and $\varphi = QP\varphi \in \text{Ran}(Q)$.

For the second assertion, note $P\varphi = 0 \Rightarrow QP\varphi = 0$ so $\text{Ker}(P) \subset \text{Ker}(PQ)$ and thus, $\text{Ker}(P) + \text{Ker}(Q) \subset \text{Ker}(PQ)$.

Given any $\varphi$, write

$$\varphi = PQ\varphi + (1-P)Q\varphi + (1-Q)P\varphi + (1-Q)(1-P)\varphi \quad (2.1.28)$$

and see $PQ\varphi = 0 \Rightarrow \varphi \in \text{Ran}(1-P) + \text{Ran}(1-Q) = \text{Ker}(P) + \text{Ker}(Q)$.

For the third assertion, let $S = P + Q - PQ$. All cross-terms are $PQ$, so

$$S^2 = P^2 + Q^2 + (PQ)^2 + 2PQ - 4PQ = S$$

So $S$ is a projection.
Clearly, \( \text{Ran}(S) \subset \text{Ran}(P) + \text{Ran}(Q) \) and if \( \varphi = P\varphi \), then \( S\varphi = P\varphi + QP\varphi - PQ\varphi = P\varphi = \varphi \), so \( \text{Ran}(P), \text{Ran}(Q) \subset \text{Ran}(S) \), implying \( \text{Ran}(P) + \text{Ran}(Q) \subset \text{Ran}(S) \). □

Two commuting projections are called \textit{compatible projections}.

\textbf{Remark.} Note that \( P + Q - PQ = 1 - (1 - P)(1 - Q) \). The reader should consider the geometric meaning of this formula.

The other classes of operators we want to single out next live on Hilbert spaces and rely on adjoints in their definition.

\textbf{Definition.} Let \( \mathcal{H} \) be a Hilbert space. An operator \( A \in \mathcal{L}(\mathcal{H}) \) is called

(i) \textit{self-adjoint} if \( A = A^* \) \hspace{1cm} (2.1.29)

(ii) \textit{normal} if \( AA^* = A^*A \) \hspace{1cm} (2.1.30)

(iii) \textit{unitary} if \( U^*U = UU^* = 1 \) \hspace{1cm} (2.1.31)

Clearly, self-adjoint and unitary operators are normal. Any \( A \in \mathcal{L}(\mathcal{H}) \) can be written

\[ A = B + iC, \quad B^* = B, \quad C^* = C \] \hspace{1cm} (2.1.32)

It is easy to see this is unique and \( B, C \) are given by

\[ B = \frac{1}{2} (A + A^*), \quad C = (2i)^{-1}(A - A^*) \] \hspace{1cm} (2.1.33)

We’ll see later (Corollary 2.4.5) that any operator is a linear combination of four unitaries, although not in a unique way.

\textbf{Proposition 2.1.7.} An operator obeys \( U^*U = 1 \) if and only if \( \|U\varphi\| = \|\varphi\| \) for all \( \varphi \). Such a \( U \) is unitary if and only if \( \text{Ran}(U) \) is all of \( \mathcal{H} \).

\textbf{Proof.} By polarization, \( U^*U = 1 \iff \forall \varphi, \langle \varphi, U^*U\varphi \rangle = \|\varphi\|^2 \), but \( \langle \varphi, U^*U\varphi \rangle = \langle U\varphi, U\varphi \rangle = \|U\varphi\|^2 \).

Such a \( U \) is clearly one-one. If it is onto \( \mathcal{H} \), it is a bijection, so it has a two-sided inverse, that is, \( V \) so \( VU = UV = 1 \). But then \( U^* = U^*(UV) = (U^*U)V = V \), so \( UU^* = 1 \).

Conversely, if \( UU^* = 1 \), any \( \varphi \) is \( U(U^*\varphi) \) so in \( \text{Ran}(U) \). □

\textbf{Remark.} The proof also shows \( U \)’s obeying \( U^*U = 1 \) are inner product-preserving, that is,

\[ U^*U = 1 \Rightarrow \forall \varphi, \psi \in \mathcal{H}, \langle U\varphi, U\psi \rangle = \langle \varphi, \psi \rangle \]

\textbf{Theorem 2.1.8 (C*-identity).} If \( A \in \mathcal{L}(\mathcal{H}) \), we have

\[ \|A^*A\| = \|A\|^2 \] \hspace{1cm} (2.1.34)
Proof. On the one hand, since \( \|A\| = \|A^*\| \),
\[
\|A^*A\| \leq \|A^*\| \|A\| = \|A\|^2 \tag{2.1.35}
\]

On the other hand,
\[
\|A\|^2 = (\sup_{\|\varphi\|=1} \|A\varphi\|)^2 = \sup_{\|\varphi\|=1} \|A\varphi\|^2 = \sup_{\|\varphi\|=1} \langle \varphi, A^*A\varphi \rangle \leq \|A^*A\| \tag{2.1.36}
\]

A projection which is self-adjoint is called an orthogonal projection for the following reason:

**Theorem 2.1.9.** Let \( P \in \mathcal{L}(\mathcal{H}) \) be a nonzero projection. Then the following are equivalent:

1. \( P = P^* \)
2. \( \|P\| = 1 \)
3. \( \text{Ran}(P) \) is orthogonal to \( \text{Ran}(\mathbb{1} - P) \).

**Proof.** (1) \( \Rightarrow \) (2). If (1) holds,
\[
\|P\|^2 = \|P^*P\| = \|P^2\| = \|P\|
\]
so \( \|P\| = 0 \) or \( \|P\| = 1 \). Since we suppose \( P \neq 0 \), we must have \( \|P\| = 1 \).

(2) \( \Rightarrow \) (3). Let \( \varphi \in \text{Ran}(P) \), \( \psi \in \text{Ran}(\mathbb{1} - P) \) so for all \( \lambda \in \mathbb{C} \), \( P(\varphi + \lambda \psi) = \varphi \).

Since \( \|P\| = 1 \), \( \|P(\varphi + \lambda \psi)\| \leq \|\varphi + \lambda \psi\| \). Thus, for all \( \lambda \in \mathbb{C} \),
\[
\|\varphi\|^2 \leq \|\varphi + \lambda \psi\|^2 \tag{2.1.37}
\]
If \( \lambda = |\lambda|e^{i\eta} \), then (2.1.37) says
\[
2 |\lambda| \operatorname{Re}(e^{i\eta}\langle \psi, \varphi \rangle) + |\lambda|^2 \|\psi\|^2 \geq 0
\]
Divide by \( |\lambda| \) and take \( |\lambda| \downarrow 0 \). Then for all \( \eta \),
\[
\operatorname{Re}(e^{i\eta}\langle \psi, \varphi \rangle) \geq 0 \Rightarrow \langle \psi, \varphi \rangle = 0
\]
that is, \( \text{Ran}(P) \) is orthogonal to \( \text{Ran}(\mathbb{1} - P) \).

(3) \( \Rightarrow \) (1). For any \( \varphi_1, \varphi_2 \in \mathcal{H} \), write \( \eta_j = P\varphi_j \), \( \psi_j = (\mathbb{1} - P)\varphi_j \). Then
\[
\langle \varphi_1, P\varphi_2 \rangle = \langle \eta_1 + \psi_1, \eta_2 \rangle = \langle \eta_1, \eta_2 \rangle = \langle \eta_1, \eta_2 + \psi_2 \rangle = \langle P\varphi_1, \varphi_2 \rangle
\]
so \( P = P^* \).

**Theorem 2.1.10.** Let \( A \in \mathcal{L}(\mathcal{H}) \) and \( P \) be an orthogonal projection. Then \( P \) is reducing for \( A \) if and only if \( \text{Ran}(P) \) is invariant for \( A \) and \( A^* \).
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Proof. By Theorem 2.1.4, Ran($P$) is reducing for $A^*$ if and only if

$$PA^*P = A^*P \iff PAP = PA$$

(2.1.38)

by taking adjoints. Thus, by Theorem 2.1.5, this theorem is the same as

$$PAP = PA \land PAP = AP \iff PA = AP$$

(2.1.39)

which is immediate. □

Notes and Historical Remarks.

Taking the Principle of the Excluded Middle from the mathematician ... is the same as ... prohibiting the boxer the use of his fists.

— David Hilbert (1862–1943) as quoted in Reid [552]

See the Notes of Section 1.3 of this Part and Section 1.7 of Part 1 for background on the history of finite matrices as operators on $\mathbb{R}^n$ or $\mathbb{C}^n$. Of course, much of classical analysis concerning linear differential and integral equations was essentially dealing with operators, but without notions of spaces of functions, this viewpoint was hidden. Indeed, differential equations concern unbounded operators and the bounded operator theory needs to come first. Fortunately, integral equations define bounded operators and, as we’ll see, were key to the development of operator theory. In the period from 1877–1901, George Hill (1838–1914) [319], Henri Poincaré (1854–1912) [530] (his capsule biography is in the Notes to Section 12.2 of Part 2B), Helge von Koch (1870–1914) [718, 719], and Alfred Dixon (1865–1936) [164] developed a theory of determinants of infinite matrices which, in the end, had limited influence.

Modern operator theory has its roots in a seminal paper of (Erik) Ivar Fredholm (1866–1927), a student of Mittag-Leffler: an announcement in 1900 [205] and a full paper in 1903 [206]. Fredholm was a Swedish mathematician and student of Mittag-Leffler. He published few papers beyond this pathbreaking work and none had its impact. Fredholm studied the integral equation

$$g(x) = f(x) + \lambda \int_a^b K(x, y)g(y) \, dy$$

(2.1.40)

where $f$ and $K$ are continuous functions, and a solution, $g$, is sought. He used an analogy to matrices and was able to define infinite determinants and solve (2.1.40) with essentially an infinite-dimensional analog of Cramer’s rule. There was a discrete set of exceptional $\lambda$’s for which the homogeneous

1Because of his use of indirect methods, beginning with his famous nonconstructive proof of his basis theorem in invariant theory, Hilbert was throughout his life battling the intuitionists—first Kronecker, then Brouwer and, for a period, Hilbert’s pupil Weyl.
equation (i.e., with $f = 0$) had solutions, and except for these $\lambda$'s, a unique $g$ could always be found. In essence, if $A$ was the operator,

$$(Ag)(x) = \int_a^b K(x, y)g(y) \, dy$$

Fredholm was looking at $(1 - \lambda A)^{-1}$. The special $\lambda$'s are inverses of the eigenvalues of $A$, but in the early integral equation literature, they were called eigenvalues. Fredholm’s work and influence will be seen throughout Chapter 3.

In 1901, Holmgren lectured on Fredholm’s work and David Hilbert was so struck by the work that he totally shifted his attention to analysis, having made his reputation in algebra and geometry. According to Hellinger, at that time a student of Hilbert, when Hilbert announced his seminar would be devoted to the study of integral equations, he declared he expected to be able to use them to prove the Riemann hypothesis! Apparently, he hoped to realize the zeta function as a Fredholm determinant—something he did not succeed at!

While Hilbert was motivated by Fredholm’s results, he did not follow his proofs. In a six-part masterwork [317], Hilbert set out extensions and, most notably, the spectral theorem. With his student Erhard Schmidt (1876–1959), whose capsule biography is in the Notes to Section 3.2, he analyzed compact self-adjoint operators.

David Hilbert (1862–1943) was a German mathematician, a student of Lindemann at Königsberg. Because of his wide-ranging interests and achievement, and because of his strong personality and wide array of students, Hilbert was one of the dominant figures at the turn of the twentieth century. While a student, he became close, long-lasting friends with Minkowski (a fellow student) and Hurwitz (a lecturer in Königsberg). He was initially an academic at Königsberg but Felix Klein brought him to Göttingen in 1895 where he spent the rest of his career.

His first major works were in algebra, particularly his work on invariant theory and codifying algebraic number theory. He was long interested in issues of axioms including his axioms for Euclidean geometry and in logic. His name is here because his work on integral equations gave birth to the notions of Hilbert space, compact operators, and the spectral theorem. He has rightfully been called the father of functional analysis.

His students include S. Bernstein, Courant, Dehn, Haar, Hamel, Hecke, Hellinger, Kellog, Schmidt, Steinhaus, Takagi, and Weyl, as well as the historian of mathematics, Otto Neugebauer, and the chess master, Emmanuel Lasker. He had a serious influence on others who spent time in Göttingen,
most notably von Neumann. Reid \cite{552} has a celebrated and readable biography of Hilbert.

Remarkably, Hilbert and his school mainly phrased their work in terms of quadratic forms, perhaps motivated by Hilbert’s work in algebraic number theory. Of course, there is a one-one correspondence between bounded sesquilinear forms and bounded operators on a Hilbert space, but using forms obscures the structure of composition of operators.

Two books which culminated work of their authors, Riesz’s 1913 work \cite{564} and Banach’s 1932 monograph \cite{44}, established firmly the operator theoretic point of view.

The history of transpose operators is intimately related to that of dual spaces (see especially Section 5.7 of Part 1). The abstract general definition dates to about 1930 in work of Banach \cite{43}, Schauder \cite{598}, and Hildebrandt \cite{318}. But in special cases it appeared earlier, as early as Riesz’ 1910 paper on $L^p$-duality \cite{563}. He used the name transpose (or rather, its German equivalent) which is common but not universal. Conjugate operator, dual operator, or adjoint operator are also used.

von Neumann \cite{722, 726} was the pioneer in the consideration of topologies on operators going beyond the norm topology. In the theory of operator algebras, additional topologies occur, such as the $\sigma$-strong ($\sum_{j=1}^{\infty} \|A_n - A\| \varphi_j\| \to 0$ for all $\{\varphi_j\}_{j=1}^{\infty}$ with $\sum_{j=1}^{\infty} \|\varphi_j\| < \infty$), ultrastrong ($\|\cdot\|_2$ replaces $\|\cdot\|$ in $\sigma$-strong), and symmetrized strong ($\|(A_n - A)\varphi\| \to 0$ and $\|(A_n^* - A^*)\varphi\| \to 0$ for all $\varphi$).

We saw that in a Hilbert space, there are lots of projections of norm 1, namely, the orthogonal projections. In fact, this characterizes a Hilbert space; Kakutani \cite{365} has proven if $\dim(X) \geq 3$ for an NLS and every two-dimensional subspace, $Y$, has a projection, $P$, with $Y = \text{Ran}(P)$ and $\|P\| = 1$, then $X$ is a Hilbert space. Lindenstrauss–Tzafriri \cite{450} have proven if every closed $Y \subset X$ is the range of bounded projection, then $X$ has an equivalent Hilbert space norm.

The study of which closed subspaces of a Banach space have complements has an extensive literature, so much so that it is regarded as a major theme in the theory of Banach spaces. In 1937, F. Murray \cite{486} found the first example of an uncomplemented space (in $l^p$, $p > 1, p \neq 2$). Phillips \cite{521} proved that $c_0$ does not have a complement in $l^\infty$. That $H^1$ is not complemented in $L^1$ is a result of D. J. Newman in 1961 \cite{502}. The proof in Problem 8 is due to Rudin \cite{582}. As noted above, Lindenstrauss–Tzafriri \cite{450} proved if $X$ has the property that every closed subspace has a closed complement, then $X$ has an equivalent norm which comes from an inner
product. At the other extreme, Gowers–Murray \[267\] construct an infinite-dimensional Banach space in which the only pairs, \(Y, Z\) of closed complementary subspaces have \(Y\) or \(Z\) of finite dimension. For more, see the review article \[483\] or part of the books \[126, 308\].

Problems

1. (a) With \(X^*\) the dual of a Banach space, \(X\), prove that
   \[
   \|x\| = \sup_{\|\ell\| = 1, \ell \in X^*} |\ell(x)|, \quad \|\ell\| = \sup_{\|x\| = 1, x \in X} |\ell(x)| \tag{2.1.42}
   \]
   \[1.\] (b) For \(A \in \mathcal{L}(X)\), prove that
   \[
   \|A\| = \sup_{\|\ell\| = 1, \ell \in X^*} |\ell(Ax)| \tag{2.1.43}
   \]
   \[2.\] (c) For \(B \in \mathcal{L}(X^*)\), prove that
   \[
   \|B\| = \sup_{\|\ell\| = 1, \ell \in X^*} |B\ell(x)| \tag{2.1.44}
   \]
   \[3.\] (d) Prove that (2.1.3) holds.

2. (a) For a Banach space, \(X\), consider the family of maps of \(\mathcal{L}(X) \to X\) by \(E_x(A) = Ax\). Let \(\mathcal{T}\) be the weakest topology on \(\mathcal{L}(X)\) in which all these maps are continuous when \(X\) is given the norm topology. Prove \(A_\alpha \xrightarrow{s} A\) if and only if \(\|A_\alpha x - Ax\| \to 0\) for all \(x \in X\).
   \[1.\] (b) Find a strong neighborhood base for \(A = 0\).
   \[2.\] (c) Do the same for the weak operator topology.

3. In an infinite-dimensional Hilbert space, \(\mathcal{H}\), let \(\{\varphi_n\}_{n=1}^\infty\) be an orthonormal basis. Let \(A_n = (\varphi_n, \cdot)\varphi_1\). Prove that \(A_n \to 0\) in the strong operator topology but that \(A_n^*\) has no limit in the strong operator topology.

4. If \(X\) is reflexive, prove that if \(A_n \to A\) in the weak operator topology, then \(A_n^* \to A_n^*\) in the weak operator topology.

5. If \(A_\alpha \to A, B_\alpha \to B\) in the strong operator topology and \(\sup_\alpha \|A_\alpha\| < \infty\), prove that \(A_\alpha B_\alpha \to AB\) in the strong operator topology.

6. In a Hilbert space, \(\mathcal{H}\), let \(\{\varphi_n\}_{n=1}^\infty\) be an orthonormal basis. Let \(A_n = (\varphi_n, \cdot)\varphi_1\). Prove that in the weak operator topology, \(A_n \to 0, A_n^* \to 0, A_n^* A_n \to 0\), but that \(A_n A_n^*\) has a nonzero limit.

7. This problem will show that \(c_0 = \{a_n \in \ell^\infty \mid \lim_{n \to \infty} a_n = 0\} \subset \ell^\infty\) is a space with no closed complement.
(a) Let $N$ be a countably infinite set. Prove there is an uncountable family of infinite subsets $\{A_\alpha\}$ so for all $\alpha \neq \beta$, $A_\alpha \cap A_\beta$ is finite. (Hint: Without loss, suppose $N = \mathbb{Q} \cap [0, 1]$, the rationals in $[0, 1]$ and that the index set is $\alpha \in [0, 1]$. Pick $A_\alpha$ to be a sequence of distinct rationals converging to $\alpha$.)

(b) Say that a Banach space, $X$ has property $W$ if there is a countable family $\{\ell_n\}_{n=1}^\infty \subset X^*$, so that for any $x \neq 0$ in $X$, there is an $\ell_n$ with $\ell_n(x) \neq 0$. Prove that any closed subspace of a Banach space with property $W$ has property $W$ and that $\ell^\infty$ has property $W$.

(c) If $X$ is a Banach space, if $Y, Z$ are complementary closed subspaces and $X/Y$ is the quotient (see Section 5.1 of Part 1) and $\pi : X \to X/Y$ the canonical map, prove that $\pi \upharpoonright Z$ is a continuous bijection with continuous inverse. Conclude that if $X$ has property $W$, so does $X/Y$. (Hint: You'll need the open mapping theorem, see Theorem 5.4.10 of Part 1.) Then, conclude that if $\ell^\infty/c_0$ does not have property $W$, then $c_0$ has no closed complement.

(d) Prove that the norm on $\ell^\infty/c_0$ is given by

$$\|\{a_n\}\| = \lim_{n \to \infty} \sup |a_n|$$

(e) Let $A_\infty$ be an uncountable family of subsets of $\mathbb{Z}_+$ with $A_\alpha \cap A_\beta$ finite if $\alpha \neq \beta$ (see part (a)). Let $\chi^\alpha \in \ell^\infty$ be the characteristic function of $A_\alpha$ and $[\chi^\alpha]$ its equivalence class in $\ell^\infty/c_0$. Prove that for all $\alpha \neq \beta$, $[\chi^\alpha] \neq [\chi^\beta]$ and that for any distinct $\alpha_1, \ldots, \alpha_\ell$ and $c_1, \ldots, c_\ell \in \mathbb{C}$, we have

$$\left\| \sum_{j=1}^\ell c_j \chi^{\alpha_j} \right\| = \max_{j=1,\ldots,\ell} |c_j|$$

(2.1.45)

(f) Suppose $L \in [\ell^\infty/c_0]^*$ and $|L(\chi^{\alpha_j})| \geq \frac{1}{n}$ for $j = 1, \ldots, \ell$ and $\alpha_1, \ldots, \alpha_\ell$ distinct. Let

$$y = \left[ \sum_{j=1}^\ell \frac{L(\chi^{\alpha_j})}{L(\chi^{\alpha_j})} \chi^{\alpha_j} \right]$$

(2.1.46)

Prove that $\|y\| = 1$, $L(y) \geq \frac{\ell}{n}$ and conclude that $\ell \leq n\|L\|$ so $\{\alpha \mid L(\chi^{\alpha}) \geq \frac{1}{n}\}$ is finite.

(g) Prove that $\ell^\infty/c_0$ does not have property $W$ and conclude that $c_0$ has no complement in $\ell^\infty$.

**Remark.** That $c_0$ has no complement is a result of Phillips [521] in 1940. The elegant proof above is from Whitley [754] although he notes that basic idea has appeared earlier. The fact in part (a) is well-known
8. This problem will show that $H^1(\mathbb{D})$ is not complemented in $L^1(\mathbb{D}, d\theta/2\pi)$. So suppose $Q$ is a bounded projection on $L^1(\mathbb{D}, d\theta/2\pi)$ with range $H^1(\mathbb{D})$.

(a) For $\varphi \in [0, 2\pi)$, let $(T_{\varphi} f)(z) = f(e^{-i\varphi} z)$. Prove that $\|T_{\varphi}^{-1} Q T_{\varphi}\| = \|Q\|$ and that $\varphi \mapsto T_{\varphi}^{-1} Q T_{\varphi}$ is continuous, so one can define

$$P = \int T_{\varphi}^{-1} Q T_{\varphi} \frac{d\varphi}{2\pi} \quad (2.1.47)$$

as a Riemann integral with values in $\mathcal{L}(L^1)$.

(b) Prove that if $e_n(e^{i\theta}) = e^{in\theta}$ then

$$\langle e_m, (T_{\varphi}^{-1} Q T_{\varphi}) e_n \rangle = e^{i(m-n)\varphi}(Q e_n) \quad \langle f, g \rangle \equiv \int \hat{f}(e^{i\theta}) \bar{g}(e^{i\theta}) \frac{d\theta}{2\pi}$$

so that

$$P e_n = \begin{cases} e_n, & n \geq 0 \\ 0, & n < 0 \end{cases} \quad (2.1.48)$$

(c) Prove there is no continuous map on $L^1$ obeying (2.1.48).

(Hint: Let $f_r(\theta) = (1-r)/(1+r^2-2r \cos \theta)$, the Poisson kernel. Compute by taking $L^1$-limits of polynomials and using $f_r(\theta) = \sum_{n=-\infty}^{\infty} r^n e^{in\theta}$ that $P f_r = (1-re^{i\theta})^{-1}$. Then compute $\|P f_r\|_1$ and $\|f_r\|$ and conclude that

$$\lim_{r \uparrow 1} \|P f_r\|/\|f_r\| = \infty.$$

(d) Conclude that $H^1$ has no complement in $L^1$.

9. Let $A(\mathbb{D})$ be those functions $f \in C(\partial \mathbb{D})$ which are the values on $\partial \mathbb{D}$ of functions $f$ analytic on $\mathbb{D}$ and continuous on $\partial \mathbb{D}$. Mimic the arguments in Problem 8 to prove that $A(\mathbb{D})$ does not have a complement in $C(\partial \mathbb{D})$.

(Hint: In place of the Poisson kernels of (c) of Problem 8 look at Example 5.7.2 of Part 3.)

2.2. The Spectrum

For finite matrices, a special role is played by the eigenvalues. In this section, we’ll begin the study of their replacement for general operators in the infinite-dimensional context. That eigenvalues are not sufficient can be seen by

Example 2.2.1. Let $\mathcal{H} = L^2([0,1], dx)$ and $A$ the operator given by

$$(Af)(x) = x f(x) \quad (2.2.1)$$

$A$ has no eigenvalues! For if $(A - \lambda)f = 0$, then for a.e. $x$, $(x - \lambda)f(x) = 0$. Thus, $f(x) = 0$ for a.e. $x$ since $x - \lambda$ vanishes for a single value of $\lambda$. □
In the finite matrix case, if $\lambda$ is not an eigenvalue, then $\ker(A - \lambda) = \{0\}$. Thus, $A - \lambda$ is one-one. Moreover, $\dim \text{Ran}(A - \lambda) = \dim(\mathcal{H})$, so since $\dim(\mathcal{H}) < \infty$, $\text{Ran}(A - \lambda) = \mathcal{H}$, that is, $(A - \lambda)$ is a bijection. The inverse mapping theorem says that continuous bijections are invertible even in the infinite-dimensional case. This motivates the following definition.

**Definition.** Let $A \in \mathcal{L}(X)$ for a Banach space, $X$. The *resolvent set*, $\rho(A)$, is the set of those $\lambda \in \mathbb{C}$ so that there exists a bounded operator, $R_\lambda(A)$, with

$$(A - \lambda 1)R_\lambda(A) = R_\lambda(A)(A - \lambda 1) = 1 \quad (2.2.2)$$

$R_\lambda$ is called the *resolvent* of $A$, written also as $(A - \lambda)^{-1}$. The *spectrum*, $\sigma(A)$, of $A$ is defined by

$$\sigma(A) = \mathbb{C} \setminus \rho(A) \quad (2.2.3)$$

**Example 2.2.1 (revisited).** If $\lambda \not\in [0,1]$, we can define

$$(R_\lambda(A)f)(x) = (x - \lambda)^{-1}f(x) \quad (2.2.4)$$

It is bounded (by $1/\text{dist}(\lambda, [0,1])$) and easily seen to obey $(2.2.2)$.

On the other hand, if there is a bounded $R_\lambda$ obeying $(2.2.2)$, then

$$\| (A - \lambda)R_\lambda f \| = \| f \| \quad (2.2.5)$$

so if $g = R_\lambda f$, then $\| g \| \leq \| R_\lambda \| \| f \|$, 

$$\| (A - \lambda)g \| = \| f \| \geq \| R_\lambda \|^{-1} \| g \| \quad (2.2.6)$$

so

$$\inf_{\| g \| = 1} \| (A - \lambda)g \| > 0 \quad (2.2.7)$$

But, if $\lambda \in [0,1]$ and $g = \chi_{[\lambda - \varepsilon, \lambda + \varepsilon]}$, we see

$$\| (A - \lambda)g \| \leq \varepsilon \| g \|$$

so $(2.2.7)$ fails, that is, $[0,1] \not\in \rho(A)$, so $\sigma(A) = [0,1]$. □

**Proposition 2.2.2.** $\lambda \in \rho(A)$ if and only if the following two conditions hold:

(i) $(2.2.7)$ holds

(ii) $\ker(A^t - \lambda) = \{0\} \quad (2.2.8)$

**Remarks.** 1. In the Hilbert space case, $(2.2.8)$ can be written

$$\ker(A^* - \lambda) = \{0\} \quad (2.2.9)$$

2. $(2.2.7)$ also implies

$$\ker(A - \lambda) = \{0\} \quad (2.2.10)$$

3. Those $\lambda$ for which $\ker(A - \lambda) = \{0\} \neq \ker(A^t - \lambda)$, which lie in $\sigma(A)$ (since $(2.2.8)$ fails), are called *residual spectrum*. These are precisely those $\lambda$ for which $(A - \lambda)$ is injective but its range is not dense. If $(A - \lambda)$ is injective...
and its range is dense but not all of \( X \), we say \( \lambda \) lies in the continuous spectrum. Normal operators do not have any residual spectrum. Every point of \( \mathbb{D} \) lies in the residual spectrum of the operator \( R \) of Example 2.2.5.

Proof. Suppose first \( \lambda \in \rho(A) \). As in the example above, (2.2.5) implies (2.2.6), proving (i).

For \( \ell \in X^* \), \( \ell((A - \lambda)x) = 0 \) for all \( x \) if and only if \( (A^\dagger - \lambda)(\ell) = 0 \). Thus,

\[
\text{Ker}(A^\dagger - \lambda) = \{ \ell \mid \ell \upharpoonright \text{Ran}(A - \lambda) = 0 \} \quad \text{(2.2.11)}
\]

The Hahn–Banach theorem (see Theorem 5.5.12 of Part 1) implies

\[
\text{Ker}(A^\dagger - \lambda) = \{ 0 \} \iff \text{Ran}(A - \lambda) \text{ is dense in } X \quad \text{(2.2.12)}
\]

proving (ii).

Conversely, if (i) and (ii) hold, as noted (i) implies (2.2.10), which implies that \( A - \lambda \) is one–one. It is easy to see that (2.2.7) implies that \( \text{Ran}(A - \lambda) \) is closed (see Problem 1). Thus, by (ii) and (2.2.12), (i) and (ii) imply \( \text{Ran}(A - \lambda) = X \).

Therefore, (i) and (ii) imply \( A - \lambda \) is a bijection and thus has a bounded inverse by the inverse mapping theorem (or directly from (2.2.7); see Problem 2). \( \square \)

Remarks. 1. In the Hilbert space case, (2.2.11) becomes

\[
\text{Ker}(A^* - \lambda) = \text{Ran}(A - \lambda)^\perp \quad \text{(2.2.13)}
\]

2. (2.2.7) is equivalent to \( \text{Ker}(A - \lambda) = \{ 0 \} \) plus \( \text{Ran}(A - \lambda) \) is closed. Thus, the two conditions above can be thought of as the three conditions: \( \text{Ker}(A - \lambda) = \{ 0 \} \), \( \text{Ran}(A - \lambda) \) dense, and \( \text{Ran}(A - \lambda) \) closed. These are equivalent to \( A - \lambda \) being a bijection. The inverse mapping theorem (Theorem 5.4.14 of Part 1) then implies (2.2.7).

As a corollary, we have

**Theorem 2.2.3.** Let \( \mathcal{H} \) be a Hilbert space and \( A \in \mathcal{L}(\mathcal{H}) \) be self-adjoint. Then

\[
\sigma(A) \subset \mathbb{R} \quad \text{(2.2.14)}
\]

Remark. We’ll soon see that \( \sigma(A) \subset [-\|A\|, \|A\|] \); see Theorem 2.2.9.

Proof. Let \( \lambda = \alpha + i\beta \) with \( \alpha \in \mathbb{R} \), \( \beta \in \mathbb{R} \setminus \{ 0 \} \). Then

\[
\| (A - \lambda)\varphi \|^2 = \| (A - \alpha)\varphi \|^2 + \| \beta \|^2 \| \varphi \|^2 \quad \text{(2.2.15)}
\]

since \( \langle (A - \alpha)\varphi, (i\beta)\varphi \rangle + \langle (i\beta)\varphi, (A - \alpha)\varphi \rangle = 0 \) by the self-adjointness. Thus,

\[
\| (A - \varphi)\varphi \| \geq \| \beta \| \| \varphi \| \quad \text{(2.2.16)}
\]

proving (2.2.7).
Since \( A = A^* \), (2.2.16) implies \( \|(A^* - \lambda)\varphi\| \geq |\beta|\|\varphi\| \), so \( \text{Ker}(A^* - \lambda) = \{0\} \). Thus, (i) and (ii) of the proposition hold. \( \square \)

**Theorem 2.2.4.** If \( X \) is reflexive, \( \sigma(A^t) = \sigma(A) \). For a Hilbert space

\[
\sigma(A^*) = \sigma(A)^\infty = \{ \tilde{z} \mid z \in \sigma(A) \} \tag{2.2.17}
\]

**Proof.** \( R_\lambda(A^t) = R_\lambda(A)^t \) shows \( \rho(A) \subset \rho(A^t) \). Since \( A^{tt} = A \) in the reflexive case, we get \( \rho(A^t) \subset \rho(A) \). Since the map of \( \mathcal{H}^* \) to \( \mathcal{H} \) is conjugate linear, \( \sigma(A) = \sigma(A^t) \) implies (2.2.17). \( \square \)

The following two examples illustrate the different ways a point can be in the spectrum:

**Example 2.2.1 (revisited (again)).** For \( A = \) multiplication by \( x \) in \( L^2([0,1], dx) \) and \( \lambda \in [0,1] \), \( \text{Ker}(A - \lambda) = \text{Ker}(A^* - \lambda^*) = \{0\} \), but as we have seen, (2.2.7) fails. \( \square \)

**Example 2.2.5** (Right Shift and Left Shift). Let \( \mathcal{H} = \ell^2(\mathbb{Z}_+) \) the square integrable sequences \( \{a_n\}_{n=1}^\infty \). Let

\[
R(a_1, a_2, \ldots) = (0, a_1, a_2, \ldots), \quad L(a_1, a_2, \ldots) = (a_2, a_3, a_4, \ldots) \tag{2.2.18}
\]
called right and left shift, respectively. It is easy to see \( \langle b, Ra \rangle = \langle Lb, a \rangle \), that is,

\[
R^* = L \tag{2.2.19}
\]

We’ll prove shortly that for any operator, \( A, \sigma(A) \subset \{ \lambda \mid |\lambda| \leq \|A\| \} \), so \( \sigma(R) = \sigma(L) \subset \overline{D} \).

For \( \lambda \in \mathbb{D} \), let

\[
a^{(\lambda)} = (1, \lambda, \lambda^2, \ldots) \tag{2.2.20}
\]
then \( La^{(\lambda)} = \lambda a^{(\lambda)} \), so \( \lambda \) is an eigenvalue of \( L \). For \( \lambda \in \partial\mathbb{D}, n = 1, 2, \ldots \), let

\[
a^{(\lambda,n)} = (1, \lambda, \ldots, \lambda^n, 0, 0, \ldots) \tag{2.2.21}
\]
Then \( \|(L - \lambda)a^{(\lambda,n)}\|_2 = |\lambda|^{n+1} = 1 \) with \( \|a^{(\lambda,n)}\| = (n + 1)^{1/2} \), so

\[
\inf_{b \in \ell^2, ||b||=1} \|(L - \lambda)b\| \leq (n + 1)^{-1/2} \Rightarrow \inf_{b \in \ell^2, ||b||=1} \|(L - \lambda)b\| = 0 \tag{2.2.22}
\]
so \( \partial\mathbb{D} \in \sigma(L) \), that is, we have proven that

\[
\sigma(R) = \sigma(L) = \overline{D} \tag{2.2.23}
\]

Notice \( \|Ra\| = \|a\| \), so \( R \) has no eigenvalues in \( \mathbb{D} \) (also in \( \partial\mathbb{D} \)) and \( \inf_{b \in \ell^2, ||b||=1} \|(R - \lambda)b\| \geq 1 - |\lambda| \). Thus, for \( \lambda \in \mathbb{D} \), \( (R - \lambda) \) is an injection onto a closed range, but the range is not dense, which is why \( \lambda \in \sigma(R) \).

Shortly we’ll prove spectra are closed, so in place of using (2.2.21), we can use this to go from \( \mathbb{D} \subset \sigma(L) \subset \overline{D} \) to \( \sigma(L) = \overline{D} \). \( \square \)
We next turn to some general properties of \( \sigma(A) \) and the resolvent. These hold in a wider context than \( \mathcal{L}(X) \), which will become relevant in Chapter \[6\]. We therefore define:

**Definition.** A Banach algebra, \( \mathfrak{A} \), is a complex Banach space together with a product, that is, a map \( (x, y) \mapsto xy \) obeying

(a) **distributivity**, that is, for each fixed \( x \), \( y \mapsto xy \) is a linear map, and for each fixed \( y \), \( x \mapsto xy \) is a linear map;

(b) **associativity**, that is, for each \( x, y, z \in \mathfrak{A} \), \((xy)z = x(yz)\);

(c) **Banach algebra property**

\[
\|xy\| \leq \|x\|\|y\| \quad (2.2.24)
\]

**Definition.** A Banach algebra is said to have an **identity** if and only if there is \( e \in \mathfrak{A} \) with \( \|e\| = 1 \) so that for all \( x \in \mathfrak{A} \),

\[
x e = e x = x \quad (2.2.25)
\]

Section \[6.1\] will discuss how to add an identity to a Banach algebra if it doesn’t already have one.

**Definition.** If \( \mathfrak{A} \) is a Banach algebra with identity, we define

\[
\rho(x) = \{ \lambda \in \mathbb{C} \mid x - \lambda e \text{ has a two-sided inverse} \} \quad (2.2.26)
\]

\[
\sigma(x) = \mathbb{C} \setminus \rho(x) \quad (2.2.27)
\]

known as the **resolvent set** and **spectrum** of \( x \). We’ll write \( (x - \lambda)^{-1} \) for the inverse of \( x - \lambda e \), the **resolvent** of \( x \).

For any Banach space, \( \mathcal{L}(X) \) is a Banach algebra and our previous notion of spectrum agrees with what we just defined. Thus, the general results we’ll prove below for Banach algebras hold in any \( \mathcal{L}(X) \). We’ll define the notion of \( \mathfrak{A} \)-valued analytic function in terms of \( \| \cdot \| \)-convergent power series (but see Theorem 3.1.12 of Part 2A on the equivalence to weak analyticity).

**Theorem 2.2.6.** Suppose \( \mathfrak{A} \) is a Banach algebra with identity and \( x \in \mathfrak{A} \) has a two-sided inverse. If \( \|y\| < \|x^{-1}\|^{-1} \), then \( x + y \) also has a two-sided inverse and

\[
(x + y)^{-1} = \sum_{n=0}^{\infty} x^{-1}(-yx^{-1})^n \quad (2.2.28)
\]

**Proof.** Since \( \|yx^{-1}\| < 1 \), the series in \( (2.2.28) \) is uniformly convergent and one can interchange sums with products. If \( z \) is the infinite sum, we use

\[
xz = \sum_{n=0}^{\infty} (-yx^{-1})^n = 1 - yz \quad (2.2.29)
\]

so \( (x + y)z = 1 \). Similarly, since \( z = \sum_{n=0}^{\infty} (-x^{-1}y)^nx^{-1} \), we see \( z(x + y) = 1 \). \( \square \)
Corollary 2.2.7. If \( \mathfrak{A} \) is a Banach algebra with identity, the set of invertible elements is open and the noninvertible elements are closed.

Theorem 2.2.8. If \( \mathfrak{A} \) is a Banach algebra with identity, for any \( x \in \mathfrak{A} \), \( \sigma(x) \) is closed and \( \lambda \mapsto (x - \lambda)^{-1} \) defined on \( \rho(x) \) is analytic in \( \lambda \).

Proof. If \( \lambda \in \rho(x) \) and \( |\lambda - \mu| < \|(x - \lambda)^{-1}\|^{-1} \), by Theorem 2.2.6 (\( x - \mu \) is invertible, that is, \( \mu \in \rho(x) \)). Thus, \( \rho(x) \) is open and \( \sigma(x) \) is closed. By (2.2.29), for such \( \mu \),

\[
(x - \mu)^{-1} = \sum_{n=0}^{\infty} (\mu - x)^n (x - \lambda)^{-1} n+1 \quad (2.2.30)
\]
is analytic in \( \mu \).

Theorem 2.2.9. If \( \mathfrak{A} \) is a Banach algebra with identity, then

(a) \( \sigma(x) \) is nonempty;
(b) \( \sigma(x) \subseteq \{ \lambda \mid |\lambda| \leq \|x\| \} \).

Proof. Let \( f(\lambda) = (1 - \lambda x) \). Then

\[
(x - \lambda) = (-\lambda)(1 - \lambda^{-1} x) = (-\lambda) f(\lambda^{-1}) \quad (2.2.31)
\]
so

\[
\rho(x) \setminus \{0\} = \{ \lambda^{-1} \mid 1 - \lambda x \text{ is invertible} \} \setminus \{0\}
\]
If \( |\lambda| < \|x\|^{-1} \), then \( (1 - \lambda x)^{-1} = \sum_{n=0}^{\infty} \lambda^n x^n \) is given by a convergent series (by Theorem 2.2.6), so \( \{ \lambda^{-1} \mid |\lambda| < \|x\|^{-1} \} \subseteq \rho(x) \) or \( \{ \lambda \mid \|x\| < |\lambda| \} \subseteq \rho(x) \), proving (b).

If \( \mathbb{C} \setminus \{0\} \subseteq \rho(x) \), by (2.2.31), \( f(\lambda^{-1}) \) is invertible for all \( \lambda \in \mathbb{C} \setminus \{0\} \). \( f(0) = 1 \) is also invertible, so \( g(\lambda) = (1 - \lambda x)^{-1} \) is an entire function.

By (2.2.31),

\[
f(\lambda^{-1})^{-1} = (-\lambda)(x - \lambda)^{-1} \quad (2.2.32)
\]
If \( 0 \notin \sigma(x) \), also, \( (x - \lambda)^{-1} \) is bounded near \( \lambda = 0 \), so

\[
\lim_{\mu \to \infty} \|f(\mu)^{-1}\| = \lim_{\mu \to \infty} |\mu|^{-1}\|x - \mu^{-1}\|^{-1} = 0 \quad (2.2.33)
\]
By Liouville’s theorem, \( f(\mu)^{-1} \equiv 0 \), but this is impossible since \( f(0)^{-1} = 1 \). Thus, \( \rho(x) \) cannot be all of \( \mathbb{C} \), that is, \( \sigma(x) \neq \emptyset \).

Remarks. 1. To prove Liouville’s theorem for \( \mathfrak{A} \)-valued functions, apply the scalar valued theorem to \( \ell(f(\mu)^{-1}) \) for \( \ell \in \mathfrak{A}^* \) to see \( \ell(f(\mu)^{-1}) \) is constant for each \( \ell \), so, since \( \mathfrak{A}^* \) separates points, \( f(\mu)^{-1} \) is constant.

2. Problem 6 has a proof of the fundamental theorem of algebra from \( \sigma(x) \neq \emptyset \) (not surprisingly, related to our Liouville theorem proof in Theorem 3.1.11 of Part 2A).
Theorem 2.2.10 (Spectral Radius Formula). Let $x \in \mathfrak{A}$, a Banach algebra with identity. Then
\[
\text{spr}(x) \equiv \lim_{n \to \infty} \|x^n\|^{1/n}
\]
exists and
\[
\sup\{|\lambda| \mid \lambda \in \sigma(x)\} = \text{spr}(x)
\]
Remarks. 1. spr$(x)$ is called the spectral radius of $x$.
2. Once one knows the limit exists, (2.2.34) is essentially a vector-valued version of the Cauchy formula, that the radius of convergence of $(1 - \lambda x)^{-1}$ is $(\limsup \|x^n\|^{1/n})^{-1}$ (see Theorem 2.3.1 of Part 2A).

Proof. Let $\alpha_n = \log \|x^n\|$. Since $\|x^{n+m}\| \leq \|x^n\| \|x^m\|$, we have, with $\alpha_0 = 0$,
\[
\alpha_{n+m} \leq \alpha_n + \alpha_m
\]
We now repeat the argument of Proposition 2.9.3 of Part 3. If $k$ is fixed and $n = mk + r$, $0 \leq r \leq k - 1$, then by (2.2.36),
\[
\alpha_n \leq m\alpha_k + \sup_{0 \leq r \leq k-1} \alpha_n
\]
so
\[
\limsup \frac{\alpha_n}{n} \leq \frac{\alpha_k}{k}
\]
and thus,
\[
\limsup \frac{\alpha_n}{n} \leq \inf \frac{\alpha_k}{k} \leq \liminf \frac{\alpha_k}{k}
\]
proving that the limit exists; it can be $-\infty$ (i.e. spr$(x)$ can be 0) but not $\infty$.

If $|\mu| < (\text{spr}(x))^{-1}$, then $|\mu|^n \|x^n\| \leq C(1 - \epsilon)^n$ for $1 - 2\epsilon = |\mu| \text{spr}(x)$, so $1 - \mu x$ is invertible so $\mu^{-1} \notin \sigma(x)$, that is,
\[
\sup\{|\lambda| \mid \lambda \in \sigma(x)\} \leq \text{spr}(x)
\]
Conversely, if $r > \sup\{|\lambda| \mid \lambda \in \sigma(x)\}$, $(1 - \mu x)^{-1}$ is analytic in a neighborhood of $\{\mu \mid |\mu| \leq r^{-1}\}$, so by a Cauchy estimate (see Theorem 3.1.8 of Part 2A),
\[
\|x^n\| \leq C(r^{-n})^{-1}
\]
so spr$(x) \leq r$, that is, taking $r$ to the sup,
\[
\text{spr}(x) \leq \sup\{|\lambda| \mid \lambda \in \sigma(x)\}
\]

Remark. The proof assumed $\sigma(x) \neq \emptyset$ (since sup of the empty set is considered to be $-\infty$). We proved this in Theorem 2.2.9

When we look at normal operators on a Hilbert space, because of the $C^*$ identity, (2.1.34), one has spr$(x) = \|x\|$. 
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Theorem 2.2.11 (Spectral Radius for Normal Operators). Let $A$ be a normal operator on a Hilbert space, $\mathcal{H}$. Then

$$\sup\{ |\lambda| : \lambda \in \sigma(A) \} = \|A\| \tag{2.2.43}$$

Proof. Suppose first $A = A^*$. Then by (2.1.34),

$$\|A^2\| = \|A^*A\| = \|A\|^2 \tag{2.2.44}$$

Thus, by induction,

$$\|A^{2n}\|^{1/2n} = \|A\| \tag{2.2.45}$$

Since the limit in (2.2.34) exists, we see $\text{spr}(A) = \|A\|$.

If $A$ is normal, by (2.1.34),

$$\|A^{2n}\|^2 = \|(A^*)^{2n}A^{2n}\|
\|A^{2n}\|^2 = \|(A^*A)^{2n}\|
\|A^{2n}\|^2 = \|A^*A\|^2n \quad \text{(by (2.2.45))}
\|A\|^{2n+1} \quad \text{(by (2.1.34))}$$

so (2.2.45) holds for $A$, which implies $\text{spr}(A) = \|A\|$.

\[ \Box \]

If $\text{spr}(x) = 0$, that is, $\lim \|x^n\|^{1/n} = 0$, we say $x$ is quasinilpotent. Notice if $x$ is quasinilpotent, for any $\lambda \in \mathbb{C}$, we have

$$\langle 1 - \lambda x \rangle^{-1} = \sum_{n=0}^{\infty} \lambda^n x^n \tag{2.2.46}$$

Here are two examples of such an object that is not nilpotent.

Example 2.2.12. On $\ell^2(\mathbb{Z}_+)$, let

$$A(x_1, x_2, \ldots) = (0, \alpha_1 x_1, \alpha_2 x_2, \ldots) \tag{2.2.47}$$

where $|\alpha_j| \to 0$. Then

$$\|A^n\| = \sup_{j} |\alpha_j \alpha_{j+1} \ldots \alpha_{j+n-1}| \tag{2.2.48}$$

and it is easy to see (Problem 3) that

$$\lim_{n \to \infty} \|A^n\|^{1/n} = 0 \tag{2.2.49}$$

So long as no $\alpha_j$ is 0, $\text{Ker}(A^n) = \{0\}$ for all $n$.

Example 2.2.13 (Volterra Integral Kernels). Let $K$ be continuous on $[0, 1] \times [0, 1]$. The Volterra integral operator, $V_K$, is the map of $C([0, 1])$ to itself given by

$$(V_K f)(x) = \int_0^x K(x, y) f(y) \, dy \tag{2.2.50}$$
(so the values $K(x, y)$ for $y > x$ are irrelevant!). Clearly,

$$\|V_K f\|_\infty \leq \|K\|_\infty \|f\|_\infty$$

(2.2.51)

so $V_K \in \mathcal{L}(C[0, 1])$. Notice that

$$(V^n_K f)(x) = \int_{0<y_1\leq y_2\leq \ldots \leq y_n\leq x} K(x, y_n)K(y_n, y_{n-1}) \ldots K(y_2, y_1)f(y_1) \, dy_1 \ldots dy_n$$

(2.2.52)

so that

$$\|V^n_K f\|_\infty \leq \|K\|_\infty^n \|f\|_\infty \sup_x [\text{vol}_{[0,1]^n}\{(y_1, \ldots, y_n) \mid 0 \leq y_1 \leq \ldots \leq y_n \leq x\}]$$

and that volume by using permutations is $x^n/n!$, that is,

$$\|V^n_K\| \leq \frac{\|K\|_\infty^n}{n!}$$

(2.2.53)

Since $(n!)^{1/n} \to \infty$, we see that $\|V^n_K\|^{1/n} \to 0$, that is, $V_K$ is quasinilpotent.

Let us apply this to a problem in differential equations (see also Theorem 5.12.5 in Part 1). We are interested in solving

$$-u'' + Qu = 0, \quad u(0) = 0, \quad u'(0) = 1$$

(2.2.54)

on $[0, 1]$, where $Q$ is a continuous function on $[0, 1]$. By standard methods, we know such solutions are unique if they exist. Existence is more subtle, but we’ll not only prove existence but get a convergent series solution:

**Theorem 2.2.14.** Let $u_0(x) = x$ and let $Q$ be continuous on $[0, 1]$.

(a) If $u$ solves

$$u(x) = u_0(x) + \int_0^x (x - y)Q(y)u(y) \, dy$$

(2.2.55)

then $u$ solves (2.2.54).

(b) If $K(x, y) = (x - y)Q(y)$ and $V_K$ is the associated Volterra integral operator, then (2.2.55), and so, (2.2.54), is solved by

$$u = u_0 + \sum_{n=1}^{\infty} V^n_K u_0$$

(2.2.56)

converging in $\|\cdot\|_\infty$. Moreover,

$$|u(x)| \leq u_0(x) \exp(\int_0^1 |Q(y)| \, dy)$$

(2.2.57)

(c) If $Q \geq 0$ on $[0, 1]$, then the solution of (2.2.54) obeys $u(x) > 0, u'(x) > 1$ on all of $(0, 1)$.
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Proof. (a) If $u$ solves (2.2.55), then

$$u'(x) = 1 + \int_0^x Q(y)u(y) \, dy$$

(2.2.58)

since the boundary term is zero because $(x - y)|_{y=x} = 0$. Thus,

$$u''(x) = Q(x)u(x)$$

(2.2.59)

showing $u$ solves $-u'' + Qu = 0$. By (2.2.55), $u(0) = 0$, and by (2.2.58), $u'(0) = 1$.

(b) Since $V_K$ is quasinilpotent, this is immediate from (2.2.46). We get (2.2.57) from (2.2.53) if we note that $\|Qu\|_{\infty} \leq \|u\|_{\infty} \int_0^1 |Q(y)| \, dy$ since $|x - y| \leq 1$.

(c) Since $K(x, y) \geq 0$, each term in (2.2.58) is nonnegative, so $u(x) \geq x > 0$. By (2.2.58), $u'(x) \geq 1$ for all $x$. □

As a final topic, we are heading towards a simplest version of the spectral mapping theorem (see Theorem 2.3.2) that for any polynomial, $P$,

$$\sigma(P(x)) = \{P(\lambda) \mid \lambda \in \sigma(x)\}$$

(2.2.60)

As a preliminary, we note that

Lemma 2.2.15. Let $x_1, \ldots, x_n$ be mutually commuting elements of a Banach algebra with identity. Let $y = x_1 \ldots x_n$. Then

$y$ is invertible $\iff$ $x_1, \ldots, x_n$ are each invertible

(2.2.61)

Proof. If $x_1, \ldots, x_n$ are invertible, $x_n^{-1}x_{n-1}^{-1} \ldots x_1^{-1}$ is a two-sided inverse for $y$. For the converse, if $y$ is invertible, then

$$x_1(x_2x_3 \ldots x_n)y^{-1} = yy^{-1} = 1$$

(2.2.62)

$$y^{-1}(x_2 \ldots x_n)x_1 = y^{-1}x_1(x_2 \ldots x_n) = y^{-1}y = 1$$

(2.2.63)

But (Problem 4) if $x_1$ has a left and right inverse, they are equal, so $x_1$ has a two-sided inverse.

Since for any $j$, $y = x_j(x_1x_{j-1}x_{j+1} \ldots x_n)$, the same argument shows that $x_j$ is invertible. □

Remark. $\Leftarrow$ in (2.2.61) did not depend on commuting $x_j$. Not only does our proof of $\Rightarrow$ depend on commuting, it is essential, as the next example shows.

Example 2.2.5 (revisited). $LR = 1$ is invertible, but as we saw, neither $L$ nor $R$ has a two-sided inverse. Essentially, $L$ is a left inverse of $R$, but $(RL)(a_1 \ldots) = (0, a_2, a_3, \ldots)$ is not invertible, so $R$ has no two-sided inverse.
This example shows $\sigma(xy)$ and $\sigma(yx)$ may not be equal for $x, y \in \mathfrak{A}$, a Banach algebra with identity, but (Problem 5) it is always true that
\[
\sigma(xy) \setminus \{0\} = \sigma(yx) \setminus \{0\}
\] (2.2.64)

Proof. Factor $P$ into
\[
P(X) = (X - \mu_1) \ldots (X - \mu_n)
\] (2.2.65)
Then the same is true if the unknown $X$ in (2.2.65) is replaced by $x \in \mathfrak{A}$. Clearly, $\{x - \mu_j\}_{j=1}^n$ commute, so by Lemma 2.2.15,
\[
\lambda \in \sigma(P(X)) \iff \text{for some } j, \mu_j \in \sigma(x)
\]
\[
\iff \lambda \in P[\sigma(X)]
\] □

Notes and Historical Remarks. In the first of his papers on integral equations, Hilbert [317] used the term “spectrum.” It has been conjectured that he was motivated by an 1897 paper of Wirtinger [764] who, in discussing Hill’s work on periodic differential operators, saw an analog of the bands there and the “band spectrum” found in the optical lines of molecules. It is serendipitous that when operator theory became important in quantum mechanics, Hilbert’s spectrum was close to the actual physical spectrum. Hilbert also used “resolvent” (for $(1 - \lambda A)^{-1}$) in these papers.

The geometric series $(1 - \lambda A)^{-1} = \sum_{n=0}^{\infty} \lambda^n A^n$ is sometimes called the Neumann series after Carl Neumann’s (1832–1925) use of it to solve the integral equation of potential theory in his 1877 book [500]. Dixon [164] used it in the context of infinite matrices.

The theorem that the spectrum of an operator is nonempty and its proof via Liouville’s theorem is from Stone’s spectral theory book [670].

Just as it is somewhat surprising how long it took for Banach spaces to be formally defined, it took even longer for Banach algebras (perhaps a sign that abstraction wasn’t so natural in the early years of the twentieth century).

In the 1930s, von Neumann wrote a series of papers (some with Murray) on algebras of operators on a Hilbert space.

The first comprehensive paper defining the abstract theory was by Nagumo [488] in 1936. Only with Gel’fand’s remarkable 1941 paper [228], the subject of Chapter [6], did the notion become firmly established in the
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mathematical canon. These early papers used the name “normed rings”—
“Banach algebra” was first used by Ambrose \[ 15 \] in 1945 and the name
stuck.

The spectral radius formula (Theorem 2.2.10) is from Gel’fand’s paper
\[ 228 \]. The Notes to the next section discuss the history of the spectral
mapping theorem.

Problems

1. (a) If (2.2.7) holds, show that Ran(\( A - \lambda \)) is closed. \( (\text{Hint}: \text{If } y_n = (A - \lambda)x_n \text{ and } y_n \text{ is Cauchy, prove that } x_n \text{ is Cauchy.}) \)

(b) If Ran(\( A - \lambda \)) is closed, prove that (2.2.7) holds. \( (\text{Hint}: \text{Prove that } A - \lambda \text{ is invertible as a map of } X \text{ to Ran}(A - \lambda) \text{ which is a Banach space.}) \)

2. Prove directly that (2.2.7) implies that \( A - \lambda \) is a bijection of \( X \) to \( \text{Ran}(A - \lambda) \) whose inverse is bounded with norm equal to \( (\inf \|g\|=1 \|(A - \lambda)g\|)^{-1} \).

3. (a) For the \( A \) of (2.2.47), prove that \( ||A^n|| = \sup_j(\alpha_j\alpha_{j+1}\ldots\alpha_{j+n-1}) \).

(b) Prove (2.2.49).

4. In a Banach algebra with identity, suppose \( \ell x = xr = 1 \). Prove that \( \ell = r \). \( (\text{Hint}: \text{Look at } \ell xr. \)

5. (a) In a Banach algebra, let \( \lambda \neq 0 \) and suppose \( xy - \lambda \) is invertible. Prove that \( yx - \lambda \) is invertible with inverse given by

\[
(yx - \lambda)^{-1} = -\lambda^{-1} + \lambda^{-1}y(xy - \lambda)^{-1}x
\]

This proves (2.2.64). \( (\text{Hint}: \text{Show first that } (yx - \lambda)y(xy - \lambda)^{-1}x = yx.) \)

(b) In \( \mathcal{L}(X) \), suppose \( \lambda \) is an eigenvalue of \( AB \). If \( \lambda \neq 0 \), prove \( \lambda \) is
also an eigenvalue of \( BA \). \( (\text{Hint}: \text{If } ABu = \lambda u, \text{ prove that } Bu \neq 0 \text{ and } (BA)Bu = \lambda Bu.) \)

Remarks. 1. While (2.2.66) appears out of nowhere, if one notes
\[
(yx - \lambda)^{-1} = -\sum_{n=0}^{\infty} \lambda^{-n-1}(yx)^n
\]
for \( |\lambda| \) large, one can deduce (2.2.66) directly for \( |\lambda| \) large and then prove it in general.

2. (2.2.64) holds for many unbounded operators and is very useful. See
Deift \[ 152 \] for more about this.
6. Let $P(x) = x^n + a_{n-1}x^{n-1} + \cdots + a_0$. Define the companion matrix of $P$ to be the $n \times n$ matrix
\[
C = \begin{pmatrix}
0 & 0 & \cdots & 0 & -a_0 \\
1 & 0 & \cdots & 0 & -a_1 \\
0 & 1 & \cdots & 0 & -a_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & -a_{n-1}
\end{pmatrix}
\] (2.2.67)

(a) Prove that
\[
\det(zI - C) = P(z) \quad (2.2.68)
\]

(b) Using $\sigma(C) \neq \emptyset$, prove that $P$ has zeros.

2.3. The Analytic Functional Calculus

In the last section, we considered polynomials, $P(x)$, for $x \in \mathfrak{A}$ a Banach algebra with identity, and proved that $\sigma(P(x)) = P[\sigma(x)]$. In this section, we'll define $f(x)$ for some other functions and show $\sigma(f(x)) = f[\sigma(x)]$. Clearly, if $f$ is analytic in a neighborhood of $\{\lambda \mid \lambda \leq \text{spr}(x)\}$, the power series $\sum_{n=0}^{\infty} \frac{f^{(n)}(0)}{n!} x^n$ is convergent in $\|\cdot\|$ and can define $f(x)$. But we'll consider the much richer class of $f$ analytic in a neighborhood of $\sigma(x)$ and define $f(x)$ so that
\[
f(x)g(x) = fg(x) \quad (2.3.1)
\]

We say this is much richer because if $\sigma = \sigma_1 \cup \sigma_2$, where $\text{dist}(\sigma_1, \sigma_2) > 0$, we can find $U_1, U_2$ open with $\sigma_j \subset U_j$ and $U_1 \cap U_2 = \emptyset$ and allow $f$'s which are analytic on $U_1$ and $U_2$ with "no relation" between the pieces. In particular, if $f \equiv 1$ on $U_1$ and $f \equiv 0$ on $U_2$, $f(x)^2 = f(x)$ by (2.3.1), that is, we'll be able to define projections, $P$, commuting with $x$. We'll also prove that (2.3.1) plus a continuity property uniquely determine $f(x)$.

In the operator theory case (i.e, $\mathfrak{A} = \mathcal{L}(X)$), we'll prove
\[
\sigma(A \mid \text{Ran}(P)) = \sigma_1, \quad \sigma(A \mid \text{Ran}(1 - P)) = \sigma_2 \quad (2.3.2)
\]

We'll especially analyze the case where $\sigma_1$ is a single point, $\lambda_0$, that is, we'll analyze isolated points of $\sigma(A)$.

We'll need the language of chains and winding numbers as summarized in Section 1.2 of this volume and in Chapter 4 of Part 2A. For a compact set, $K \subset \Omega$, an open subset of $\mathbb{C}$, we'll be interested in chains, $\Gamma$, with $\text{Ran}(\Gamma) \subset \mathcal{C} \setminus K$, for which the winding numbers, $n(\Gamma, z)$, obey
\[
\begin{align*}
n(\Gamma, z) &= 0 \quad \text{if } z \notin \Omega \\
n(\Gamma, z) &= 1 \quad \text{if } z \in K \\
n(\Gamma, z) &= 0 \text{ or } 1 \quad \text{if } z \in \Omega \setminus (K \cup \text{Ran}(\Gamma))
\end{align*}
\]
We’ll call such a chain \((\Omega, K)\) \textit{admissible}. In Section 4.4, especially Theorem 4.4.1, of Part 2A, we constructed admissible chains when \(\Omega\) is connected. In the general case, using compactness, we can cover \(K\) by \(\Omega_1, \ldots, \Omega_\ell\) with each \(\Omega_j\) open and connected, and \(\Omega_j \cap \Omega_k = \emptyset\) if \(j \neq k\). If \(\Gamma_j = (\Omega_j, \Omega_j \cap K)\) is admissible, \(\Gamma_1 + \cdots + \Gamma_\ell\) is \((\Omega, K)\) admissible.

Given \(\Gamma\) which is \((\Omega, K)\) admissible, let \(\tilde{K} = \text{Ran}(\Gamma) \cup \{z \in \mathbb{C} \setminus \text{Ran}(\Gamma) \mid n(\Gamma, z) = 1\} \subset \Omega\). Let \(\tilde{\Gamma}\) be \((\Omega, \tilde{K})\) admissible. Then \(\tilde{\Gamma}\) is \((\Omega, K)\) admissible, \(\text{Ran}(\Gamma) \cap \text{Ran}(\tilde{\Gamma}) = \emptyset\), and (see Figure 2.3.1)

\[
z \in \text{Ran}(\Gamma) \Rightarrow n(\tilde{\Gamma}, z) = 1, \quad z \in \text{Ran}(\tilde{\Gamma}) \Rightarrow n(\Gamma, z) = 0 \tag{2.3.3}
\]

That is, \(\Gamma\) surrounds \(K\) and \(\tilde{\Gamma}\) surrounds \(\Gamma\) and \(K\).

**Theorem 2.3.1** (Analytic Functional Calculus). Let \(\mathfrak{A}\) be a Banach algebra with identity and \(x \in \mathfrak{A}\). Let \(\mathcal{F}(x)\) be the family of all functions, \(f\), analytic in a neighborhood, \(N_f\), of \(\sigma(x)\).

(a) For \(f \in \mathcal{F}(x)\), let \(\Gamma\) be \((N_f, \sigma(x))\) admissible. Then

\[
f(x) = \frac{1}{2\pi i} \oint_{\Gamma} f(z)(z-x)^{-1} \, dz \tag{2.3.4}
\]

is independent of the choice of \(\Gamma\).

(b) If \(f_1 = f_2\) on \(N_{f_1} \cap N_{f_2}\), then \(f_1(x) = f_2(x)\).

(c) If \(f, g \in \mathcal{F}(x)\) and \(fg\) is defined on \(N_f \cap N_g\) by \(fg(z) = f(z)g(z)\), then \(fg(x) = f(x)g(x)\).

(d) If \(f_n, f_\infty \in \mathcal{F}(x)\) and \(f_n \to f_\infty\) in the sense that there is a single open set \(U\) containing \(\sigma(x)\) so that \(f_n \to f_\infty\) uniformly on compact subsets of \(U\), then \(\|f_n(x) - f_\infty(x)\| \to 0\).

(e) If \(f(z) = \sum_{n=0}^\infty a_n z^n\) has radius of convergence strictly bigger than \(\text{spr}(x)\), then

\[
f(x) = \sum_{n=0}^\infty a_n x^n \tag{2.3.5}
\]

(f) If \(\lambda \in \rho(x)\) and \(f(z) = (z-\lambda)^{-1}\), then \(f(x) = (x-\lambda)^{-1}\).

(g) Moreover, if \(G: \mathcal{F}(x) \to \mathfrak{A}\) is an algebra homomorphism with \(G(z) = x\), where \(z\) is the function \(f(z) = z\) and which obeys (b) and (d), then \(G(f) = f(x)\).
Remark. If $x$ is $w_0\mathbb{1}$ with $w_0 \in \mathbb{C}$, then $\sigma(x) = \{w_0\}$ and (2.3.4) is $f(w_0)$ by the Cauchy integral formula.

Proof. (a) Let $\Gamma_1, \Gamma_2$ be two admissible contours. Then
\[ n(\Gamma_1 - \Gamma_2, z) = n(\Gamma_1, z) - n(\Gamma_2, z) \]
is zero–zero if $z \in \mathbb{C} \setminus N_f$ and is one–one if $z \in \sigma(x)$. Thus, $\Gamma_1 - \Gamma_2$ is homologous to zero in $N_f \setminus \sigma(x)$. Since $f(z)(x-z)^{-1}$ is analytic in $N_f \setminus \sigma(x)$, the ultimate Cauchy theorem (Theorem 4.1.1 of Part 2A) implies that
\[
(2\pi i)^{-1} \int_{\Gamma_1 - \Gamma_2} f(z)(z-x)^{-1} dz = 0 \quad (2.3.6)
\]
implying the integral in (2.3.4) is independent of the admissible $\Gamma$ chosen.

(b) Pick $\Gamma$ which is $(N_{f_1} \cap N_{f_2}, \sigma(x))$ admissible. Then it is $(N_{f_1}, \sigma(x))$ and $(N_{f_2}, \sigma(x))$ admissible, so $f_1(x)$ and $f_2(x)$ can be defined using $\Gamma$. But then the integrals are identical.

(c) Let $U = N_f \cap N_g$. Find $\Gamma, \tilde{\Gamma}$ admissible for $(U, \sigma(x))$ so (2.3.3) holds (as constructed before the statement of the theorem). By (a),
\[
f(x) = \frac{1}{2\pi i} \oint_{\Gamma} f(z)(x-z)^{-1} dz, \quad g(x) = \frac{1}{2\pi i} \oint_{\tilde{\Gamma}} f(w)(x-w)^{-1} dw
\]
so using
\[(z - x)^{-1}(w - x)^{-1} = [(z - x)^{-1}(w - z)^{-1} - (w - x)^{-1}(w - z)^{-1}] \quad (2.3.8)
\]
we have
\[
f(x)g(x) = \left(\frac{1}{2\pi i}\right)^2 \oint_{\Gamma} \oint_{w \in \Gamma} f(z)g(w) H(z, w, x) dz dw \quad (2.3.9)
\]
where
\[
H(z, w, x) = [(z - x)^{-1}(w - z)^{-1} - (w - x)^{-1}(w - z)^{-1}] \quad (2.3.10)
\]
For the first term in (2.3.9), we use that, by (2.3.3), for $z \in \text{Ran}(\Gamma)$,
\[
\frac{1}{2\pi i} \oint_{w \in \Gamma} g(w)(w - z)^{-1} dw = g(z) \quad (2.3.11)
\]
and for the second term that, by (2.3.3), for $w \in \text{Ran}(\tilde{\Gamma})$,
\[
\frac{1}{2\pi i} \oint_{z \in \Gamma} f(z)(w - z)^{-1} dz = 0 \quad (2.3.12)
\]
Therefore,
\[
f(x)g(x) = \frac{1}{2\pi i} \oint_{z \in \Gamma} f(z)g(z)(z-x)^{-1} dz = fg(x) \quad (2.3.13)
\]
2.3. The Analytic Functional Calculus

(d) Fix Γ which is \((U, \sigma(x))\) admissible. Since \(\text{Ran}(\Gamma)\) is compact and in \(U\), \(f_n(z) \to f(z)\) uniformly on \(\Gamma\), so

\[
\left\| \int f_n(z)(x-z)^{-1} \, dz - \int f_\infty(z)(z-x)^{-1} \, dz \right\| 
\leq \sup_{\text{Ran}(\Gamma)} |f_n(z) - f_\infty(z)| \int \|(z-x)^{-1}\| \, dz
\]

goes to zero since, by continuity, \(\|(z-x)^{-1}\|\) is bounded on \(\text{Ran}(\Gamma)\).

(e) By (d), since the power series converge uniformly on compact subsets of its circle of convergence, it suffices to prove the result for \(f(z) = z^n\). Let \(\Gamma\) be the circle of radius \(1 + \text{spr}(x)\). On \(\Gamma\),

\[
(z - x)^{-1} = \sum_{k=0}^{\infty} z^{-k-1} x^k
\]

so if \(f(z) = z^n\),

\[
f(x) = \frac{1}{2\pi i} \sum_{k=0}^{\infty} \int_{|z|=1+\text{spr}(x)} z^{-k-1} z^n x^k \, dz = x^n
\]

(f) Let \(g(z) = (z - \lambda)\). Then \(f(z)g(z) = g(z)f(z) \equiv 1\). Thus, by (b) and (e) (which says \(g(x) = (x - \lambda)\), \((x - \lambda)f(x) = f(x)(x - \lambda) = 1\), so \(f(x) = (x - \lambda)^{-1}\).

(g) To prove uniqueness, we note that, since for \(z_0 \notin \sigma(x)\), \((z - z_0)(z - z_0)^{-1} = 1\), \(G((\cdot - z_0)^{-1})\) is a two-sided inverse for \((x - z_0)\), that is, by (f), \(G(x) = f(x)\) for \(f\) any simple pole outside \(\sigma(x)\) and so, by the algebra homomorphism property and partial fraction expansion, it holds for any rational function whose poles are outside \(\sigma(x)\).

If \(f \in \mathcal{F}(x)\), pick \(\Gamma\) which is \((N_f, \sigma(x))\) admissible and let \(U = \{z \mid z \notin \text{Ran}(\Gamma), N(\Gamma, z) = 1\}\). By the ultimate Cauchy integral formula (Theorem 4.1.2 of Part 2A), for all \(z \in U\),

\[
f(z) = \frac{1}{2\pi i} \oint_{\Gamma} \frac{f(w)}{w - z} \, dw
\]

showing that \(f\) is a limit of rational functions with poles in \(\text{Ran}(\Gamma)\) uniformly on compact subsets of \(U\) (approximate the integral by Riemann sums). Thus, \(G(f) = f(x)\) for all \(f \in \mathcal{F}(x)\). \(\square\)

Remark. See Problem 1 for a direct calculation of (f).

**Theorem 2.3.2** (Spectral Mapping Theorem, Second Version). Let \(\mathfrak{A}\) be a Banach algebra with identity and \(x \in \mathfrak{A}\). Let \(f \in \mathcal{F}(x)\). Then

\[
\sigma(f(x)) = f[\sigma(x)] \equiv \{f(\lambda) \mid \lambda \in \sigma(x)\}
\]

(2.3.17)
Proof. Suppose first \( \lambda \notin f[\sigma(x)] \). Since \( \sigma(x) \) is compact, \( f[\sigma(x)] \) is compact, and so, closed. Thus, by continuity, there is \( U \) open with \( U \subset N_f \) so that \( \lambda \notin f[U] \). Thus,

\[
g(z) = (f(z) - \lambda)^{-1}
\]

is analytic on \( U \), and so,

\[
g(x)(f(x) - \lambda) = (f(x) - \lambda)g(x) = 1
\]

proving that \( \lambda \notin \sigma(f(x)) \).

Suppose next that \( \lambda \in f[\sigma(x)] \), say \( \lambda = f(\mu) \), where \( \mu \in \sigma(x) \). Then \( g(z) \equiv (f(z) - f(\mu))/(z - \mu) \) has a removable singularity at \( z = \mu \) and so is analytic in \( N_f \). We have

\[
f(x) - f(\mu) = (x - \mu)g(x) = g(x)(x - \mu)
\]

By Lemma 2.2.15 if \( (f(x) - f(\mu)) \) were invertible, so would \( x - \mu \) be. Since \( \mu \in \sigma(x) \), \( f(x) - f(\mu) \) is not invertible, that is, \( f(\mu) = \lambda \in \sigma(f(x)) \). \( \square \)

Theorem 2.3.3. Let \( \sigma(x) = \sigma_1 \cup \sigma_2 \), where \( \sigma_j \) are nonempty, disjoint closed sets. Then there is a neighborhood, \( U \), of \( \sigma \) so that \( U = U_1 \cup U_2 \) with \( \sigma_j \subset U_j \), \( U_1, U_2 \) open and disjoint. If

\[
f(z) = \begin{cases} 1, & z \in U_1 \\ 0, & z \in U_2 \end{cases}
\]

then \( f(x) \equiv p \) is a projection, with \( p \neq 0 \), \( p \neq 1 \). For any \( \alpha, \beta \in \mathbb{C} \), we have

\[
\sigma(xp + \alpha(1-p)) = \sigma_1 \cup \{\alpha\}
\]

\[
\sigma(x(1-p) + \beta p) = \sigma_2 \cup \{\beta\}
\]

Proof. Since \( \sigma_1, \sigma_2 \) are compact and disjoint, \( \delta \equiv \text{dist}(\sigma_1, \sigma_2) > 0 \). If \( U_j = \{z \mid \text{dist}(z, \sigma_j) < \frac{\delta}{2}\} \), the \( U_j \) are open and disjoint, with \( \sigma_j \subset U_j \).

Since \( f(z)^2 = f(z) \), we have \( p^2 = p \) so \( p \) is a projection. By the spectral mapping theorem, \( \sigma(p) = \{0, 1\} \), so \( p \neq 0 \), \( p \neq 1 \).

Let

\[
g(z) = \begin{cases} z, & z \in \sigma_1 \\ \alpha, & z \in \sigma_2 \end{cases}
\]

so \( g(z) = zf(z) + \alpha(1 - f(z)) \). Thus,

\[
g(x) = xp + \alpha(1 - p)
\]

By the spectral mapping theorem,

\[
\sigma(xp + \alpha(1-p)) = g(\sigma_1) \cup g(\sigma_2) = \sigma_1 \cup \{\alpha\}
\]

The proof of (2.3.23) is identical. \( \square \)
Now, look at $\mathcal{A} = \mathcal{L}(X)$ for a Banach space, $X$. Let $Y = \text{Ran}(P)$, $Z = \text{Ran}(1 - P)$. By Proposition 2.1.2, the direct sum norm on $Y \oplus Z$ is equivalent to the norm of $X$. If $B \in \mathcal{L}(Y)$, $C \in \mathcal{L}(Z)$ and $B \oplus C \in \mathcal{L}(X)$ is defined by

$$(B \oplus C)(y + z) = By + Cz$$

(2.3.26)

It is easy to see (Problem 2) that

$$\sigma(B \oplus C) = \sigma(B) \cup \sigma(C)$$

(2.3.27)

**Theorem 2.3.4** (Spectral Localization Theorem). Let $A \in \mathcal{L}(X)$ for a Banach space, $X$. Suppose $\sigma(A) = \sigma_1 \cup \sigma_2$, where $\sigma_1, \sigma_2$ are closed and disjoint. Let $P$ be defined as in Theorem 2.3.3. Then $AP$ (respectively, $A(1 - P)$) maps $\text{Ran}(P)$ (respectively, $\text{Ran}(1 - P)$) to itself and

$$\sigma(AP \upharpoonright \text{Ran}(P)) = \sigma_1$$

(2.3.28)

$$\sigma(A(1 - P) \upharpoonright \text{Ran}(1 - P)) = \sigma_2$$

(2.3.29)

**Proof.** Pick $\alpha \in \sigma_2$. Then by (2.3.27),

$$\sigma(AP + \alpha(1 - P)) = \sigma(AP \upharpoonright \text{Ran}(P)) \cup \{\alpha\}$$

(2.3.30)

while on the other hand, by Theorem 2.3.3 it is equal to $\sigma_1 \cup \{\alpha\}$. Since $\alpha \notin \sigma_1$, we conclude

$$\sigma_1 \subset \sigma(AP \upharpoonright \text{Ran}(P))$$

(2.3.31)

On the other hand, if $\alpha \in \sigma_1$, by Theorem 2.3.3

$$\sigma(AP + \alpha(1 - P)) = \sigma_1$$

But, by (2.3.30), which still holds by (2.3.27), we have

$$\sigma(AP \upharpoonright \text{Ran}(P)) \subset \sigma_1$$

(2.3.32)

proving (2.3.28). The proof of (2.3.29) is the same. \qed

Here is what we can say about isolated points.

**Theorem 2.3.5.** Let $A$ be a Banach algebra with identity and $x \in \mathcal{A}$. Let $\lambda_0$ be an isolated point of $\sigma(x)$, that is, $\lambda_0 \in \sigma(x)$ and $\text{dist}(\lambda_0, \sigma(x) \setminus \{\lambda_0\}) \equiv \delta > 0$. Let $p$ be the projection of Theorem 2.3.3 with $\sigma_1 = \{\lambda_0\}$, and let

$$d = g(x)$$

(2.3.33)

$$g(z) = \begin{cases} 
  z - \lambda_0, & \text{dist}(z, \lambda_0) < \frac{\delta}{2} \\
  0, & \text{dist}(z, \sigma(x) \setminus \{\lambda_0\}) < \frac{\delta}{2} 
\end{cases}$$

(2.3.34)

Then,

(a) $dp = pd = d$.  \hfill (2.3.35)

(b) $d$ is quasinilpotent, that is, $\|d^n\|^{1/n} \to 0$.  \hfill (2.3.35)
(c) \( xp = \lambda_0 p + d. \) \hfill (2.3.36)

(d) The negative terms of the Laurent series of \((z - x)^{-1}\) near \( z = \lambda_0 \) are

\[
(z - x)^{-1} = (z - \lambda_0)^{-1} p + \sum_{n=1}^{\infty} (z - \lambda_0)^{-n-1} d^n
\]  \hfill (2.3.37)

Remark. Thus, the spectral projections, \( p \), are the residues of the poles of the resolvent.

Proof. (a) Let \( f \) be given by \((2.3.21)\). Then \( fg = g \), proving \((2.3.35)\).

(b) Since \( g \) vanishes on \( \sigma(x) \), \( \sigma(d) = \{0\} \) by the spectral mapping theorem, so \( \|d^n\|^{1/n} \to 0 \) by the spectral radius formula.

(c) \( g(z) + \lambda_0 f(z) = zf(z) \), proving \((2.3.36)\).

(d) The negative Laurent coefficients of \((z - x)^{-1}\) are given by \( \sum_{n=1}^{\infty} a_n (z - \lambda_0)^{-n-1} \), where

\[
a_n = \frac{1}{2\pi i} \oint_{|z-\lambda_0|=\delta/2} (z - \lambda_0)^n (z - x)^{-1} dz = g_n(x)
\]

where \( g_n(z) = g(z)^n \), so \( g_n = g(x)^n = d^n \). \hfill \( \square \)

Definition. Let \( A \in \mathcal{L}(X) \), the bounded operators on a Banach space, \( X \). \( \sigma_d(A) \), the discrete spectrum of \( A \), is the set of \( \lambda \in \sigma(A) \) which are isolated points of the spectrum for which the projection, \( P = (2\pi i)^{-1} \oint_{|z-\lambda_0|=\delta/2} (z - x)^{-1} dz \), has a finite dimension, which is called the algebraic multiplicity of \( \lambda_0 \). The algebraic multiplicity is always at least as large as the geometric multiplicity (see below).

In \((1.3.61)\), we showed that if a finite matrix, \( B \), on a space of dimension \( \ell \) has only 0 as an eigenvalue, then \( B^\ell = 0 \), that is, \( B \) is nilpotent. We thus have the following immediately from this and Theorem \ref{thm:2.3.5}.

Corollary 2.3.6. Let \( A \in \mathcal{L}(X) \) and \( \lambda_0 \in \sigma_d(A) \). Then

\[
\lambda_0 \notin \sigma(A(1 - P) \mid \text{Ran}(1 - P)) \hfill (2.3.38)
\]

\[
AP = \lambda_0 P + N \hfill (2.3.39)
\]

\[
N_{\dim(\lambda_0)} = 0 \hfill (2.3.40)
\]

In case \( X \) has total dimension \( \ell < \infty \), it has only discrete spectrum, say \( \{\lambda_j\}_{j=1}^{J} \). We have \( P_j P_k = 0 \) if \( j \neq k \) and \( \sum_{j=1}^{J} P_j = 1 \), both by the functional calculus. Thus, \( \sum_{j=1}^{J} \dim(\lambda_j) = \ell \). We have

\[
A = \sum_{j=1}^{J} (\lambda_j P_j + N_j)
\]
The analysis of nilpotent operators in Theorem 1.3.2 yields the Jordan normal form.

As noted, if $z_0$ is an isolated point of the spectrum of any operator, $A$, and $P$ is given by (2.3.71) below, then $\dim(P)$ is called the algebraic multiplicity. If $\dim(P) = n < \infty$, it can be shown (Problem 3) that

$$ \text{Ran}(P) = \{ \varphi \in X \mid (A - z_0)^n \varphi = 0 \} \quad (2.3.41) $$

called generalized eigenvectors. The usual eigenspace, that is,

$$ \{ \varphi \in X \mid (A - z_0)\varphi = 0 \} \quad (2.3.42) $$

has a dimension called the geometric multiplicity of $z_0$ as an eigenvalue. The $P_j$ are called spectral projections or eigenprojections and the $N_j$ are called eigennilpotents.

Since $A \upharpoonright \text{Ran}(P_j) = \lambda_j + N_j$, we see

$$ \text{geo. mult. } (\lambda_j) = \dim(\text{Ker}(N_j) \cap \text{Ran}(P_j)) $$
$$ = \text{rank}(P_j) - \text{rank}(N_j) \quad (2.3.43) $$
$$ \leq \text{rank}(P_j) = \text{alg. mult. } (\lambda_j) \quad (2.3.44) $$

by (2.1.15).

Here is a weaker version of (2.3.41) that doesn’t require that $z_0$ be an isolated point of $\sigma(A)$ nor that the spectral projection be finite rank.

**Proposition 2.3.7.** Let $A \in \mathcal{L}(X)$. Let $U$ be the unbounded component of $\mathbb{C} \setminus \sigma(A)$. Let $\sigma_1$ be a closed subset of $\mathbb{C} \setminus U$ with $\partial \sigma_1 \subset \partial \sigma$. Let $P$ be the projection

$$ P = (2\pi i)^{-1} \oint_{\Gamma} (z - A)^{-1} dx \quad (2.3.45) $$

where $\Gamma$ surrounds $\sigma_1$ and $\Gamma \cap \sigma = \emptyset$. Let $z_0 \in \sigma_1$. Then

$$ \{ \varphi \mid \lim_{n \to \infty} \| (A - z_0)^n \varphi \|^{1/n} = 0 \} \subset \text{Ran } P \quad (2.3.46) $$

**Remark.** Taking $z_0 = 0$ when $A$ is compact (discussed in Chapter 3) will imply if $\lambda_0 \neq 0$, $\lambda_0 \in \sigma(A)$, then $P_{\lambda_0} \varphi = 0$ if $\varphi$ is in the set on the left side of (2.3.46).

**Proof.** By replacing $A$ by $A - z_0$, we can suppose $z_0 = 0$. For $|z| > \|A\|$, and any $\varphi$,

$$ (A - z)^{-1} \varphi = (-z)^{-1} (1 - z^{-1} A)^{-1} \varphi $$
$$ = -\sum_{n=0}^{\infty} z^{-1-n} A^n \varphi \quad (2.3.47) $$
If also $\|A^n \varphi\|^{1/n} \to 0$, this function, call it $g(z)$, has an analytic continuation to $\mathbb{C} \setminus \{0\}$ and by analytic continuation for any $z_1 \neq 0$, $(A - z_1)g(z_1) = \varphi$. In particular, $g(z) = (A - z_1)^{-1} \varphi$ if $z_1 \in \Gamma$.

Since (2.3.47) converges uniformly on $\Gamma$, we can do the $(2\pi i)^{-1} \oint_{\Gamma} z^{-1-n} \, dz = \delta_n \delta_{n0}$ integrals term by term and see that for such $\varphi$, $P \varphi = \varphi$. Since $P$ is bounded, this extends to the closure.

If $\lambda_0$ is an isolated point of $\sigma(A)$, we can pick $f(z) = 0$ if $|z - \lambda_0| < \varepsilon$, $f(z) = (x - z)^{-1}$, $|z - \lambda_0| > 2\varepsilon$ where $\varepsilon$ is picked with $\text{dist}(\lambda_0, \sigma(A) \setminus \{\lambda_0\}) > 2\varepsilon$. If $B = f(A)$, the functional calculus shows that

$$B(A - \lambda_0) = (A - \lambda_0)B = 1 - P_{\lambda_0} \quad (2.3.48)$$

where $P_{\lambda_0}$ is the spectral projection for $\lambda_0$. $B$ is sometimes called the reduced resolvent.

**Theorem 2.3.8.** Let $A \in \mathcal{L}(X)$. If $\lambda_0$ is an isolated point of $\sigma(A)$, then

$$\text{Ran}(1 - P_{\lambda_0}) \subset \text{Ran}(A - \lambda_0) \quad (2.3.49)$$

**Proof.** If $\varphi \in \text{Ran}(1 - P_{\lambda_0})$, by (2.3.48)

$$\varphi = (A - \lambda_0)B\varphi$$

lies in $\text{Ran}(A - \lambda_0)$.

An isolated point $\lambda_0 \in \sigma(A)$ is said to have index one, if $(A - \lambda_0)^2 x = 0 \Rightarrow (A - \lambda_0) x = 0$ (thus, if $\dim(\text{Ran}(P_{\lambda_0})) < \infty$, there is no eigennilpotent).

**Corollary 2.3.9.** Suppose $A \in \mathcal{L}(X)$ and that $\lambda_0 \in \sigma_d(A)$ has index one. Then

$$\text{Ker}(A - \lambda_0) \dagger \text{Ran}(A - \lambda_0) = X \quad (2.3.50)$$

**Proof.** By the index-one hypothesis and (2.3.41)

$$\text{Ran} P_{\lambda_0} = \text{Ker}(A - \lambda_0) \quad (2.3.51)$$

Thus, by (2.3.49)

$$x = P_{\lambda_0} x + (1 - P_{\lambda_0}) x \quad (2.3.52)$$

writes any $x$ as a sum of $y \in \text{Ker}(A - \lambda_0)$ and $z \in \text{Ran}(A - \lambda_0)$. Therefore we need only prove that

$$\text{Ker}((A - \lambda_0)) \cap \text{Ran}((A - \lambda_0)) = \{0\} \quad (2.3.53)$$

Let $x_0$ be in the intersection, so for some $y$

$$(A - \lambda_0)x_0 = 0, \quad (A - \lambda_0)y = x_0 \quad (2.3.54)$$

Thus $(A - \lambda_0)^2 y = 0$ so $x_0 = (A - \lambda_0)y \neq 0$, by the index-one hypothesis. This proves (2.3.53). □
One remarkable fact is that perturbation theory for points in the discrete spectrum can be reduced to a problem in finite-dimensional perturbation theory and thereby allow an easy extension of the results in Section 1.2. The key is the following:

**Theorem 2.3.10.** Let $P, Q$ be two bounded projections on a Banach space, $X$, with

$$
\|P - Q\| < 1 \tag{2.3.55}
$$

Then there exists an invertible $U \in \mathcal{L}(X)$ (with $U^{-1} \in \mathcal{L}(X)$) so that

$$
Q = UPU^{-1}, \quad P = U^{-1}QU \tag{2.3.56}
$$

Moreover,

(a) If $X$ is a Hilbert space and $P, Q$ are orthogonal, the $U$ can be chosen to be unitary.

(b) If $Q(\beta)$ is a $\| \cdot \|$-continuous (respectively, $C^k$, $C^\infty$, analytic) function of $\beta$, for $\beta$ so small that

$$
\|Q(\beta) - Q(0)\| < 1 \tag{2.3.57}
$$

one can choose $U(\beta)$ which is continuous (respectively, $C^k$, $C^\infty$, analytic) so that

$$
Q(\beta) = U(\beta)^{-1}Q(0)U(\beta) \tag{2.3.58}
$$

**Remarks.**

1. The $\beta$ parameter can lie in $\mathbb{R}^\nu$, a manifold, or for continuity, any topological space. “Analytic” can mean either real analytic or complex analytic.

2. Example 3.15.19 will discuss pairs of projections further, and again there, $A = P - Q$ will play a central role.

**Proof.** Define

$$
A = P - Q, \quad R = A^2 = P + Q - PQ - QP \tag{2.3.59}
$$

$$
= 1 - [QPQ + (1 - Q)(1 - P)(1 - Q)]
= 1 - [PQP + (1 - P)(1 - Q)(1 - P)] \tag{2.3.60}
$$

by a direct calculation. Thus,

$$
PR = P - PQP = RP \text{ and } RQ = QR \tag{2.3.61}
$$

Define

$$
\tilde{U} = QP + (1 - Q)(1 - P), \quad \tilde{V} = PQ + (1 - P)(1 - Q) \tag{2.3.62}
$$

By (2.3.60),

$$
\tilde{U}P = Q\tilde{U}, \quad \tilde{U}\tilde{V} = \tilde{V}\tilde{U} = 1 - R \tag{2.3.63}
$$

Since $\|R\| < 1$, $1 - R$ is invertible (indeed, $(1 - R)^{-1} = 1 + R + R^2 + \ldots$).

Since $\tilde{U}, \tilde{V}$ commute with $R$, they commute with $(1 - R)^{-1}$, so $\tilde{V}(1 - R)^{-1} = \tilde{V}(1 - R)^{-1}$.
Proof. Since the invertible operators are open, if we pick \( \varepsilon \) so small that 
\[ (1 - R)^{-1/2} \sim (1 - R)^{-1/2} \sim U, \quad V = (1 - R)^{-1/2} \sim V \]
(2.3.65)
Then
\[ UV = VU = 1, \quad UP = QU \quad (2.3.66) \]

If \( X = \mathcal{H} \), a Hilbert space, and \( P = P^*, Q = Q^* \), then \( R^* = R \) (by \( 2.3.59 \)), \( (\tilde{U})^* = \tilde{V} \), so \( U^* = V \) and \( U \) is unitary. \( \square \)

Theorem 2.3.11. Let \( A(\beta) \) be a family of bounded operators on a Banach space, \( X \), so that in \( \| \cdot \| \), \( A(\beta) \) is continuous (respectively, \( C^k \), \( C^\infty \), analytic). Suppose \( \lambda_0 \) is a point of the discrete spectrum of \( A(0) \). Then for \( \beta \) small, there exist a neighborhood, \( N \), of \( \lambda_0 \) and invertible \( U(\beta) \) with \( U(0) = 1 \) so that
\[ \tilde{A}(\beta) = U(\beta)A(\beta)U(\beta)^{-1} \quad (2.3.67) \]
leaving \( \text{Ran}(P(0)) \) and \( \text{Ran}(1 - P(0)) \) setwise fixed, where \( P(0) \) is the spectral projection associated to \( \lambda_0 \) and \( A(0) \). All the spectrum of \( \tilde{A}(\beta) \) (and so of \( A(\beta) \)) in \( N \) is precisely all the spectrum of \( \tilde{A}(\beta) \upharpoonright \text{Ran}(P(0)) \). Moreover, \( U(\beta), U(\beta)^{-1}, \) and \( \tilde{A}(\beta) \) are continuous (respectively, \( C^k \), \( C^\infty \), analytic) in \( \beta \).

Remarks. 1. Thus, the spectrum of \( A(\beta) \) in \( N \) is given by the eigenvalues of a \( \beta \)-dependent family on a fixed finite-dimensional space (namely, \( \text{Ran}(P(0)) \)), so all the results of Section 1.2 apply. Notice that even if \( A(\beta) \) is linear in \( \beta \), \( \tilde{A}(\beta) \) will only be analytic, which is why one wants to do eigenvalue perturbation theory for analytic families.

2. If \( A(\beta) \) is self-adjoint for \( \beta \in [-\delta, \delta] \), then for small real \( \beta \), \( U(\beta) \) can be chosen unitary so \( \tilde{A}(\beta) \) is also self-adjoint and, for example, Rellich’s theorem, Theorem 1.4.4, applies.

Proof. Since the invertible operators are open, if we pick \( \varepsilon \) so small that
\[ \partial \mathbb{D}_\varepsilon(\lambda_0) \cap \sigma(A(0)) = \{\lambda_0\}, \] then for some \( \delta \) small and \( |\beta| < \delta \),
\[ \partial \mathbb{D}_\varepsilon(\lambda_0) \cap \sigma(A(\beta)) = \emptyset \quad (2.3.68) \]
Thus,

\[ P(\beta) = \frac{1}{2\pi i} \oint_{|\lambda-\lambda_0|=\varepsilon} \frac{d\lambda}{\lambda - A(\beta)} \]  

(2.3.69)

is continuous (respectively, \(C^k\), \(C^\infty\), analytic) in \(\beta\). In particular, by shrinking \(\delta\), we can suppose that

\[ |\beta| < \delta \Rightarrow \|P(\beta) - P(0)\| < 1 \]

By Theorem 2.3.10, find \(U(\beta)\) invertible (and unitary if \(A(\beta)\) is self-adjoint) for \(\beta \in [-\delta, \delta]\) since then \(P(\beta)\) is self-adjoint, so that

\[ P(\beta) = U(\beta)^{-1}P(0)U(\beta) \]  

(2.3.70)

This implies that \(A(\beta)\) given by (2.3.68) has \(P(0)\) as its spectral projection for spectrum inside \(D_\varepsilon(\lambda_0)\).

Since \(U(\beta)\) is continuous (respectively, \(C^k\), \(C^\infty\), analytic), so is \(\tilde{A}(\beta)\).

By the spectral localization theorem (Theorem 2.3.4), all the spectrum of \(\tilde{A}(\beta)\) near \(\lambda_0\) is spectrum of \(\tilde{A}(\beta) \upharpoonright \text{Ran}(P(0))\).

□

Notes and Historical Remarks. That the formula

\[ P = \frac{1}{2\pi i} \oint_{|z-z_0|=\varepsilon} \frac{dz}{z-x} \]  

(2.3.71)

defines a projection when \(z_0\) is an isolated point of \(\sigma(x)\) goes back to Nagumo [488]. In an early 1913 book, Riesz [564] talked about analyticity of \(A(1-zA)^{-1}\) and mentioned that one could apply the calculus of residues, but didn’t do so explicitly then! In 1930, Riesz [567] noted in the Hilbert space case that a decomposition of \(\sigma(A)\) into disjoint closed sets induced a projection, i.e., Theorem 2.3.3.

The general functional calculus in a Banach algebra setting defined by (2.3.4) goes back to Gel’fand’s great 1941 paper [228] that presented his theory of commutative Banach algebras, the subject of Chapter 6. These ideas were developed (in some cases rediscovered) in the United States in 1942–43 by Dunford [173, 174], Lorch [457], and Taylor [698]. In particular, Dunford stated and proved the general spectral mapping theorem and Lorch emphasized projections associated to splitting \(\sigma(x) = \sigma_1 \cup \sigma_2\) into disjoint closed sets.

The functional calculus has been extended to analytic functions of several commuting operators, more generally, several elements of a commutative Banach algebra, using their joint spectrum (see Section 6.2). This is discussed by Arens–Calderón [23], Šilov [625], Taylor [699], Waelbroeck [729], and Zame [771].
The pairs of projections theorem and its use to turn infinite-dimensional perturbations of discrete spectrum to finite-dimensional perturbation theory is due to Kato, initially in a 1955 unpublished technical report [374]; the standard reference is now his book [380]; see also Baumgärtel [47]. A similar idea was earlier exploited by Sz.-Nagy [689].

Problems
1. Let \( \lambda_0 \notin \sigma(x) \). Prove directly that if \( \Gamma \) is \( (\mathbb{C}, \sigma(x)) \) admissible and is chosen so \( n(\Gamma, \lambda_0) = 0 \), then

\[
\frac{1}{2\pi i} \oint_{\Gamma} (z - \lambda_0)^{-1}(z - x)^{-1} \, dz = (\lambda_0 - x)^{-1}
\]

\((\text{Hint: Write } (z - \lambda_0)^{-1}(z - x)^{-1} \text{ in terms of } (\lambda_0 - x)^{-1}(z - \lambda_0)^{-1} \text{ and } (\lambda_0 - x)^{-1}(z - x)^{-1} \text{ and use that } (2\pi i) \oint_{\Gamma} (z - x)^{-1} \, dx = 1 \text{ (why?)}\).)

2. Let \( Y, Z \) be two Banach spaces and \( X = Y \oplus Z \). Given \( B \in \mathcal{L}(Y) \), \( C \in \mathcal{L}(Z) \), let \( B \oplus C \) in \( \mathcal{L}(X) \) be defined by (2.3.26).
   (a) Prove \((B_1 \oplus C_1)(B_2 \oplus C_2) = B_1B_2 \oplus C_1C_2\).
   (b) If \( \lambda \in \rho(B) \cap \rho(C) \), prove that \( \lambda \in \rho(B \oplus C) \).
   (c) Prove \((B \oplus C - \lambda) = [(B - \lambda) \oplus 1][1 \oplus (C - \lambda)]\) and conclude that if \( \lambda \in \rho(B \oplus C) \), then \( \lambda \in \rho(B) \cap \rho(C) \).
   (d) Conclude (2.3.27).

3. Let \( z_0 \) be an isolated point of \( \sigma(A) \) for \( A \in \mathcal{L}(X) \), with \( X \) a Banach space. Suppose \( \text{Ran}(P) \) has finite dimension. Prove (2.3.41) as follows:
   (a) If \( \varphi \in \text{Ran}(P) \), prove \((A - z_0)^{\dim(\text{Ran}(P))}\varphi = 0\). \((\text{Hint: See Corollary 2.3.6})\)
   (b) If \((A - z_0)^n\varphi = 0\), for some \( n \), prove \( \varphi \in \text{Ran}(P) \). \((\text{Hint: Use the fact that there exists } B \text{ with } B(A - z_0)(1 - P) = (1 - P) \text{ and } [B, A] = [B, P] = 0 \text{ to prove } (1 - P)\varphi = 0\).)

4. Let \( X \) be a Banach space, \( A_n, A \in \mathcal{L}(X) \), with \( \|A_n - A\| \to 0 \).
   (a) Let \( \lambda \in \rho(A) \). For some \( \varepsilon > 0 \) and \( N \), prove that \( \mathbb{D}_\varepsilon(\lambda) \subset \rho(A_n) \) for all \( n > N \).
   (b) Let \( \lambda \in \sigma_d(A) \). Pick \( \varepsilon \) so small that \( \sigma(A) \cap \overline{\mathbb{D}_\varepsilon(\lambda)} = \{\lambda\} \). Prove for some \( N \) and all \( n > N \) that \( \partial \mathbb{D}_\varepsilon(\lambda) \subset \rho(A_n) \) and the only spectrum of \( A_n \) is \( \mathbb{D}_\varepsilon(\lambda) \) is discrete and the sum of the algebraic multiplicities of the points for \( A_n \) is the algebraic multiplicity for \( \lambda \) in \( \sigma_d(A) \).
2.4. The Square Root Lemma and the Polar Decomposition

The bulk of the prior results of this chapter apply to operators on a general Banach space or even to elements of a general Banach algebra with identity. In distinction, this section applies only to the case of operators on a Hilbert space.

We’ll look for an analog of \( z = |z| \exp(i \arg z) \) for \( z \in \mathbb{C} \). Our first step will be to define \( |A| \) for \( A \in \mathcal{L}(\mathcal{H}) \). To do that, we’ll first need to define what a positive operator is and then show that if \( B \geq 0 \), we can define \( \sqrt{B} \) as the unique positive operator whose square is \( B \). We can then define \( |A| = \sqrt{A^*A} \). The polar decomposition will then say

\[
A = U|A|
\]  

(2.4.1)

One might guess \( U \) unitary should be the analog of \( \exp(i \arg z) \), and that is true if \( \ker(A) = \{0\} = \ker(A^*) \). But if \( \dim(\ker(A)) + \dim(\ker(A^*)) > 0 \), examples will show there may not be a unitary \( U \), so instead we’ll define partial isometries and prove (2.4.1), called the polar decomposition, with \( U \) a partial isometry. With the additional condition that \( \ker(U) = \ker(A) \), \( U \) will be unique. We’ll end the section by analyzing the polar decomposition further when \( A = A^* \) and use that analysis to prove a variant of the spectral theorem.

**Definition.** Let \( \mathcal{H} \) be a Hilbert space and \( A \in \mathcal{L}(\mathcal{H}) \). We say \( A \) is positive (respectively, strictly positive), written \( A \geq 0 \) (respectively, \( A > 0 \)), if and only if for all \( \phi \in \mathcal{H} \),

\[
\langle \phi, A\phi \rangle \geq 0 \quad \text{(respectively, } \langle \phi, A\phi \rangle > 0 \text{ if } \phi \neq 0 \text{) } \quad (2.4.2)
\]

**Remarks.**

1. Some authors use “nonnegative” and “positive” where we use “positive” and “strictly positive.”
2. We’ll see below that \( A \geq 0 \Rightarrow A = A^* \), but this argument uses the fact that \( \mathcal{H} \) is a complex vector space. For real Hilbert spaces, one includes \( A = A^* \) as part of the definition.

**Theorem 2.4.1.** Let \( A \in \mathcal{L}(\mathcal{H}) \) be positive. Then

(a) \( A = A^* \)
(b) We have

\[
\|A\| = \sup_{\|\phi\|=1} \langle \phi, A\phi \rangle
\]  

(2.4.3)

**Remarks.**

1. (2.4.3) is closely related to \( \|B\|^2 = \|B^*B\| \) in that, first, if one knew (we’ll only prove that this is true using (2.4.3)) that there was a \( B \) with \( B = B^* \) and \( B^2 = A \), then \( \|B^*B\| = \) right side of (2.4.3), while \( \langle \phi, A\phi \rangle = \|B\phi\|^2 \), so \( \|B\|^2 = \) right side of (2.4.3). Second, the proofs are closely related.
2. We use the Schwarz inequality for semipositive inner products; see Problems 1 and 2.

**Proof.** (a) By sesquilinearity of \( \varphi, \psi \to \langle \varphi, A\psi \rangle \), we have the analog of polarization, with \( A(\varphi) = \langle \varphi, A\varphi \rangle \),

\[
\langle \varphi, A\psi \rangle = \frac{1}{4} \left( A(\varphi + \psi) - A(\varphi - \psi) + iA(\psi + i\varphi) - iA(\psi - i\varphi) \right) \tag{2.4.4}
\]

Reality of \( A(\varphi) \) and \( A(e^{i\theta}\varphi) = A(\varphi) \) imply that

\[
\langle \varphi, A\psi \rangle = \langle \psi, A\varphi \rangle = \langle A\varphi, \psi \rangle \tag{2.4.5}
\]

proving that \( A^* = A \).

(b) Since \( \langle \varphi, A\varphi \rangle \geq 0 \), we have a Schwarz inequality

\[
|\langle \varphi, A\psi \rangle|^2 \leq \langle \varphi, A\varphi \rangle \langle \psi, A\psi \rangle \tag{2.4.6}
\]

so

\[
\sup_{\|\varphi\|=1} |\langle \varphi, A\psi \rangle| \leq \sup_{\|\varphi\|=1} \langle \varphi, A\varphi \rangle \tag{2.4.7}
\]

Since \( \|\eta\| = \sup_{\|\varphi\|=1} |\langle \varphi, \eta \rangle| \) and \( \|A\| = \sup_{\|\varphi\|=1} \|A\varphi\| \), we see the left side of (2.4.7) is \( \|A\| \), so (2.4.7) says

\[
\|A\| \leq \sup_{\|\varphi\|=1} \langle \varphi, A\varphi \rangle \tag{2.4.8}
\]

On the other hand, since \( |\langle \varphi, A\varphi \rangle| \leq \|\varphi\| \|A\varphi\| \leq \|A\| \|\varphi\|^2 \), we have

\[
\sup_{\|\varphi\|=1} \langle \varphi, A\varphi \rangle \leq \|A\| \tag{2.4.9}
\]

\[\square\]

**Corollary 2.4.2.** If \( A \in \mathcal{L}(H) \), \( A \geq 0 \), and \( \|A\| \leq 1 \), then \( 1 - A \geq 0 \) and \( \|1 - A\| \leq 1 \).

**Proof.** By (2.4.3), \( \|A\| \leq 1 \) implies that

\[
\sup_{\|\varphi\|=1} \langle \varphi, A\varphi \rangle \leq 1 \tag{2.4.10}
\]

so

\[
\langle \varphi, (1 - A)\varphi \rangle = \|\varphi\|^2 - \langle \varphi, A\varphi \rangle \tag{2.4.11}
\]

\[
= \|\varphi\|^2 \left( 1 - \left\langle \frac{\varphi}{\|\varphi\|}, A \frac{\varphi}{\|\varphi\|} \right\rangle \right) \geq 0 \tag{2.4.12}
\]

so \( 1 - A \geq 0 \). Clearly, if \( \|\varphi\| = 1 \), (2.4.11) implies \( \langle \varphi, (1 - A)\varphi \rangle \leq 1 \), so by (2.4.3), \( \|1 - A\| \leq 1 \).

\[\square\]
Lemma 2.4.3. Let \( f(z) \) be defined on \( \mathbb{D} \) by \( f(z) = \sqrt{1 - z} \), the analytic function with branch determined by \( f(0) = 1 \). Then

\[
f(z) = 1 - \sum_{n=1}^{\infty} c_n z^n \quad (2.4.13)
\]

where

\[
c_n \geq 0, \quad \sum_{n=1}^{\infty} c_n = 1 \quad (2.4.14)
\]

Remarks. 1. The key consequence is that the power series (2.4.14) converges on all of \( \mathbb{D} \) since \( 1 + \sum_{n=1}^{\infty} c_n = 2 < \infty \).
2. Since \( f(z)^2 = 1 - z \) and the power series converge, we have

\[
\left( \sum_{n=1}^{\infty} c_n z^n \right)^2 - 2 \sum_{n=1}^{\infty} c_n z^n = -z \quad (2.4.15)
\]

if \( z \in \mathbb{D} \), or

\[
c_1 = \frac{1}{2}, \quad \sum_{\begin{subarray}{c} k+\ell=m \\ k \geq 1, \ell \geq 1 \end{subarray}} c_k c_\ell = 2c_m \text{ if } m \geq 2 \quad (2.4.16)
\]

Proof. By taking derivatives of \( (1 - z)^{1/2} \), we see that

\[
f^{(k)}(z) = \left( -\frac{1}{2} \right) \left( \frac{1}{2} \right) \left( \frac{3}{2} \right) \cdots \left( \frac{2k - 3}{2} \right) \left( 1 - z \right)^{\frac{1}{2} - k} \quad (2.4.17)
\]

so \( f^{(k)}(0) < 0 \), that is, \( c_n \geq 0 \). Thus, by the monotone convergence theorem for sums,

\[
\sum_{n=0}^{\infty} c_n = \lim_{t \uparrow 1} \sum_{n=1}^{\infty} c_n t^n = \lim_{t \uparrow 1} \left( 1 - \sqrt{1 - t} \right) = 1 \quad (2.4.18)
\]

\[\square\]

Theorem 2.4.4 (Square Root Lemma). Let \( A \in \mathcal{L}(\mathcal{H}) \) with \( A \geq 0 \). Then there exists a unique \( B \geq 0 \) so

\[
B^2 = A \quad (2.4.19)
\]

Moreover, \( B \) is a norm limit of polynomials in \( A \) so, in particular,

\[
[C, A] = 0 \Rightarrow [C, B] = 0 \quad (2.4.20)
\]

Remarks. 1. \([C, D]\) is shorthand for \( CD - DC \), called the commutator of \( C \) and \( D \).
2. We’ll write

\[
B = \sqrt{A} \quad (2.4.21)
\]

3. See Problem \( \square \) for an alternate construction of \( \sqrt{A} \) as a limit of polynomials in \( A \).
Proof. By replacing $A$ by $A/\|A\|$, we can suppose $\|A\| \leq 1$. In that case, by Corollary 2.4.2,
\[ \|1 - A\| \leq 1 \quad (2.4.22) \]
So we can define
\[ B = 1 - \sum_{n=1}^{\infty} c_n (1 - A)^n \quad (2.4.23) \]
where the sum converges in norm by (2.4.14). Thus, $B$ is a limit of polynomials implying (2.4.20). Since this converges absolutely in norm, we can manipulate power series and use (2.4.16) to see that
\[ B^2 = 1 - (1 - A) = A \quad (2.4.24) \]
That proves existence. To check uniqueness, suppose $C^2 = A$ also with $C \geq 0$. Since $[C, A] = 0$, we have $[C, B] = 0$, so $(C - B)(C + B) = C^2 - B^2 = 0$. Thus,
\[ (C - B)C(C - B) + (C - B)B(C - B) = 0 \quad (2.4.25) \]
For any $\varphi$, we have with $\psi = (C - B)\varphi$,
\[ \langle \psi, C\psi \rangle + \langle \psi, B\psi \rangle = 0 \quad (2.4.26) \]
so each is zero. Since $C \geq 0$, we have for all $\eta$ that $|\langle \eta, C\psi \rangle|^2 \leq \langle \psi, C\psi \rangle \langle \eta, C\eta \rangle = 0$, so $C\psi = 0$, that is, we have shown
\[ C(C - B) = B(C - B) = 0 \quad (2.4.27) \]
Thus, $(C - B)^2 = 0$, so for any $\varphi$,
\[ \| (C - B)\varphi \|^2 = \langle \varphi, (C - B)^2 \varphi \rangle = 0 \]
Thus, $B = C$. \qed

Corollary 2.4.5. Let $\mathcal{H}$ be a Hilbert space. Any $A \in \mathcal{L}(\mathcal{H})$ is a linear combination of four unitaries.

Proof. By (2.1.6), $A$ is a linear combination of two self-adjoint operators, so it suffices to prove that if $A = A^*$ and $\|A\| \leq 1$, then $A$ is a linear combination of two unitaries.

If $\|A\| \leq 1$, $1 - A^2 \geq 0$, so
\[ U_{\pm} = A \pm i \sqrt{1 - A^2} \quad (2.4.28) \]
can be defined. Clearly,
\[ U_{\pm}^* = U_{\mp}, \quad U_{\pm} U_{\mp} = 1 \quad (2.4.29) \]
so $U_{\pm}$ are unitary and $A = \frac{1}{2}(U_+ + U_-)$ is a linear combination of two unitaries. \qed
Definition. For any $A \in \mathcal{L}(\mathcal{H})$, we define $|A|$, the absolute value of $A$ by

$$|A| = \sqrt{A^*A} \quad (2.4.30)$$

Remarks. 1. For $L$ and $R$, the left and right shifts of Example 2.2.5, we see below that $\sqrt{L^*L} = \sqrt{RR^*}$ and $\sqrt{R^*R}$ are different. Thus, $|A|$ and $|A^*|$ in general may not be equal.

2. It is false in general (see Problem 3) that $|A + B| \leq |A| + |B|$. It is even false (see Problem 4) that $\| |A| - |B| \| \leq \|A - B\|$.

We are heading towards a formula $A = U|A|$. The following example shows that $U$ might not be unitary.

Example 2.4.6 (Example 2.2.5 (revisited)). Let $L$ and $R$ be the left and right shift of (2.2.18). Then $L = R^*$ and $R^*R = 1$, $L^*L = 1 - \langle \delta_1, \cdot \rangle \delta_1$, where $\langle \delta_1, (a_1, a_2, \ldots) \rangle = a_1$. Since $(R^*R)^2 = R^*R$ and $(L^*L)^2 = L^*L$, we see

$$|R| = 1, \quad |L| = 1 - \langle \delta_1, \cdot \rangle \delta_1 \quad (2.4.31)$$

If $R = U_R|R|$, then $U_R = R$, which is an isometry but not unitary since $\text{Ran}(U_R) \neq \mathcal{H}$. It is not hard to show (Problem 5) that if $L = U_L|L|$, then

$$U_{L, \varphi} = L + \langle \delta_1, \cdot \rangle \varphi \quad (2.4.32)$$

for some $\varphi$ since $\text{Ran}|L|$ is orthogonal to $\delta_1$. The choice we'll eventually make has $\varphi = 0$ and $\text{Ker}(U_{L, \varphi}) = \{ \beta \delta_1 \}$. While $\varphi \neq 0$ has $\delta_1 \notin \text{Ker}(U_{L, \varphi})$, it can be shown (Problem 6) that $\text{Ker}(U_{L, \varphi}) \neq \{0\}$ for any $\varphi \neq 0$.

Thus, we need a bigger class than unitaries.

Definition. A partial isometry is an operator $U \in \mathcal{L}(\mathcal{H})$ so that

$$U^*U = P_I, \quadUU^* = P_F \quad (2.4.33)$$

are both (orthogonal) projections.

$$\text{Ran}(P_I) = \mathcal{H}_I, \quad \text{Ran}(P_F) = \mathcal{H}_F \quad (2.4.34)$$

are called the initial subspace and final subspace, respectively.

Remark. The definition we give is equivalent to (Problem 10)

$$U = UU^*U \quad (2.4.35)$$

The names come from

Proposition 2.4.7. If $U$ is a partial isometry, we have

(a) $\text{Ker}(U) = \mathcal{H}_I$

(b) $\text{Ran}(U) = \mathcal{H}_F$

(c) $U \upharpoonright \mathcal{H}_I$ is a unitary map of $\mathcal{H}_I$ onto $\mathcal{H}_F$. 
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Conversely, if $U$ obeys (a)–(c), then $U$ is a partial isometry with initial subspace $\mathcal{H}_I$ and final subspace $\mathcal{H}_F$.

Proof. Suppose first that $U$ is a partial isometry. Then
\[ \|P_I \varphi\| = \langle P_I \varphi, P_I \varphi \rangle = \langle \varphi, P_I \varphi \rangle = \langle \varphi, U^*U \varphi \rangle = \|U \varphi\|^2 \]
Thus, $U \varphi = 0 \iff P_I \varphi = 0 \iff (1 - P_I) \varphi = \varphi \iff \varphi \in \text{Ran}(1 - P_I) = \mathcal{H}_I^\perp$, since $P_I$ is an orthogonal projection. This proves (a) and proves (c) once we prove (b).

To prove (b), we note, by (2.2.13), that $(\text{Ran} U)\perp = \text{Ker}(U^*) = \text{Ker}(UU^*) = \text{Ker}(1 - P_F)$, that is, $\mathcal{H}_F = \text{Ran}(U)$. Since $U$ is an isometry from $\mathcal{H}_I$ to $\text{Ran}(U)$, $\text{Ran}(U)$ is closed, so (b) is proven.

Conversely, suppose (a)–(c) hold. By (c), if $\varphi, \psi \in \mathcal{H}_I$ and $\eta \in \mathcal{H}_I^\perp$, then, since $U \eta = 0$,
\[ \langle (\psi + \eta), U^*U \varphi \rangle = \langle U \psi, U \varphi \rangle = \langle \psi, \varphi \rangle \quad (2.4.36) \]
\[ = \langle \psi, \varphi \rangle \quad (2.4.37) \]
\[ = \langle \psi + \eta, \varphi \rangle \quad (2.4.38) \]
Here (2.4.37) follows from the fact that $U$ is norm and so, by polarization, inner product converging on $\mathcal{H}_I$. Thus, if $\varphi \in \mathcal{H}_I$, $U^*U \varphi = \varphi = P_I \varphi$. If $\varphi \in \mathcal{H}_I^\perp$, $U^*U \varphi = 0 = P_I \varphi$, proving $U^*U = P_I$.

By (2.2.13), $\mathcal{H}_F^\perp = \text{Ran}(U)\perp = \text{Ker}(U^*) = \text{Ker}(P_F)$. On the other hand, if $\psi \in \mathcal{H}_F$, $\psi = U \varphi$ for some $\varphi$, so $UU^* \psi = UU^*U \varphi = UP_I \varphi = U \varphi = \psi = P_F \psi$. Thus, $UU^* = P_F$ and thus, $U$ is a partial isometry. \hfill \Box

Theorem 2.4.8 (Polar Decomposition Theorem). Let $A \in \mathcal{L}(\mathcal{H})$. Then there is a partial isometry, $U$, so that
\[ (a) \ A = U |A| \quad (2.4.39) \]
\[ (b) \ \mathcal{H}_I(U) = \overline{\text{Ran}(|A|)} = \text{Ker}(A)\perp \quad (2.4.40) \]
\[ (c) \ \mathcal{H}_F(U) = \overline{\text{Ran}(A)} = \text{Ker}(A^*)\perp \quad (2.4.41) \]
Moreover, (a), (b) determine $U$ uniquely.

Remarks. 1. (2.4.39) is called the polar decomposition of $A$.
2. If we need to specify the $A$ involved (e.g., we consider polar decompositions of several operators), we’ll use $U_A$, as in
\[ A = U_A |A| \quad (2.4.42) \]
3. We’ll extend this to unbounded operators in Problem 21 of Section 7.5.
2.4. The Square Root Lemma and the Polar Decomposition

Proof. Define $U$ on $\text{Ran}(|A|)$ by

$$U(|A|\varphi) = A\varphi$$

(2.4.43)

Since

$$\|A|\varphi\| = \langle |A|\varphi, |A|\varphi \rangle = \langle \varphi, |A|^2\varphi \rangle = \langle \varphi, A^*A\varphi \rangle = \langle \varphi, A\varphi \rangle = \|A\varphi\|^2$$

(2.4.44)

we see $|A|\varphi = 0 \Rightarrow A\varphi = 0$, so $U$ is well-defined on $\text{Ran}(|A|)$ and, by (2.4.44), for $\psi \in \text{Ran}(|A|)$,

$$\|U\psi\| = \|\psi\|$$

(2.4.45)

Extend $U$ to $\overline{\text{Ran}(|A|)}$ by continuity so that (2.4.45) holds for all $\psi \in \overline{\text{Ran}(|A|)}$.

Set

$$U\psi = 0 \quad \text{if} \quad \psi \in \overline{\text{Ran}(|A|)}^\perp$$

(2.4.46)

Then $U$ is a partial isometry with initial subspace $\overline{\text{Ran}(|A|)}$ and final subspace $\overline{\text{Ran}(A)}$.

By (2.2.13), $\text{Ker}(A^*)^\perp = \overline{\text{Ran}(A)}$, and by (2.4.44), $\text{Ker}(A)^\perp = \text{Ker}(|A|)^\perp = \overline{\text{Ran}(|A|)}$, completing the proof of (a)–(c).

To see that (a) and (b) uniquely determine $\psi$, note that (2.4.38) determines $U$ on $\text{Ran}(|A|)$ and so on $\overline{\text{Ran}(|A|)}$, and (b) determines $U$ on $\text{Ran}(|A|)^\perp$.

□

Here are some additional properties of the polar decomposition for general $A$:

Theorem 2.4.9.

(a) $U^*_AA = |A|$  (2.4.47)

(b) $|A^*| = U_A|A|U_A^*$  (2.4.48)

(c) $U_A^* = U_A^*$

(d) $A = |A^*|U_A$

(e) $A^* = U^*AU^*$, \quad $A = UA^*U$  (2.4.49)

Remarks. 1. It is remarkable that the same $U$ appears in both $A = U|A|$ and $A = |A^*|U$.

2. Thus $A = U|A| = |A^*|U$. One can show (Problem 16) that for any $\theta$, $A = |A^*|^\theta U|A|^{1-\theta}$.

Proof. We’ll use the notation $U = U_A$ in the proofs of (a) and (b).

(a) We have that $U^*A = U^*U|A| = |A|$ since $U^*U = 1$ on $\text{Ran}(|A|)$.  
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(b) We have that
\[(U|A|U^*)^2 = U|A|U^*U|A|U^*\]
\[= (U|A|)(|A|U^*)\]
\[= (U|A|)(U|A|)^*\]
\[= AA^*\]  \hfill (2.4.50)

where (2.4.50) comes from \(U^*U = 1\) on \(\text{Ran}(|A|)\).

Since \(\langle \varphi, U|A|U^*\varphi \rangle = \langle U^*\varphi, |A|U^*\varphi \rangle \geq 0\), uniqueness of positive square root implies (2.4.48).

(c) We have, by (2.4.48),
\[U^A|A^*| = U^A|A|U_A^* = |A|U_A^* = A^*\]
\[= (U^A|A^*)^* = (U^A|A^*)^* = |A^*|U_A^* = |A^*|U_A.\]

(d) We have that \(A = (A^*)^* = (U_A^*|A^*|)^* = |A^*|U_A^* = |A^*|U_A.\)

(e) By (a), \(U^A|A^*| = |A|U^* = (U|A|)^* = A^*,\) proving the first equation. Taking adjoints, we get the second. \(\square\)

Finally, we want to turn to the polar decomposition when \(A = A^*.\) We need a lemma ((a)–(c) are preliminaries for (d) which we’ll need below):

**Lemma 2.4.10.** Let \(C \geq 0\) and let \(P\) be the projection onto \(\text{Ker}(C)^\perp.\) Then for \(\varepsilon > 0,\)
\[
\begin{align*}
(a) \quad & ||(C + \varepsilon)^{-1}|| \leq \varepsilon^{-1} \quad (2.4.53) \\
(b) \quad & ||C(C + \varepsilon)^{-1}|| \leq 1 \quad (2.4.54) \\
(c) \quad & \lim_{\varepsilon \downarrow 0} ||C(C + \varepsilon)^{-1}C - C|| = 0 \quad (2.4.55) \\
\text{For any } & \varphi \in \mathcal{H} \\
(d) \quad & \lim_{\varepsilon \downarrow 0} C(C + \varepsilon)^{-1}\varphi = P\varphi \quad (2.4.56)
\end{align*}
\]

**Proof.** It is easy to see (Problem 7) that \(C \geq 0\) implies \(C + \varepsilon\) is invertible and \((C + \varepsilon)^{-1} \geq 0.\)

(a), (b) Let \(D = \sqrt{C}.\) Then
\[\langle D\varphi, (C + \varepsilon)^{-1}D\varphi \rangle + \varepsilon\varphi, (C + \varepsilon)^{-1}\varphi \rangle = ||\varphi||^2\]
\[\text{since } (C + \varepsilon) \text{ commutes with } C \text{ and so with } D. D(C + \varepsilon)^{-1}D = C(C + \varepsilon)^{-1}\]
\[\text{and } (C + \varepsilon)(C + \varepsilon)^{-1} = 1. \text{ This implies}\]
\[||C(C + \varepsilon)^{-1}|| = ||D(C + \varepsilon)^{-1}D|| = \sup_{||\varphi||=1} \langle D\varphi, (C + \varepsilon)^{-1}D\varphi \rangle \leq 1\]
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and

\[ \varepsilon \| (C + \varepsilon)^{-1} \| = \sup_{\| \varphi \|} \varepsilon \langle \varphi, (C + \varepsilon)^{-1} \varphi \rangle \leq 1 \]

proving (a) and (b).

(c) We have that \( C(C + \varepsilon)^{-1} \) is bounded uniformly in \( \varepsilon \), so by (2.4.54),

\[ \| C(C + \varepsilon)^{-1} - C \| = \varepsilon \| (C + \varepsilon)^{-1}C \| \leq \varepsilon \]

proving (2.4.55).

(d) Since \( \| C(C + \varepsilon)^{-1} \| \) is bounded uniformly in \( \varepsilon \), it suffices to prove (2.4.56) for the dense set \( \text{Ran}(C) + \text{Ker}(C) \) (since \( \text{Ran}(C) = \text{Ker}(C)^\perp \)). If \( \varphi \in \text{Ker}(C) \), \( C(C + \varepsilon)^{-1}\varphi = (C + \varepsilon)^{-1}C\varphi = 0 \) and \( P\varphi = 0 \), so (2.4.56) is immediate.

If \( \varphi = C\psi \), then by (2.4.55),

\[ \lim_{\varepsilon \to 0} C(C + \varepsilon)^{-1}\varphi = \lim_{\varepsilon \to 0} C(C + \varepsilon)^{-1}C\psi = C\psi = \varphi = P\varphi \]

\[ \square \]

**Theorem 2.4.11.** Let \( A \in \mathcal{L}(\mathcal{H}) \) with \( A = A^* \). Let \( U|A| \) be its polar decomposition and \( P \) the projection onto \( \text{Ker}(A)^\perp = \text{Ran}(A) \). Then

(a) \( U = U^* \) \hspace{1cm} (2.4.58)

(b) If \( [B, A] = 0 \), then \( [B, U] = 0 \) and, in particular,

\[ U|A| = |A|U \]

\[ UA = AU \] \hspace{1cm} (2.4.59)

(c) \( U^2 = P \) \hspace{1cm} (2.4.60)

(d) \( \mathcal{H} = \mathcal{H}_+ \oplus \mathcal{H}_0 \oplus \mathcal{H}_- \)

where \( \mathcal{H}_0 = \text{Ker}(A) = \text{Ker}(U) \) and \( \mathcal{H}_\pm = \text{Ker}(U \mp 1) \).

\[ \varphi \in \mathcal{H}_\pm \Rightarrow U\varphi = \pm \varphi \] \hspace{1cm} (2.4.61)

(e) If \( P_\pm, P_0 \) are the projections onto \( \mathcal{H}_+, \mathcal{H}_-, \mathcal{H}_0 \), we have

\[ (P_0 + P_\pm)\varphi = \varphi \Rightarrow \pm \langle \varphi, A\varphi \rangle \geq 0 \]

(2.4.62)

**Remark.** This is an analog of a Hahn decomposition for measures. If \( A_\pm = AP_\pm \), then \( A = A_+ - A_- \), \( A_\pm \geq 0 \), and \( A_+ A_- = A_- A_+ = 0 \); see Problem 12.

**Proof.** (a) In general, \( U_{A^*} = U_A^* \), so if \( A = A^* \), (2.4.58) holds.

(b) We claim that for any \( \varphi \),

\[ U\varphi = \lim_{\varepsilon \downarrow 0} A(|A| + \varepsilon)^{-1}\varphi \]

(2.4.63)

for \( UP = U \) so, by the lemma,

\[ U\varphi = UP\varphi = \lim_{\varepsilon \downarrow 0} U|A|(|A| + \varepsilon)^{-1}\varphi = \text{RHS of (2.4.65)} \]

by the polar decomposition.
If $B$ commutes with $A$, it commutes with $A^*A = A^2$ and so with $|A|$, and thus, with $A(|A| + \varepsilon)^{-1}$. By (2.4.63), $B$ commutes with $U$.

(c) Since $U = U^*$, $U^2 = U^*U = P$.

(d) On $\text{Ker}(P)^{\perp}$, $U^2 = 1$, so on $\text{Ran}(P)$,

\[ (U + 1)(U - 1) = U^2 - 1 = 0 \]  

(2.4.66)

Thus, $\text{Ran}(U - 1) \cap \text{Ran}(P) \subset \text{Ker}(U + 1)$. It follows that if $\mathcal{H}_\pm = \text{Ker}(U \mp 1)$, then $\mathcal{H}_+ \oplus \mathcal{H}_- = \text{Ran}(P)$. On $\mathcal{H}_\pm$, $U\varphi = \pm\varphi$, so if $\varphi_\pm \in \mathcal{H}_\pm$, $\langle \varphi_+, \varphi_- \rangle = \langle U\varphi_+, \varphi_- \rangle = \langle \varphi_+, U\varphi_- \rangle = -\langle \varphi_+, \varphi_- \rangle$. Thus, $\mathcal{H}_+ \perp \mathcal{H}_-$, proving (d).

(e) If $\varphi = \varphi_+ + \varphi_- + \varphi_0$ with $\varphi_\pm \in \mathcal{H}_\pm$, $\varphi_0 \in \text{Ker}(U)$, then

\[ \langle \varphi, A\varphi \rangle = \langle \varphi_+, A\varphi_+ \rangle + \langle \varphi_-, A\varphi_- \rangle \]  

(2.4.67)

since (2.4.62) holds and $A$ commutes with $P$ and with $U$. Moreover,

\[ \langle \varphi_\pm, A\varphi_\pm \rangle = \langle \varphi_\pm, U|A|\varphi_\pm \rangle = \langle U\varphi_\pm, |A|\varphi_\pm \rangle = \pm \langle \varphi_\pm, |A|\varphi_\pm \rangle \]  

(2.4.68)

proving (2.4.64).

Notice, since (2.4.62) is a sum of eigenspaces for $U$, we have

\[ P_\pm = \frac{1}{2} (1 \pm U)U, \quad P_0 = (1 + U)(1 - U) \]  

(2.4.69)

In particular, if $[B, A] = 0$, then $[B, U] = 0$ (by (b) of the theorem) and so, by (2.4.69), $[B, P_\pm] = 0$, $[B, P_0] = 0$.

Remarkably, this last theorem provides an easy proof of a version of the spectral theorem. That this is a form of the spectral theorem will be discussed further in Chapter 5. First, we need a lemma.

**Lemma 2.4.12.** Let $A$ be a self-adjoint operator.

(a) Let $Q$ be a projection so that $[Q, A] = 0$ and $\varphi \in \text{Ran}(Q)$, $\varphi \neq 0 \Rightarrow \langle \varphi, A\varphi \rangle > 0$ (respectively, $\langle \varphi, A\varphi \rangle \geq 0$). Then, $\text{Ran}(Q) \subset \text{Ran}(P_+(A))$ (respectively, $\text{Ran}(Q) \subset \text{Ran}(P_+(A)) + \text{Ran}(P_0(A))$).

(b) If $B$ is a second self-adjoint operator with $[B, A] = 0$ and $B \succeq A$, then $\text{Ran}(P_+(A)) \subset \text{Ran}(P_+(B))$ and $\text{Ran}(P_0(A)) + \text{Ran}(P_+(A)) \subset \text{Ran}(P_0(B)) + \text{Ran}(P_+(B))$.

**Proof.** (a) We do the $P_+$ case. The $P_+ + P_0$ case is similar. By Theorem 2.4.11(b), $P_+(A)$ and $1 - Q$ are compatible. If $\varphi \in \text{Ran}[1 - P_+(A)] \cap \text{Ran}(Q)$, then $\langle \varphi, A\varphi \rangle \leq 0$ (since $\varphi \in \text{Ran}(P_0(A)) + \text{Ran}(P_-(A))$), and if $\varphi \neq 0$, $\langle \varphi, A\varphi \rangle > 0$ (by hypothesis). Thus, $\varphi = 0$. It follows from (2.1.27) that

\[ Q(1 - P_+(A)) = 0 \]  

(2.4.70)

so $Q = P_+(A)Q \Rightarrow \text{Ran}(Q) \subset \text{Ran}(P_+(A))$. 
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Remark. (2.4.75) implies that (indeed, is equivalent to, as we’ll see) (Spectral Theorem, First Form)

Theorem 2.4.13 (Spectral Theorem, First Form). Let $A \in \mathcal{L}(\mathcal{H})$ obey $A = A^*$. Then for any interval $I$ of the form $[a, b)$, if $-\|A\| \leq a < b \leq \|A\|$, or $[a, \|A\|)$ if $-\|A\| < a < \|A\|$, there is a projection, $P_I$, commuting with $A$ so that if $\{I_j(n)\}_{j=-2^n}^{2^n-1}$ is $[\frac{\|A\|}{2^n}, \frac{\|A\|}{2^n} + \frac{\|A\|}{(j+1)}}$, with $\|A\|$ included in the set if $j = 2^n - 1$ and if $x_j^{(n)}$ are arbitrary points in $I_j(n)$ then

(a) For all $I, J, P_I$ and $P_J$ are compatible and

$$P_I P_J = P_J P_I = P_I \cap J \quad (2.4.71)$$

(b) For each $n$ and all $j, k \in \{-2^n, \ldots, 2^n - 1\}$,

$$P_j^{(n)} P_k^{(n)} = \delta_{jk} P_j^{(n)} \quad (2.4.72)$$

$$\sum_{j=-2^n}^{2^n-1} P_j^{(n)} = 1 \quad (2.4.73)$$

(c) If $I = [a, b)$ and $\varphi \in \text{Ran}(P_I)$ with $\|\varphi\| = 1$, then

$$a \leq \langle \varphi, A \varphi \rangle \leq b \quad (2.4.74)$$

(d) For any $\ell \in 0, 1, 2, \ldots$,

$$\left\| A^\ell - \sum_{j=-2^n}^{2^n-1} (x_j^{(n)})^\ell P_j^{(n)} \right\| \leq \ell \|A\|^{\ell-1} 2^{-n} \quad (2.4.75)$$

so, in particular, the norm goes to zero as $n \to \infty$ for $\ell$ fixed.

Remark. (2.4.75) implies that (indeed, is equivalent to, as we’ll see)

$$\varphi \in \text{Ran}(P_j^{(n)}) \Rightarrow \| [A^\ell - (x_j^{(n)})^\ell] \varphi \| \leq \ell \|A\|^{\ell-1} 2^{-n} \|\varphi\| \quad (2.4.76)$$

Proof. For $b \in [-\|A\|, \|A\|]$, define

$$P_{<b} = P_+ (b - A) \quad (2.4.77)$$

Two applications of Theorem 2.4.11(b), prove that the $P_{<b}$ are mutually commuting. If $b_1 > b_2$, then $b_1 - A > b_2 - A$, so $\text{Ran}(P_{<b_2}) \subset \text{Ran}(P_{<b_1})$ by the lemma. Thus, $\text{Ran}(P_{<b})$ is increasing in $b$. Define

$$P_{\geq a} = 1 - P_{<a} \quad (2.4.78)$$

Then $\text{Ran}(P_{\geq a})$ is decreasing in $a$. If $I = [a, b)$ with $a < b$, define

$$P_I = P_{\geq a} P_{<b} \quad (2.4.79)$$
(in case $b = |A|$ and we want $I = [a,b]$, we use $P_I = P_{\geq a}$). Since the $P_{< b}$ are mutually commuting, so are the $P_I$’s.

(2.4.71) is easy to see (Problem 8), given the monotonicity properties, and it implies (2.4.72). (2.4.72) in turn implies that $I \cap J = \emptyset \Rightarrow P_{I \cap J} = P_I + P_J$ (see (2.1.32)) and this implies (2.4.73).

By construction, we have (2.4.74), that is,

$$\varphi \in \text{Ran}(P_{[a,b)}) \Rightarrow a\|\varphi\|^2 \leq (\varphi, A\varphi) \leq b\|\varphi\|^2$$

(2.4.80)

Thus, on $\text{Ran}(P_{[a,b)})$, $A - a \geq 0$, and by (2.4.3),

$$\|(A - a)P_{[a,b]}\| \leq |b - a|$$

(2.4.81)

Similarly (looking at $b - A$),

$$\|(A - b)P_{[a,b]}\| \leq |b - a|$$

(2.4.82)

If $a \leq c \leq b$, we can write $c = \theta a + (1 - \theta)b$ for some $\theta \in [0,1]$, and so, using $A - c = \theta (A - a) + (1 - \theta)(A - b)$, conclude that

$$\|(A - c)P_{[a,b]}\| \leq |b - a|$$

(2.4.83)

Writing

$$A^\ell - c^\ell = (A - c) \sum_{j=0}^{\ell-1} A^j c^{\ell-1-j}$$

(2.4.84)

we see if $|c| \leq \|A\|$, we have by (2.4.82) that

$$\|(A^\ell - c^\ell)P_{[a,b]}\| \leq \ell\|A\|^\ell|b - a|$$

(2.4.85)

which proves (2.4.76). This easily (Problem 9) yields (2.4.75). □

Notes and Historical Remarks. The polar decomposition for operators on a Hilbert space is due to von Neumann [724] in 1932. But it has an older pedigree for finite matrices, appearing first in a 1902 paper of Autonne [38] who proved a finite invertible matrix, $A$, can be written $A = UB$, where $U$ is unitary and $B > 0$. This was rediscovered by Wintner and Murnaghan [763], apparently unaware of the earlier work. There is a close connection between the polar decomposition and the canonical expansion of Section 3.5 which in one form (“singular value decomposition”) predates the polar decomposition; see the Notes to Section 3.5. The finite matrix work was restricted to $A$ invertible, so $U$ is unitary. For the case of compact $A$, where the polar decomposition will be an important tool, the case $A$ is not invertible (and so $U$ only a partial isometry) is relevant, so the form used by von Neumann will be critical.
While not stated in terms of a polar decomposition, Schmidt [601] in 1907, with followup by Picard [522] in 1910, considered integral kernels and numbers $\mu$ and pairs of functions $\varphi, \psi$ with

\[
\varphi(s) = \mu \int K(s,t)\psi(t) \, dt \tag{2.4.86}
\]

\[
\psi(s) = \mu \int K(t,s)\varphi(t) \, dt \tag{2.4.87}
\]

If $A\eta(s) = \int K(s,t)\eta(s) \, ds$, then $\mu^{-1}$ is an eigenvalue of $|A|$.

von Neumann constructed $\sqrt{A}$ using the spectral theorem. The construction in Problem 11 is due to Visser [717] in 1937. He used it to prove the decomposition, $A = A_+ - A_-$, of Riesz, discussed below. The method in the text using the power series for $\sqrt{1-x}$ goes back at least to Ford [203], but I suspect it is much older.

The term partial isometry and definition via $U = UU^*U$ are due to Murray–von Neumann [487].

The decomposition in Theorem 2.4.11, $P_+ + P_- + P_0 = 1$, for self-adjoint operators, $A$, is due to Riesz [567] who thought of it as a kind of Hahn decomposition. Its use to prove the spectral theorem as we do in Theorem 2.4.13 is also from Riesz’s paper.

It follows from this Riesz decomposition and (2.4.3) that for any self-adjoint $A$,

\[
\|A\| = \sup_{\varphi \in \mathcal{H}, \|\varphi\| = 1} |\langle \varphi, A\varphi \rangle| \tag{2.4.88}
\]

Riesz uses this in the proof of his decomposition.

**Problems**

1. If $A > 0$, (2.4.8) is just the ordinary Schwarz inequality. Prove (2.4.8) by showing it for $A + \varepsilon 1$ and taking $\varepsilon \downarrow 0$.

2. Let $A(\varphi, \psi)$ be a semidefinite sesquilinear form.
   (a) Prove $A(\varphi, \varphi) = 0 \Rightarrow A(\varphi, \psi) = 0$ for all $\psi$. (*Hint: Consider $A(\varphi + z\psi, \varphi + z\psi)$ for $z$ small and complex.*)
   (b) If $A(\varphi, \varphi) \neq 0 \neq A(\psi, \psi)$, prove that

   \[
   |A(\varphi, \psi)|^2 \leq A(\varphi, \varphi)A(\psi, \psi) \tag{2.4.89}
   \]

   (*Hint: Look at the quadratic equation $t \mapsto A(\varphi + t\psi, \varphi + t\psi)$.*
   (c) Prove (2.4.89) in all cases.

3. Let $A = \begin{pmatrix} 2 & 0 \\ 0 & 0 \end{pmatrix}$, $B = \begin{pmatrix} -1 & -1 \\ 1 & -1 \end{pmatrix}$. Is it true that $|A + B| \leq |A| + |B|$?

4. Find an example of $2 \times 2$ matrices for which $||A| - |B|| \leq ||A - B||$ fails.
5. Prove that if \( L \) is left shift and if \( L = V|L| \), then for some \( \varphi \), \( V = U_{L,\varphi} \)
given by (2.4.32).

6. Let \( U_{L,\varphi} \) be given by (2.4.32). Prove that \( \ker(U_{L,\varphi}) \) is always one-dimensional.

7. Let \( C \geq 0 \).
   (a) Prove \( \| (C + \varepsilon) \varphi \| \geq \varepsilon \| \varphi \|, \ker(C + \varepsilon) = \{0\} = \ker(C^* + \varepsilon) \)
   and conclude that \( (C + \varepsilon) \) is invertible so, in particular, \( \operatorname{ran}(C + \varepsilon) = \mathcal{H} \).
   (b) Prove \( (C + \varepsilon)^{-1} > 0 \). (Hint: To look at \( \langle \varphi, (C + \varepsilon)^{-1} \varphi \rangle \), suppose \( \varphi = (C + \varepsilon)\psi \).)

8. If \( P_I \) is given by (2.4.79), confirm that \( P_I P_J = P_I \cap J \).

9. Let \( B \) be an operator and \( \{P_j\}_{j=1}^J \) be mutually commuting projections, each commuting with \( B \). For \( j \neq k \), suppose \( P_j P_k = 0 \) and that \( \sum_{j=1}^J P_j = 1 \). Prove that

\[
\left\| B - \sum_{j=1}^J c_j P_j \right\| = \sup_{j=1,\ldots,J} \| (B - c_j) P_j \|
\]

10. (a) If \( U \) is a partial isometry, prove that

\[
U = UU^*U
\]  
(2.4.90)

(b) Prove that (2.4.90) implies that \( U^*U \) is a self-adjoint projection.

(c) Prove that (2.4.90) implies \( UU^* \) is a self-adjoint projection.

11. This will provide an alternate proof that if \( 0 \leq A \) has \( \|A\| \leq 1 \), then there exist polynomials, \( p_n(A) \), converging in norm to a positive operator \( B \) with \( B^2 = A \). As in the preliminaries leading to Theorem 2.4.4 one has that \( C = 1 - A \) has \( 0 \leq C \leq 1 \) and \( \|C\| \leq 1 \).
   (a) Define \( D_n \) inductively by

\[
D_0 = 0, \quad D_{n+1} = \frac{1}{2} (C + D_n^2) \]  
(2.4.91)

Prove inductively that \( \|D_n\| \leq 1 \) and \( [R, C] = 0 \Rightarrow [R, D_n] = 0 \).

(b) Prove that \( D_n \) is a polynomial in \( C \) with positive coefficients.

(c) Prove that

\[
D_{n+1} - D_n = \frac{1}{2} (D_n^2 - D_{n-1}^2) = \frac{1}{2} (D_n - D_{n-1})(D_n + D_{n-1})
\]  
(2.4.92)

(d) Prove inductively that \( D_n - D_{n-1} \) is a polynomial in \( C \) with nonnegative coefficients, and conclude that \( D_{n-1} \leq D_n \).
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(e) For any \( \varphi \), prove that \( \lim_{n \to \infty} \langle \varphi, D_n \varphi \rangle \) exists.

(f) For any positive operator \( C \), prove that \[
\|C\varphi\|^2 \leq \langle \varphi, C\varphi \rangle \|C\| \tag{2.4.93}
\]

(\textit{Hint:} See (2.4.6) and the proof of (2.4.3).)

(g) Prove \( D_n \varphi \) is \( \|\cdot\|\)-Cauchy, so \( \text{s-lim}_{n \to \infty} D_n = D_\infty \) exists.

(h) Prove that \( D_\infty \) obeys \[
2D_\infty = C + D_\infty^2, \quad 0 \leq D_\infty \leq 1 \tag{2.4.94}
\]

(i) Let \( B = 1 - D_\infty \). Prove that \( B^2 = A, \ B \geq 0 \), completing the proof of the existence of a positive square root which is a limit of polynomials in \( A \).

12. Suppose \( A \) is self-adjoint, \( A = A_+ - A_- \) with \( A_+ \geq 0 \), \( A_+A_- = A_-A_+ = 0 \). This problem will prove that \( A_\pm = AP_\pm(A) \), showing a uniqueness result that specifies \( A_\pm \).

(a) Prove \( P_\pm(A), \ P_\pm(A_\pm), \ P_0(A), \ P_0(A_\pm) \) are compatible projections.

(b) Prove that \( A^2 = A_+^2 + A_-^2 \).

(c) Prove that \[
\text{Ker}(A_+) \cap \text{Ker}(A_-) = \text{Ker}(A) \tag{2.4.95}
\]

(d) Prove that \( \text{Ran}(A_+) \subset \text{Ker}(A_\pm) \) and then that \[
\text{Ker}(A_\pm) \perp \subset \text{Ker}(A_+) \tag{2.4.96}
\]

(e) Prove that \[
P_0(A) + P_+(A_+) + P_+(A_-) = \mathcal{H} \tag{2.4.97}
\]

(\textit{Hint:} See (2.4.95) and (2.4.96).)

(f) Prove \( \text{Ran}(P_+(A)) \subset \text{Ran}(P_+(A_+)) \) and \( \text{Ran}(P_-(A)) \subset \text{Ran}(P_-(A_-)) \). (\textit{Hint:} Lemma (2.4.12))

(g) Prove \( P_+(A) = P_+(A_+), \ P_-(A) = P_+(A_-) \).

(h) Prove \( A_\pm = AP_\pm(A) \).

13. A main point of this problem is to prove \[
AA^* = A^*A \Rightarrow [U, |A|] = [U, A] = [U, U^*] = 0
\]

so, in particular, \( U \) is a unitary operator from \( \text{Ker}(A) \) to itself. But there are many more equivalences you will prove, including

\[
AA^* = A^*A \quad \overset{1}{\iff} \quad \|A\varphi\|^2 = \|A^*\varphi\|^2
\]

\[
\overset{2}{\iff} \quad |A| = |A^*|
\]
2. Operator Basics

\[ [U, |A|] = 0 \]
\[ [U^*, |A|] = 0 \]
\[ [U, A] = 0 \]

and

\[ \|A\varphi\|^2 = \|A^*\varphi\|^2 \Rightarrow \text{Ker}(A) = \text{Ker}(A^*) \]

and

\[ \text{Ker}(A) = \text{Ker}(A^*) \Rightarrow [U, U^*] = 0 \]

(a) Prove 1.
(b) Prove 2 given 1 by showing \(AA^* = A^*A \Leftrightarrow |A| = |A^*|\).
(c) Prove 3. (Hint: See (d) of Theorem 2.4.9)
(d) Prove 4.
(e) Prove 5 (given 4).
(f) Prove 6.
(g) Prove 7.

14. This problem will prove that \(A \rightarrow \sqrt{A}\) is norm-continuous. Below, all operators \((A, A_n, B)\) are nonnegative.

(a) For real numbers, \(c, d \geq 0\), prove that

\[ |\sqrt{c} - \sqrt{d}| \leq \sqrt{|c - d|} \]  (2.4.98)

(Hint: Prove \(|\sqrt{c} - \sqrt{d}| = |c - d|/(\sqrt{c} + \sqrt{d})\) and that \(\sqrt{c} + \sqrt{d} \geq \sqrt{|c - d|}\).)

(b) If \(0 \leq A \leq 1 - \varepsilon\), prove that

\[ \|(1 - A)^n - (1 - (A + \varepsilon))^n\| \leq \|1 - A\|^n - (\|1 - A\| - \varepsilon)^n \]  (2.4.99)

(Hint: Prove first that \(\|1 - (A + \varepsilon)\| = \|1 - A\| + \varepsilon\).)

(c) If \(0 \leq A \leq 1 - \varepsilon\), prove that

\[ \|\sqrt{A + \varepsilon} - \sqrt{A}\| \leq \sqrt{\varepsilon} \]  (2.4.100)

(Hint: Use \(\sqrt{B} = 1 - \sum_{n=1}^{\infty} c_n (1 - B)^n\) with \(c_n\) given by (2.4.13) and parts (a) and (b).)

(d) If \(\varepsilon \leq B \leq 1\) and \(\varepsilon \leq A \leq 1\), prove that (with \(c_j\) given by (2.4.13))

\[ \|\sqrt{A} - \sqrt{B}\| \leq \|A - B\| \sum_{j=1}^{\infty} jc_j (1 - \varepsilon)^j \]
\[ = (2\varepsilon^{1/2})^{-1} \|A - B\| \]  (2.4.101)
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(e) If \( 0 \leq B \leq 1 - \varepsilon \) and \( 0 \leq A \leq 1 - \varepsilon \), prove that
\[
\|\sqrt{A} - \sqrt{B}\| \leq 2\varepsilon^{1/2} + (2\varepsilon^{1/2})^{-1}\|A - B\| \tag{2.4.102}
\]
(Hint: Use (c) and (d).)

(f) If \( \|A\| \leq \frac{1}{2} \), \( \|B\| \leq \frac{1}{2} \), prove that
\[
\|\sqrt{A} - \sqrt{B}\| \leq 2\|A - B\| \tag{2.4.103}
\]
(Hint: Take \( \varepsilon = \frac{1}{4}\|A - B\| \).)

(g) If \( \|A_n - A\| \to 0 \), prove that \( \|\sqrt{A_n} - \sqrt{A}\| \to 0 \).

15. Let \( \mathcal{H}_1, \mathcal{H}_2 \) be two Hilbert spaces and \( A \in \mathcal{L}(\mathcal{H}_1, \mathcal{H}_2) \) a bounded linear map of \( \mathcal{H}_1 \) to \( \mathcal{H}_2 \). This problem will prove a polar decomposition
\[
A = U|A| \tag{2.4.104}
\]
with \( |A| \in \mathcal{L}(\mathcal{H}_1) \) is self-adjoint and positive and \( U \) is a partial isometry from \( \mathcal{H}_1 \) to \( \mathcal{H}_2 \) (with the obvious extension of the notion on a single Hilbert space).

(a) Prove \( A^*A \) is a positive self-adjoint operator on \( \mathcal{L}(\mathcal{H}_1) \) and let \( |A| = \sqrt{A^*A} \).

(b) Verify a \( U \) exists, unique if \( \text{Ran}|A| \) is the initial space for \( U \), so \( \text{(2.4.104)} \) holds.

16. Let \( A \) be a bounded operator. Let \( \mathcal{H}_i = \text{Ker}(A)^\perp \), \( \mathcal{H}_f = \text{Ker}(A^*)^\perp \) so \( V \equiv U \mid \mathcal{H}_i \) is a unitary map of \( \mathcal{H}_i \) to \( \mathcal{H}_f \).

(a) Prove that \( \mathcal{H}_i \) (respectively, \( \mathcal{H}_f \)) is an invariant space for \( |A| \) (respectively, \( |A^*| \)).

Let \( B = |A| \upharpoonright \mathcal{H}_i \), \( C = |A^*| \upharpoonright \mathcal{H}_f \).

(b) Prove that \( VBV^{-1} = C \).

(c) Prove for any bounded Borel function on \([0, \infty)\), \( V\varphi(B)V^{-1} = \varphi(C) \).

**Remark.** This requires the functional calculus form of the spectral theorem; see Section 5.1.

(d) If \( \varphi(x), \psi(x) \equiv 1 \) for two bounded Borel functions on \([0, \infty)\), prove that
\[
\varphi(A^*) U \psi(A) = A \tag{2.4.105}
\]
(e) Prove that for \( 0 < \theta < 1 \), \( |A^*|^{\theta} U |A|^{1-\theta} = A \).

**Remarks.**
1. This is a result of Gesztesy et al. [241].
2. This proof extends to the unbounded case once one has the polar decomposition (see Problem 21 of Section 7.5) and spectral theorem for such operators.
17. This problem illuminates the square root lemma. The result here is stronger in that it works on a general Banach space or for some non-self-adjoint operator on a Hilbert space, but it is much weaker in that it requires $A$ be invertible.

(a) Let $A$ be a bounded operator on a Banach space, $X$. Suppose $\sigma(A) \cap (-\infty, 0] = \emptyset$. Prove there exists another operator $B$ on $X$ so that

$$\sigma(B) \subset \mathbb{H}_+, \quad B^2 = A$$

(b) Prove that $B$ obeying (2.4.106) is unique.
Chapter 3

Compact Operators, Mainly on a Hilbert Space

**Big Notions and Theorems:** Compact Operators, Finite Approximable Operators, Completely Continuous Operators, Schauder’s Theorem, FA ⊂ Com ⊂ CC, FA = Com = CC for Hilbert Spaces, Concrete Hilbert–Schmidt Operators, Schauder Basis, Hilbert–Schmidt Theorem, Sturm–Liouville Operators, Integral Kernel, Sturm–Liouville Theorem, Riesz–Schauder Theorem, Fredholm Alternative, Ringrose–West Decompositions, Nest of Subspaces, Ringrose Structure Theorem, Volterra Nest, Singular Values, Canonical Expansion, Ky Fan Inequalities, Horn’s Inequalities, Trace Class, Trace Norm, Invariance of Trace, Doubly Substochastic Matrix, Trace, \( \operatorname{Tr}(AB) = \operatorname{Tr}(BA) \), Duals of \( I_\infty \) and \( I_1 \), Trace Ideals, Hölder’s Inequality for Matrices, Abstract Hilbert–Schmidt, Schur Basis, Schur–Lalesco–Weyl Inequality, Determinants of \( 1 + I_1 \), Cramer’s Rule, Plemelj–Smithies Formula, Fredholm Kernel, Fredholm Determinant, Fredholm Minor, Hadamard’s Inequality, Mercer’s Theorem, Lidskii’s Theorem, Regularized Determinants, Renormalized Plemelj–Smithies Formulae, Hilbert–Fredholm Kernel, Weyl’s Invariance Theorem, Analytic Fredholm Theorem, Min-Max Principle, Cokernel, Fredholm Operators, Index, Pseudo-inverse, Atkinson’s Theorem, Dieudonné’s Theorem, Homotopy Invariance of Index, Additivity of Index, Pairs of Projections, Toeplitz Operators, Aharonov–Casher Theorem, M. Riesz’s Criterion, Rellich’s Criterion

The central results in finite-dimensional operator theory are existence of determinant and trace, the spectral theorem, and the Jordan normal form (see Section 1.3). In this chapter, we’ll discuss a class of infinite-dimensional operators that are so close to finite-dimensional operators that all these notions extend.
In Section 3.1 we’ll present three possible notions of “close to finite-dimensional” for \( A \in \mathcal{L}(X) \), where \( X \) is a Banach space:

(i) \( \text{Com}(X) \), the compact operators for which \( A[X_1] \) is norm compact (with \( X_1 = \{ x \in X \mid \| x \| \leq 1 \} \));

(ii) \( \text{CC}(X) \), the completely continuous operators that obey \( x_n \xrightarrow{w} x \Rightarrow \| Ax - Ax_n \| \to 0 \);

(iii) \( \text{FA}(X) \), the finite approximal operators that are norm limits of finite rank operators.

In general, \( \text{FA}(X) \subset \text{Com}(X) \subset \text{CC}(X) \), but in many cases, including the Hilbert space case, they are all equal, as we’ll prove in Section 3.1.

In all but Sections 3.1, 3.3, and 3.4, we’ll consider the Hilbert space case only—not so much because every compact operator can be approximated by finite rank operators (although that will be useful), but because we have a complete analysis of compact self-adjoint operators and we have the polar decomposition.

Section 3.2 will discuss compact self-adjoint operators and prove that any such operator, \( A \), has a complete orthonormal set of eigenvectors \( \{ \varphi_n \}_{n=1}^{\infty} \) so \( A\varphi_n = \lambda_n \varphi_n \), where \( |\lambda_n| \to 0 \). This is an analog of the spectral theory for finite matrices. As an application, we present Sturm–Liouville theory.

Sections 3.3 and 3.4 will discuss an analog of Jordan normal forms (Riesz–Schauder theorem). We’ll prove \( \sigma(A) \) is countable with only 0 as a possible nonisolated point in \( \sigma(A) \). If \( \lambda_0 \neq 0 \) is in \( \sigma(A) \), \( (A - \lambda)^{-1} \) will be meromorphic at \( \lambda_0 \) with finite rank residues. In particular, if \( P_{\lambda_0} = (2\pi i)^{-1} \int_{|\lambda - \lambda_0| = \varepsilon} (\lambda - A)^{-1} d\lambda \) for small \( \varepsilon \) is the associated spectral projection, then \( \dim(P_{\lambda_0}) < \infty \) and \( AP_{\lambda_0} = \lambda_0 P_{\lambda_0} + D_{\lambda_0} \), where \( D_{\lambda_0} \) is nilpotent. Moreover, one can decompose \( A = N + Q \) where \( N \) is normal with \( r(N) = \sigma(N) \) and \( Q \) is quasinilpotent.

In Section 3.5 and the rest of the chapter (except for Section 3.15), we’ll specialize to the Hilbert space case. The singular values of a compact operator, \( A \), are the nonzero eigenvalues of \( |A| \) but in decreasing order \( \mu_1(A) \geq \mu_2(A) \geq \ldots \). If \( |A| \) is finite rank, we’ll set \( \mu_n(A) = 0 \) for \( n > \text{rank}(|A|) \). By combining this definition and the polar decomposition, we’ll prove there exist two orthonormal sets, \( \{ \varphi_n \}_{n=1}^{\infty} \) and \( \{ \psi_n \}_{n=1}^{\infty} \), so that

\[
A = \sum_{n=1}^{\infty} \mu_n(A) \langle \varphi_n, \cdot \rangle \psi_n \tag{3.0.1}
\]
called the canonical expansion.
Sections 3.6–3.8 push the analogy between trace and measure. The analogs of $L^p$ space will be the set, $I_p$, of compact operators with
\[ \|A\|_p = \left( \sum_{n=1}^{\infty} \mu_n(A)^p \right)^{1/p} \] (3.0.2)
finite. $I_p$ is a two-sided ideal of $\mathcal{L}(\mathcal{H})$.

Section 3.7 discusses some aspects of the general theory, and Section 3.6 is on $I_1$. For $A \in I_1$, one can define
\[ \text{Tr}(A) = \sum_{n=1}^{\infty} \mu(A) \langle \varphi_n, \psi_n \rangle \] (3.0.3)
We’ll prove for any orthonormal basis $\{\eta_n\}_{n=1}^{\infty}$, $\sum_{n=1}^{\infty} \langle \eta_n, A_n \eta_n \rangle$ is absolutely convergent with the sum equal to $\text{Tr}(A)$. We’ll also see that $\text{Tr}(AB) = \text{Tr}(BA)$ and that $A \in I_p \iff |A|^p \in I_1$ and $\|A\|^p = \text{Tr}(|A|^p)$. Section 3.8 deals with $I_2$ and realizes $\mathcal{H}^* \otimes \mathcal{H}$ as an $I_2$ space.

One purpose of Sections 3.9, 3.10, and 3.12 is to prove that if $\{\lambda_n(A)\}_{n=1}^{N}$ is a listing of the nonzero eigenvalues of a compact operator, counted up to algebraic multiplicity, then for $A \in I_1$,
\[ \text{Tr}(A) = \sum_{n=1}^{N} \lambda_n(A) \] (3.0.4)
Of course, for this to make sense, we need to know the sum is convergent. Section 3.9 will prove a general inequality
\[ \sum_{n=1}^{N} |\lambda_n(A)|^p \leq \sum_{n=1}^{\infty} \mu_n(A)^p \] (3.0.5)
Section 3.10 will define $\det(1 + A)$ for $A \in I_1$, which will lead to a proof of (3.0.4) and also an analog of Cramer’s rule for $A \in I_1$ and solutions of $f = g + Af$. Section 3.11 discusses $\text{Tr}$ and $\det$ when $A$ has an integral kernel.

The last four sections discuss specialized bonus topics including the theory of Fredholm operators (and their index) in Section 3.15.

### 3.1. Compact Operator Basics

In this section, we’ll study three classes of operators, often the same, on a general Banach space, $X$.

**Definition.** $FA(X)$, the *finite approximable operators* on $X$, is the closure in $\| \cdot \|$ in $\mathcal{L}(X)$ of the finite rank operators.
**Definition.** $\text{Com}(X)$, the *compact operators*, is the set of $A \in \mathcal{L}(X)$ so that $A[X_1]$ is compact in the norm topology. Here $X_1 = \{x \in X \mid \|x\| \leq 1\}$ (3.1.1)

**Definition.** $\text{CC}(X)$, the *completely continuous operators* on $X$, is the set of $A \in \mathcal{L}(X)$ with the property $\{x_n\}_{n=1}^\infty \subset X_1$ and $x_n \to x_\infty$ in $\sigma(X, X^*)$-topology implies $Ax_n \to Ax_\infty$ in norm.

We will first prove each of these is a two-sided, norm-closed ideal of $\mathcal{L}(X)$ and that $A \in \text{FA}(X)$ (resp., $\text{Com}(X)$) implies $A^t \in \text{FA}(X^*)$ (resp., $\text{Com}(X^*)$). Then we’ll show $\text{FA}(X) \subset \text{Com}(X) \subset \text{CC}(X)$, that $\text{Com}(X) = \text{CC}(X)$ if $X$ is reflexive (with $X^*$ separable), and finally, that if $X$ has a Schauder basis (a notion we’ll define and explore), then $\text{FA}(X) = \text{Com}(X)$.

Readers interested only in the Hilbert space case should look at Theorem 3.1.10 to see $\text{Com}(H) = \text{CC}(H)$ and Proposition 3.1.12/Theorem 3.1.13 to see $\text{FA}(H) = \text{Com}(H)$, and finally Theorem 3.1.11 to see they are all two-sided, norm-closed star ideals. Example 3.1.15 is also important for the Hilbert space case. We note that in the Hilbert space case, where we use $\mathcal{I}_\infty$ for $\text{FA}(H) = \text{Com}(H) = \text{CC}(H)$, the only two-sided, norm-closed ideals in $\mathcal{L}(H)$ are $\{0\}$, $\mathcal{L}(H)$, and $\mathcal{I}_\infty$ (Problem 1).

**Theorem 3.1.1.** $\text{FA}(X)$ is a two-sided, norm-closed ideal in $\mathcal{L}(X)$. If $A \in \text{FA}(X)$, then $A^t \in \text{FA}(X)$.

**Proof.** If $A$ is finite rank and $B \in \mathcal{L}(X)$, $\text{Ran}(AB) \subset \text{Ran}(A)$ and $\text{Ran}(BA) \subset B[\text{Ran}(A)]$ so $AB$ and $BA$ are finite rank. Thus, the finite rank operators are a two-sided ideal, so their closure is a norm-closed, two-sided ideal.

If $A_n$ is finite rank and $\|A_n - A\| \to 0$, then $A^t_n$ is finite rank (see (2.1.9)) and $\|A^t_n - A^t\| = \|A_n - A\|$ (by (2.1.3)), so $\|A^t_n - A^t\| \to 0$. \(\square\)

A subset, $S$, of a metric space has $\bar{S}$ compact if and only if every sequence in $S$ has a convergent subsequence. Thus, since $X$ is complete, we have

**Lemma 3.1.2.** $A \in \mathcal{L}(X)$ is compact if and only if for every sequence, $\{x_n\}_{n=1}^\infty$ in $X_1$, there is a subsequence $\{x_{n(j)}\}_{j=1}^\infty$, so $Ax_{n(j)}$ is Cauchy in norm.

**Theorem 3.1.3.** (a) $\text{Com}(X)$ is a norm-closed subset of $\mathcal{L}(X)$.

(b) $\text{Com}(X)$ is a two-sided ideal.

(c) (Schauder’s Theorem) If $A \in \text{Com}(X)$, then $A^t \in \text{Com}(X^*)$.

**Remarks.** 1. It is easy to see (Problem 2) that given (c), if $A^t \in \text{Com}(X^*)$, then $A \in \text{Com}(X)$.

2. Problem 3 has an alternate proof of (c).
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Proof. (a) Let \( \{x_n\}_{n=1}^{\infty} \) be a sequence in \( X_1 \), let \( \{A_m\}_{m=1}^{\infty} \) be a sequence in \( \text{Com}(X) \) and \( \|A_m - A_\infty\| \to 0 \) for some \( A_\infty \in \mathcal{L}(X) \).

By the lemma and \( A_m \in \text{Com}(X) \), we can find for any subsequence \( \{x_{n(j)}\}_{j=1}^{\infty} \) of \( \{x_n\}_{n=1}^{\infty} \) a subsequence, \( \{x_{n(k)}\}_{k=1}^{\infty} \), so \( A_m x_{n(k)} \) is Cauchy in \( k \). By passing to successive subsequences and using the diagonalization trick (see the discussion in Section 1.5 of Part 1), we can find a fixed subsequence \( \{x_{n(j)}\}_{j=1}^{\infty} \) so for each \( m \), \( A_m x_{n(j)} \) is Cauchy as \( j \to \infty \).

Given \( \varepsilon \), find \( m_0 \) so \( \|A_m - A\| \leq \varepsilon/3 \). Since \( x_{n(j)} \in X_1 \), for all \( j \), \( \|A_{m_0} x_{n(j)} - Ax_{n(j)}\| \leq \varepsilon/3 \). Find \( J \) so \( \|A_{m_0} x_{n(j)} - A_{m_0} x_{n(\ell)}\| \leq \varepsilon/3 \) if \( j, \ell \geq J \). It follows, if \( j, \ell \geq J \), then \( \|Ax_{n(j)} - Ax_{n(\ell)}\| \leq \varepsilon \), that is, \( \{Ax_{n(j)}\}_{j=1}^{\infty} \) is Cauchy. Thus, by the lemma, \( A \in \text{Com}(X) \).

(b) Given the lemma, it is easy to see \( A, B \in \text{Com}(X), \ C \in \mathcal{L}(X) \Rightarrow A + B, AC, CA \in \text{Com}(X) \).

(c) Suppose \( A \in \text{Com}(X) \). Let \( \ell \in (X^*)_1 \). Then on \( X_1 \), we have that \( |\ell(y)| \leq \|y\| \leq \|A\| \) and \( \|\ell(y) - \ell(\tilde{y})\| \leq \|y - \tilde{y}\| \). It follows that \( \{\ell \in (X^*)_1 \} \subset C(Q) \) is a uniformly equicontinuous family of continuous functions on a compact space.

By the Ascoli–Arzelà theorem (Theorem 2.3.14 of Part 1), given any sequence \( \{\ell_n\}_{n=1}^{\infty} \) in \( (X^*)_1 \), there is \( n(j) \), so \( \ell_n \) are Cauchy in the uniform norm on \( Q \). Since \( \ell(Ax) = (A^t \ell)(x) \), \( \{A^t \ell_n\}_{n=1}^{\infty} \) are uniformly Cauchy on \( X_1 \). Since \( \sup_{x \in X_1} |\ell(x)| = \|\ell\|_{X^*} \), \( \{A^t \ell_n\}_{n=1}^{\infty} \) are Cauchy in the \( \|\cdot\|_{X^*} \)-norm. By the lemma, \( A^t \) is compact. \( \square \)

Example 3.1.4. Recall (see Lemma 5.1.6 of Part 1) the Riesz lemma says if \( Y \) is a proper closed subspace of an NLS, \( X \), then there exists \( x \in X \) so \( \|x\| = 1 \) and \( \text{dist}(x, Y) \geq 1/2 \). Given this, an inductive argument shows if \( \dim(X) = \infty \), there exist \( \{x_n\}_{n=1}^{\infty} \subset X_1 \), so \( \|x_n - x_m\| \geq 1/2 \) if \( n \neq m \), and this implies \( X_1 \) is not compact. Thus, in an infinite-dimensional space, the identity map is never in \( \text{Com}(X) \), that is, \( \text{Com}(X) \) is a proper subset of \( \mathcal{L}(X) \). \( \square \)

As a consequence:

Theorem 3.1.5. If \( X \) is an infinite-dimensional Banach space and \( A \in \text{Com}(X) \), then \( 0 \notin \sigma(A) \).

Proof. If \( 0 \notin \rho(A) \), then there exists \( B \in \mathcal{L}(B) \), so \( BA = 1 \). Since \( \text{Com}(X) \) is an ideal, \( 1 \) would be compact. Since it is not compact, \( 0 \notin \rho(A) \). \( \square \)

Example 3.1.6. Let \( \Omega \) be a compact metric space and \( K : \Omega \times \Omega \to \mathbb{C} \) continuous. Let \( \mu \) be a Baire probability measure on \( \Omega \). Let \( X = C(\Omega) \) and
$A: X \to X$ by
\[(Af)(\omega) = \int K(\omega, \tilde{\omega}) f(\tilde{\omega})\,d\mu(\tilde{\omega}) \quad (3.1.2)\]

Since $\|Af\|_\infty \leq \|K\|_\infty \|f\|_\infty$, $A \in \mathcal{L}(X)$. We claim $A \in \text{Com}(X)$. Note first that $K$ is uniformly continuous. Thus, for any $\varepsilon$, there is a $\delta$ with $\rho(\omega_1, \omega_2) < \delta \Rightarrow |K(\omega_1, \tilde{\omega}) - K(\omega_2, \tilde{\omega})| < \varepsilon$ for all $\tilde{\omega}$. In particular, if also $\|f\|_\infty \leq 1$, then
\[| (Af)(\omega_1) - (Af)(\omega_2) | \leq \varepsilon \quad (3.1.3) \]

Thus, $\{Af \mid f \in X^* \leq 1\}$ is uniformly bounded and uniformly equicontinuous, and so, by the Ascoli–Arzelà theorem (see Theorem 2.3.14 of Part 1), this set has compact closure, that is, $A \in \text{Com}(X)$. □

**Proposition 3.1.7.** Any $A \in \mathcal{L}(X)$ is continuous as a map of $X$ to $X$ when domain and range are given the $\sigma(X, X^*)$-topology.

**Proof.** Immediate from $\ell \in X^* \Rightarrow A^*\ell \in X^*$. □

**Theorem 3.1.8.** $\text{CC}(X)$ is a two-sided, norm-closed ideal in $\mathcal{L}(X)$.

**Proof.** If $X^*$ is separable, the $\sigma(X, X^*)$-topology on $X_1$ is given by a metric and $\text{CC}(X)$ is just the continuous linear maps of $X_1^*$ in the $\sigma(X, X^*)$-topology to $X$ in the norm topology. The fact that a uniform limit of continuous functions is continuous implies $\text{CC}(X)$ is norm-closed. Even if $X^*$ is not separable, the same argument that proves a uniform limit of continuous functions is continuous proves $\text{CC}(X)$ is norm-closed.

That $\text{CC}(X)$ is a vector space is obvious. If $A \in \text{CC}(X)$ and $B \in \mathcal{L}(X)$, $AB \in \text{CC}(X)$ by Proposition 3.1.7 and $BA \in \text{CC}(X)$ since $B$ is continuous in norm. □

**Theorem 3.1.9.** For any Banach space, $X$,
\[\text{FA}(X) \subset \text{Com}(X) \subset \text{CC}(X) \quad (3.1.4)\]

**Proof.** If $\text{rank}(A) < \infty$, $A[X_1] \subset \{ y \in \text{Ran}(A) \mid \|y\| \leq \|A\| \}$, a ball in a finite-dimensional space which is compact, so $A \in \text{Com}(X)$. Since $\text{Com}(X)$ is norm-closed, the closure of the finite rank operators lies in $\text{Com}(X)$.

Let $A \in \text{Com}(X)$ and $\{x_n\}_{n=1}^\infty \subset X_1$, so $x_n \to x_\infty$ in $\sigma(X, X^*)$-topology. By Proposition 3.1.7, $Ax_n \to Ax_\infty$ in $\sigma(X, X^*)$. Since any norm limit point is a weak limit point, $Ax_\infty$ is the only norm limit point. Since a sequence in a compact metric space with a unique limit point converges, $Ax_n \to Ax_\infty$ in norm. Thus, $A \in \text{CC}(X)$. □

**Theorem 3.1.10.** If $X$ is a reflexive Banach space with $X^*$ separable (and, in particular, if $X$ is a Hilbert space),
\[\text{Com}(X) = \text{CC}(X)\]

Moreover, if $A \in \text{Com}(X)$, $A[X_1]$ is norm-closed.
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Proposition 3.1.12. Let \( A \in \text{Com}(\mathcal{H}) \) and \( \{\varphi_n\}_{n=1}^{\infty} \) an orthonormal set. Then \( \|A\varphi_n\| \to 0 \) as \( n \to \infty \).

Proof. Since Bessel’s inequality says \( \sum_{n=1}^{\infty} |(\psi, \varphi_n)|^2 < \infty \) for any \( \psi \), we have \( \varphi_n \xrightarrow{w} 0 \) so \( \|A\varphi_n\| \to 0 \) since \( A \in \text{CC}(\mathcal{H}) \).

Theorem 3.1.13. For a Hilbert space, \( \mathcal{H} \), \( \text{FA}(\mathcal{H}) = \text{Com}(\mathcal{H}) \).

Proof. We need only show that any \( A \in \text{Com}(\mathcal{H}) \) is a norm limit of finite rank operators. Pick \( \{\varphi_n\}_{n=1}^{\infty} \) and projections, \( P_n \), inductively as follows:

\[
\|\varphi_1\| = 1, \quad \|A\varphi_1\| \geq \frac{1}{2} \|A\| \quad (3.1.5)
\]

\[
P_n = \text{projection onto } \text{span}(\varphi_1, \ldots, \varphi_n), \quad n = 1, 2, \ldots
\]

\[
\|\varphi_n\| = 1, \quad P_{n-1}\varphi_n = 0, \quad \|A\varphi_n\| \geq \frac{1}{2} \|A(1 - P_{n-1})\| \quad (3.1.6)
\]

which is possible since \( \|A(1 - P_{n-1})\| = \sup_{\|\psi\|=1, P_{n-1}\psi=0} \|A\psi\| \).

Since \( P_{n-1}\varphi_n = 0 \), \( \{\varphi_n\}_{n=1}^{\infty} \) are orthonormal. By the proposition, \( \|A\varphi_n\| \to 0 \). By (3.1.6), \( \|A - AP_n\| \to 0 \), so \( A \) is the norm limit of the finite rank operators \( AP_n \).

It will be useful to abstract the argument of this theorem. We note that if \( Q \) is the projection onto \( \text{Ker}(A) \perp \), \( \|AQ\varphi\| = \|A\varphi\| \), while \( \|Q\varphi\| \leq \|\varphi\| \). Thus, we can inductively pick \( \{\varphi_n\}_{n=1}^{\infty} \) so \( \varphi_n \perp \text{Ker}(A) \). Thus,

Proposition 3.1.14. Suppose \( A \in \mathcal{L}(\mathcal{H}) \) so that for any orthonormal set \( \{\varphi_n\}_{n=1}^{\infty} \) in \( \text{Ker}(A)^\perp \), we have \( \|A\varphi_n\| \to 0 \). Then \( A \) is compact.

Example 3.1.15 (Hilbert–Schmidt Integral Kernels). In many examples of interest, \( X \) is some space of functions on a measure space \( (\Omega, \Sigma, \mu) \) and \( A \) is given in the form

\[
(Af)(x) = \int K(x, y) f(y) \, d\mu(y) \quad (3.1.7)
\]
where $K$ is a function on $\Omega \times \Omega$ called the integral kernel for $A$ (which we will sometimes write as $A_K$). This use of kernel has no relation at all to $\text{Ker}(A)$! There is, of course, an issue of convergence of the integral.

Particularly simple is the case $X = L^2(\Omega, d\mu)$ when $K \in L^2(\Omega \times \Omega, d\mu \otimes d\mu)$. The $A_K$ are called concrete Hilbert–Schmidt operators and $K$ the Hilbert–Schmidt kernel. By the Schwarz inequality,

$$\left\| K(x, y) f(y) \right\| d\mu(y) \leq \left( \int |K(x, y)|^2 d\mu(y) \right)^{1/2} \left( \int |f(y)|^2 d\mu(y) \right)^{1/2}$$

so the integral in (3.1.7) is absolutely convergent for a.e. $x$ and all $f \in L^2(\Omega, d\mu)$, since Fubini’s theorem implies $\int |K(x, y)|^2 d\mu(y)$ is finite for a.e. $x$.

Squaring (3.1.8) and integrating $d\mu(x)$ shows

$$\|A_K f\|_{L^2(\Omega, d\mu)} \leq \|K\|_{L^2(\Omega \times \Omega, d\mu \otimes d\mu)} \|f\|_{L^2(\Omega, d\mu)}$$

showing that $A_K \in \mathcal{L}(\mathcal{H})$ with $\|A_K\| \leq \|K\|_{L^2}$. We want to show in fact that $A_K$ is compact.

Pick any orthonormal basis $\{\varphi_n\}_{n=1}^{\infty}$ of $L^2(\Omega, d\mu)$. Then by Theorem 4.11.8 of Part 1, $\{\varphi_n(x)\varphi_m(y)\}_{n,m=1}^{\infty}$ is an orthonormal basis for $L^2(\Omega \times \Omega, d\mu \otimes d\mu)$, so $K$ has an abstract Fourier series expansion

$$K(x, y) = \sum_{n,m=1}^{\infty} \alpha_{nm} \varphi_n(x)\varphi_m(y)$$

In particular, if

$$K_N(x, y) = \sum_{n,m=1}^{N} \alpha_{nm} \varphi_n(x)\varphi_m(y)$$

then by convergence of abstract Fourier expansions,

$$\|K - K_N\|_{L^2(\Omega \times \Omega, d\mu \otimes d\mu)} \to 0$$

which implies that $A_K$ is a norm limit in $\mathcal{L}(\mathcal{H})$ of the $A_{K_N}$. Since

$$A_{K_N} f = \sum_{n,m=1}^{N} \alpha_{nm} \langle \varphi_m, f \rangle \varphi_n$$

each $A_{K_n}$ is finite rank, proving $A_K$ is compact. \hfill \Box

In Theorem 3.8.6, we’ll note that if $f, g \in L^2(\mathbb{R}^\nu)$ and $g(P)$ is defined by $g(P)\varphi = (g(k)\hat{\varphi})$, then $f(X)g(P)$ has a Hilbert-Schmidt kernel.

We summarize in:

**Theorem 3.1.16.** For any $K \in L^2(\Omega \times \Omega, d\mu \otimes d\mu)$, $A_K$ given by (3.1.7) defines an operator in $\mathcal{L}(L^2(\Omega, d\mu))$ which obeys (3.1.9) and which is a compact operator.
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By integrating, it is easy to see

\[ K^*(x, y) \equiv K(y, x) \Rightarrow A_K^* = A_K^* \] (3.1.14)

With that in hand, we get compactness of a larger class of integral operators; we need a definition:

\[ L^\infty_\varepsilon(\mathbb{R}^\nu) = \{ f \in L^\infty(\mathbb{R}^\nu) \mid \forall \varepsilon \exists R \text{ with } |f(x)| \leq \varepsilon \text{ if } |x| > R \} \]

**Theorem 3.1.17.** Let \( p \) and \( q \) be dual indices in \([1, \infty]\). Let \( f \in L^p(\mathbb{R}^\nu, d^\nu x) \), \( g \in L^q(\mathbb{R}^\nu, d^\nu x) \) with \( g \in L^\infty_\varepsilon(\mathbb{R}^\nu) \) if \( q = \infty \) and \( f \in L^\infty_\varepsilon \) if \( p = \infty \). Let

\[ (A_{f, g}h)(x) = \int f(x) g(x - y) h(y) \, d^\nu y \] (3.1.15)

Then \( A_{f, g} \) is a compact operator on \( L^2(\mathbb{R}^\nu, d^\nu x) \).

**Remarks.**

1. The idea of the proof allows a general result. If \( Y \) is a Banach space of measurable functions on \( \Omega \times \Omega \) so that for \( K \in Y \), the integral operator given by (3.1.7) is a bounded operator with \( \| A_K \| \leq \| K \|_Y \) and if \( Y \cap L^2(\Omega \times \Omega, d\mu \otimes d\mu) \) is dense in \( Y \), then \( A_K \) is compact.
2. The same idea shows if \( \Omega \) is compact in \( \mathbb{R}^\nu \), \( f \in L^1 \), then \( (A_f h)(x) = \int f(x - y) h(y) \, d^\nu y \) is compact as an operator from \( L^2(\Omega, d^\nu x) \) to itself.

**Proof.** By Hölder and Young’s inequality (see Sections 5.3 and 6.6 of Part 1),

\[ \| A_{f, g}h \|_2 \leq \| f \|_p \| g \|_q \| h \|_2 \] (3.1.16)

Since \( L^2 \cap L^p \) is \( L^p \)-dense in \( L^p \) and \( L^2 \cap L^q \) is \( L^q \)-dense in \( L^q \) (if \( q = \infty \), in \( L^\infty_\varepsilon \)), we can find \( f_n, g_n \in L^2 \) so \( \| A_{f, g} - A_{f_n, g_n} \| \to 0 \). Since \( A_{f_n, g_n} \) is a Hilbert–Schmidt operator, we get the results by the fact that \( \text{Com}(L^2) \) is norm-closed. □

We complete this section with a mini-tutorial on Schauder bases and the proof that any Banach space with a Schauder basis has \( \text{FA}(X) = \text{Com}(X) \) (a Banach space with \( \text{FA}(X) = \text{Com}(X) \) is said to have the approximation property).

**Definition.** A Schauder basis, \( \{ x_n \}_{n=1}^\infty \), of a Banach space, \( X \), is a family of vectors so that for any \( x \in X \), there exists a unique sequence \( \{ \alpha_n \}_{n=1}^\infty \in \mathbb{K}^\infty \), so that

\[ S_N(x) \equiv \sum_{n=1}^N \alpha_n x_n \to x \] (3.1.17)

If \( \| x_n \| = 1 \) for all \( n \), we say the basis is normalized. By replacing \( x_n \) by \( x_n/\| x_n \| \), we can always suppose the basis is normalized, which we henceforth do.
We set $\ell_n(x) = \alpha_n$. The uniqueness implies the $\ell_n$ are linear. We’ll see shortly that if the basis is normalized, each $\ell_n \in X^*$ and $\sup_n \|\ell_n\| < \infty$.

**Example 3.1.18.** In $\ell^p$, $1 \leq p < \infty$, it is easy to see that $\{\delta_m\}_{n=1}^\infty$, where $(\delta_n)_m = \delta_{nm}$, is a Schauder basis. By Corollary 5.8.5 of Part 3, $\{e^{2\pi in \cdot}\}_{n=-\infty}^\infty$ is a Schauder basis for $L^p((0,1), dx)$, $1 < p < \infty$. The Haar basis of Example 4.6.1 of Part 3 is a Schauder basis of $L^p$, $1 \leq p < \infty$. Problem 4 constructs a Schauder basis for $C([0,1])$. \hfill \Box

Given a Schauder basis, define

$$\|x\|_\sim = \sup_N \|S_N(x)\| \quad (3.1.18)$$

Since $S_N(x) \to x$, this sup is finite for each $x$ and

$$\|x\| \leq \|x\|_\sim \quad (3.1.19)$$

**Lemma 3.1.19.** $X$ is complete in $\|\cdot\|_\sim$.

**Proof.** Let $x^{(m)}$ be a Cauchy sequence in $\|\cdot\|_\sim$. By (3.1.19), $x^{(m)}$ is Cauchy in $\|\cdot\|$, so there is $x^{(\infty)} \in X$ with $\|x - x^{(\infty)}\| \to 0$.

Since $|\ell_n(x)| = \|S_n(x) - S_{n-1}(x)\|$, $\ell_n(x^{(m)})$ is Cauchy in $\mathbb{K}$ for each $n$, so $\ell_n(x)$ has a limit $\beta_n^{(\infty)}$ and

$$S_N(x^{(m)}) \to \sum_{n=1}^N \beta_n^{(\infty)} x_n \quad (3.1.20)$$

Since $x^{(m)}$ is Cauchy in $\|\cdot\|_\sim$, the $\|\cdot\|$-convergence of $S_N(x^{(m)})$ to $x^{(m)}$ as $N \to \infty$ is uniform in $m$, so by (3.1.20), $\sum_{n=1}^N \beta_n^{(\infty)} x_n \to x^{(\infty)}$. Thus, by the uniqueness property of the Schauder basis expansion, $\beta_n^{(\infty)} = \ell_n(x^{(\infty)})$ and $S_N(x^{(\infty)}) = \sum_{n=1}^N \beta_n^{(\infty)} x_n$. By (3.1.20) and the Cauchy assumption in $\|\cdot\|_\sim$, $\|x^{(m)} - x^{(\infty)}\|_\sim \to 0$, that is, every Cauchy sequence converges. \hfill \Box

**Theorem 3.1.20.** Let $\{x_n\}_{n=1}^\infty$ be a Schauder basis for a Banach space, $X$. Then

(a) For some $C > 0$,

$$\sup_N \|S_N(x)\| \leq C \|x\| \quad (3.1.21)$$

(b) Each $\ell_n \in X^*$ and

$$\sup_n \|\ell_n\| < \infty \quad (3.1.22)$$

(c) The convergence of $S_N(x)$ to $x$ is uniform on $\|\cdot\|$-compact subsets of $X$.

(d) If $A \in \text{Com}(X)$, then $A_N x \equiv S_N(Ax)$ is finite rank and $\|A_N - A\| \to 0$. Thus, $\text{Com}(X) = \text{FA}(X)$.
Proof. (a) By Corollary 5.4.15 of Part 1, (3.1.19), and Lemma 3.1.19, we get (3.1.21).

(b) Since \( \ell_n = S_n - S_{n-1} \), we have

\[
|\ell_n(x)| \leq 2C\|x\|
\]

(c) Given a compact set \( S \subset X \), pick \( x_1, \ldots, x_\ell \), so that \( \bigcup_{j=1}^\ell B_{\varepsilon/3C}(x_j) \) covers \( S \). Then pick \( N_0 \) so \( N > N_0 \Rightarrow \|S_N(x_j) - x_j\| < \varepsilon/3 \) for \( j = 1, \ldots, \ell \). Then for any \( x \in S \), pick \( j \) so \( \|x - x_j\| < \varepsilon/3 \) and note that

\[
\|S_N(x) - x\| \leq \|S_N(x_j) - x_j\| + \|S_N(x) - S_N(x_j)\| + \|x - x_j\|
\]

\[
< \varepsilon/3 + C\left(\frac{\varepsilon}{3C}\right) + \varepsilon/3 \leq \varepsilon
\]

proving uniform convergence.

(d) Let \( S = A[X_1] \). Then, by (c),

\[
\|A_N - A\| \leq \sup_{\|x\| \leq 1} \|S_N(Ax) - Ax\| \to 0
\]

Notes and Historical Remarks. The notions connected to compact operators came out of attempts to understand Fredholm’s 1903 work \([206]\) on integral equations of the form \((2.1.40)\). We saw in Example 3.1.6 that \( f \mapsto \int_a^b K(\cdot, y)f(y)\,dy \) defines a compact operator, but that was not noted or used by Fredholm. Indeed, it should be emphasized that Fredholm did his work before Fréchet had defined abstract metric spaces or the general notion of compact set!

Much of the early work done by Hilbert and his school was done on Hilbert space where \( FA(\mathcal{H}) = \text{Com}(\mathcal{H}) = \text{CC}(\mathcal{H}) \) and the differing definitions were used somewhat interchangeably. The German word “vollstetigkeit” was used. In German, “stetigkeit” means steadiness and is used for continuous, so “vollstetigkeit” means “completely continuous.” Only in 1948 did Hille \([320]\) suggest the English term “compact” which has become so standard that if you ask Google to translate “vollstetigkeit,” it will say “compactness” even though “completely continuous” now has another meaning!

Among the high points in the early codification of these notions are:

1. the appearance of infinite matrices (operators on \( \ell^2 \)) with \( \sum_{j,k=1}^\infty |a_{jk}|^2 < \infty \), the discrete analog of Example 3.1.15 in 1906 in Part 4 of Hilbert’s work \([317]\);

2. Schmidt’s 1907 work \([601]\) where he approximated continuous kernels with finite rank operators;
(3) Riesz’s 1913 book \[564]\ where he defined completely continuous by taking weakly convergent sequences in the unit ball to norm convergent sequences;

(4) Riesz’s great 1918 paper \[566]\ where he made a comprehensive spectral analysis of compact operators on \(C([a, b])\) using ideas that will be discussed in Section 3.3.

Schauder’s theorem that \(A \in \text{Com}(X) \implies A^t \in \text{Com}(X^*)\) is from Schauder \[598]\ in 1930.

Erhard Schmidt (1876–1959) was a student of Hilbert who, as we’ve noted, did fundamental work on compact operators. The terms Hilbert–Schmidt kernel, operator, and theorem are named in honor of their related fundamental work rather than any joint papers.

As we saw, there are spaces (like \(\ell^1\)) with \(\text{Com}(X) \neq \text{CC}(X)\). For a long time, it was an open question if \(\text{FA}(X)\) always equals \(\text{Com}(X)\). Finally, in 1973, Enflo \[185]\ constructed a Banach space for which \(\text{FA}(X) \neq \text{Com}(X)\). For other examples, which include \(\mathcal{L}(\ell^2)\) (!), see Gowers–Maurey \[266, 267]\, Pisier \[523, 524, 526]\, Szankowski \[681]\, and Tsirelson \[706]\.

Recall the Banach–Mazur theorem (Theorem 5.0.1 of Part 1) says that any Banach space is isometrically isomorphic to a closed space in \(C([0, 1])\) which has a Schauder basis (see Problem 1). Thus, by thinking of the range in a large space, we can get finite rank approximations of a sort for \(A \in \text{Com}(X)\).

The notion of Schauder basis is from a 1927 paper of Schauder \[596]\. It included the construction in Problem 4. He considered Haar bases in \[597]\. In his original definition, Schauder required that the \(\ell_n\) be continuous. That this isn’t needed and the rest of Theorem 3.1.20 is due to Banach \[44]\.

For much more on Schauder bases, see the books of Heil \[306]\, Megginson \[472]\, Singer \[656]\, and Young \[770]\.

These notions extend to operators between two Banach spaces (see Problems 3–8). In particular, if \(\mathcal{H}\) is a Hilbert space, then \(\text{Com}(\mathcal{H}, X) = \text{FA}(\mathcal{H}, X)\).

Problems

1. This problem will show that if \(\mathcal{H}\) is a Hilbert space and \(\mathcal{I}\) is a norm-closed, two-sided ideal in \(\mathcal{L}(\mathcal{H})\), then \(\mathcal{I}\) is \(\{0\}\), \(\mathcal{I}_\infty\), or all of \(\mathcal{L}(\mathcal{H})\). It will need the spectral theorem as discussed in Chapter 2 (or as Theorem 2.4.13).

   (a) If \(A \in \mathcal{I}\), \(A \neq 0\), prove that for any \(\varphi, \psi \in \mathcal{H}\), \(\langle \varphi, \cdot \rangle \psi \in \mathcal{I}\). (Hint: If \(\langle \gamma, A\eta \rangle \neq 0\), \(B = \langle \gamma, \cdot \rangle \psi\), and \(C = \langle \varphi, \cdot \rangle \eta\), compute \(BAC\).)

   (b) If \(\mathcal{I}\) is not \(\{0\}\), prove \(\mathcal{I}_\infty \subset \mathcal{I}\).

   (c) If there exists \(A \in \mathcal{I}\), \(A \notin \mathcal{I}_\infty\), prove \(|A| \notin \mathcal{I}_\infty\) and \(|A| \in \mathcal{I}\).
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(d) If \( A > 0 \), \( A \not\in I_\infty \), prove, for some \( a > 0 \), the spectral projection, \( P_{(a,\|A\|]} \), is not compact.

(e) If \( P \) is a projection and not compact, prove that \( UPV = 1 \) for some \( U,V \in \mathcal{L}(\mathcal{H}) \).

(f) If \( \mathcal{I} \neq \{0\}, \mathcal{I}_\infty \), conclude \( \mathcal{I} = \mathcal{L}(\mathcal{H}) \).

2. If \( A^t \in \text{Com}(X^*) \), prove that \( A \in \text{Com}(X) \). (Hint: \( A^{tt} \upharpoonright i[X] = i \circ A \) if \( i \) is the isometric embedding of \( X \) into \( X^{**} \).)

3. This will provide an alternate proof that \( A \in \text{Com}(X) \Rightarrow A^t \in \text{Com}(X^*) \) (Schauder’s theorem).

(a) If \( \ell_n \to \ell \) in the \( \sigma(X,X^*) \)-topology with \( \sup_n \|\ell_n\| \leq 1 \), prove that \( \ell_n(x) \to \ell(x) \) uniformly for \( x \) in any compact subset of \( X \).

(b) If \( A \in \text{Com}(X) \) and \( \ell_n \to \ell \) in \( \sigma(X,X^*) \), prove that \( \| A^t \ell_n - A^t \ell \| \to 0 \).

(c) If \( A \in \text{Com}(X) \), prove that \( A^t[X^*] \) is compact.

4. This problem will construct a Schauder basis of \( C([0,1]) \).

(a) If \( x_1, \ldots, x_n \in (0,1) \) are distinct and \( y_0 \equiv 0 < y_1 < \cdots < y_n < 1 \equiv y_{n+1} \) is their reordering in increasing order with \( y_j = x_n \), then \( f(x_1,\ldots,x_n) \) is the function with

\[
f(y_k) = 0, \quad \text{all } k \neq j; \quad f(y_j) = 1
\]

and \( f \) is linear on each \( [y_\ell,y_{\ell+1}] \), \( \ell = 0,1,\ldots,n \). Prove that each \( f(x_1,\ldots,x_n) \in C([0,1]) \), with \( \|f(x_1,\ldots,x_n)\|_\infty = 1 \), and that the linear span of \( \{f(x_1,\ldots,x_n)\}_{\ell=1}^n \) is the set of \( f \) in \( C([0,1]) \) which are 0 at \( x = 0 \) and \( x = 1 \) and piecewise linear on each \( [y_\ell,y_{\ell+1}] \), \( \ell = 0,1,\ldots,n \).

(b) Let \( \{x_j\}_{j=1}^\infty \) be a dense set in \([0,1]\) of points distinct and not 0 or 1. If \( g \in C([0,1]) \), with \( g(0) = g(1) = 0 \), let \( g_\ell(x) \) be the function which agrees with \( g \) at 0, 1 and \( \{x_j\}_{j=1}^\ell \) and is otherwise piecewise linear. Prove that \( \|g - g_\ell\|_\infty \to 0 \).

(c) Prove that \( \{g_{(x_1,\ldots,x_\ell)}\}_{\ell=1}^\infty \) is a Schauder basis of \( \{g \in C([0,1]) \mid g(0) = g(1) = 0\} \).

(d) Let \( h_0(x) \equiv 1 \) and \( h_1(x) = x \). Prove that \( \{h_0, h_1, \{g_{(x_1,\ldots,x_\ell)}\}_{\ell=1}^\infty \} \) is a Schauder basis of \( C([0,1]) \).

5. Let \( X, Y \) be two Banach spaces. Extend the notions of \( \text{Com}(X) \), \( \text{FA}(X) \), \( \text{CC}(X) \) to maps \( T : X \to Y \) so, for example,

\[
\text{Com}(X,Y) = \{ T \mid T[B_1^X] \text{ is compact in } Y \}
\]

Prove each of these spaces is a norm-closed vector space which is a two-sided ideal in the sense that for all \( A \in \mathcal{L}(Y) \) and \( B \in \mathcal{L}(X) \), \( T \) in one of three spaces implies \( ATB \) is in the same space.
6. If \( A \in FA(X,Y) \) (respectively, \( Com(X,Y) \)), prove that \( A^t \in FA(Y,X) \) (respectively, \( Com(Y,X) \)).

7. For any pair of Banach spaces, prove that \( FA(X,Y) \subset Com(X,Y) \subset CC(X,Y) \).

8. Let \( \mathcal{H} \) be a Hilbert space and \( Y \) a Banach space. Prove that \( Com(\mathcal{H}, Y) = FA(\mathcal{H}, Y) \).

### 3.2. The Hilbert–Schmidt Theorem

In this section, we’ll prove the following, which can be thought of as the spectral theorem for positive compact operators:

**Theorem 3.2.1** (The Hilbert–Schmidt Theorem). Let \( A \in \mathcal{L}(\mathcal{H}) \) be positive and compact. Then there is an orthonormal basis of eigenvectors whose eigenvalues accumulate only at 0; more specifically, there exist two orthonormal sets, \( \{\varphi_n\}_{n=1}^N \) and \( \{\psi_m\}_{m=1}^M \), whose union is an orthonormal basis so that

\[
A\varphi_n = \lambda_n\varphi_n, \quad \lambda_1 \geq \lambda_2 \geq \cdots > 0 \quad (3.2.1)
\]

\[
\lambda_n \downarrow 0 \quad \text{if } N = \infty \quad (3.2.2)
\]

\[
A\psi_m = 0 \quad (3.2.3)
\]

**Remarks.** 1. We’ll also have results if \( A \) is only normal (and compact); see Theorem 3.2.3.

2. Besides the proof here, there are at least two other proofs to mention: one from the general spectral theorem (see Problem 1) and one that uses the general spectral analysis of compact operators of the next section (see Problem 4 of Section 3.3). Our proof here is quite illuminating and yields min-max formulae which are widely useful.

After proving this theorem, we’ll apply it to differential operators on an interval (Sturm–Liouville theory).

**Lemma 3.2.2.** (a) If \( \varphi_n \to \varphi_\infty \) weakly \((\text{with } \sup_n \|\varphi_n\| < \infty)\) and \( \psi_n \to \psi_\infty \) in norm, then \( \langle \varphi_n, \psi_n \rangle \to \langle \varphi_\infty, \psi_\infty \rangle \).

(b) If \( A \) is compact and \( \varphi_n \to \varphi_\infty \) weakly, then \( \langle \varphi_n, A\varphi_n \rangle \to \langle \varphi_\infty, A\varphi_\infty \rangle \).

**Remarks.** 1. If \( \{\varphi_n\}_{n=1}^\infty \) is an orthonormal basis, \( \varphi_n \to 0 \) weakly, but \( \langle \varphi_n, \varphi_n \rangle \equiv 1 \to \langle 0, 0 \rangle = 0 \), so norm convergence of one of the vectors in (a) is essential.

2. That \( \sup_n \|\varphi_n\| < \infty \) follows from the uniform boundedness principle.
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Proof. (a) We have that
\[ \langle \varphi_\infty, \psi_\infty \rangle - \langle \varphi_n, \psi_n \rangle = \langle \varphi_\infty - \varphi_n, \psi_\infty \rangle + \langle \varphi_n, \psi_\infty - \psi_n \rangle \]  
(3.2.4)
so
\[ |\langle \varphi_\infty, \psi_\infty \rangle - \langle \varphi_n, \psi_n \rangle| \leq |\langle \varphi_\infty - \varphi_n, \psi_\infty \rangle| + \|\psi_\infty - \psi_n\| \to 0 \]  
(3.2.5)
by the assumed weak and norm convergence.

(b) Since \( A \) is compact, \( A\varphi_n \to A\varphi_\infty \) in norm, so this follows from (a). □

Proof of Theorem 3.2.1. On the closed unit ball, \( \mathcal{H}_1 \), in \( \mathcal{H} \), define
\[ a(\varphi) = \langle \varphi, A\varphi \rangle \]  
(3.2.6)
By the lemma, \( \varphi \mapsto a(\varphi) \) is continuous if \( \mathcal{H}_1 \) is given the weak topology. Since \( \mathcal{H}_1 \) is compact in this topology, \( a \) must take its maximum value on \( \mathcal{H}_1 \), so there exist \( \varphi_1 \in \mathcal{H}_1 \)
\[ \langle \varphi_1, A\varphi_1 \rangle = \sup_{\|\varphi\| \leq 1} \langle \varphi, A\varphi \rangle = \|A\| \]  
(3.2.7)
by Theorem 2.4.1. If \( \|\varphi_1\| < 1 \), \( ((\varphi_1/\|\varphi_1\|), A(\varphi_1/\|\varphi_1\|)) \geq \langle \varphi_1, A\varphi_1 \rangle \), so without loss, take \( \varphi_1 \) to have norm 1.

Given \( \psi \perp \varphi_1 \), let \( \eta_t = (\varphi_1 + t\psi)/\|\varphi_1 + t\psi\| \) for \( t \in \mathbb{R} \). Since \( \|\varphi_1 + t\psi\|^2 = 1 + t^2\|\psi\|^2 \) (because \( \langle \psi, \varphi_1 \rangle = 0 \)), we see that
\[ \langle \eta_t, A\eta_t \rangle = \langle \varphi_1, A\varphi_1 \rangle + 2t \Re \langle \psi, A\varphi_1 \rangle + O(t^2) \]  
(3.2.8)
Since \( \langle \varphi_1, A\varphi_1 \rangle \geq \langle \eta_t, A\eta_t \rangle \) for all \( t \), we must have \( \Re(\langle \psi, A\varphi_1 \rangle) = 0 \). Taking \( \psi \) to \( i\psi \), we see \( \langle \psi, A\varphi_1 \rangle = 0 \), that is, \( A\varphi_1 \in (\{\varphi_1\}^\perp)^\perp = \{a\varphi_1 | a \in \mathbb{C}\} \), that is, \( A\varphi_1 = a\varphi_1 \). Since \( a = \langle \varphi_1, A\varphi_1 \rangle, a = \|A\| \), that is, we have proven for any positive compact operator, \( A \), there is \( \varphi_1 \) with \( \|\varphi_1\| = 1 \) and \( A\varphi_1 = \|A\|\varphi_1 \). Set \( \lambda_1 = \|A\| \).

Define
\[ \mathcal{H}^{(1)} = \{ \varphi | \langle \varphi, \varphi_1 \rangle = 0 \} \]  
(3.2.9)
Then for any \( \varphi \in \mathcal{H}^{(1)} \),
\[ \langle \varphi_1, A\varphi \rangle = \langle A\varphi_1, \varphi \rangle = \lambda_1 \langle \varphi_1, \varphi \rangle = 0 \]  
(3.2.10)
so \( A: \mathcal{H}^{(1)} \to \mathcal{H}^{(1)} \). Define \( A_1 = A \upharpoonright \mathcal{H}^{(1)} \).

Clearly, \( A_1 \) is compact and positive, so as above, there is \( \varphi_2 \in \mathcal{H}^{(1)} \) and \( \lambda_2 \geq 0 \), so \( A_2\varphi_2 = A_1\varphi_2 = \lambda_2\varphi_2 \). Proceeding inductively, we find \( \varphi_1, \ldots, \varphi_n \), so \( A\varphi_j = \lambda_j\varphi_j \) with \( \lambda_j = \|A_{j-1}\| \leq \|A_{j-2}\| = \lambda_{j-1} \), and then \( \mathcal{H}^{(j)} = \{ \varphi | \langle \varphi, \varphi_k \rangle = 0, k = 1, \ldots, j \} \) and \( \varphi_{j+1} \in \mathcal{H}^{(j)} \), so \( A\varphi_{j+1} = \|A\|\varphi_{j+1} \).

As constructed, \( \{\varphi_j\}_{j=1}^{\infty} \) is an orthonormal set, \( \lambda_1 \geq \lambda_2 \geq \cdots \geq 0 \) and \( \|A \upharpoonright \mathcal{H}^{(j)}\| = \lambda_{j+1} \). By Proposition 3.1.12, \( \lambda_j \to 0 \). Thus, if \( \mathcal{H}^{(\infty)} = \bigcap_{j=1}^{\infty} \mathcal{H}^{(j)} \), then \( \|A \upharpoonright \mathcal{H}^{(\infty)}\| \leq \lambda_j \) for all \( j \), and thus, \( A \upharpoonright \mathcal{H}^{(\infty)} \) is 0, that is,
\( \mathcal{H}^{(\infty)} \subset \text{Ker}(A) \). If \( \{ \psi_j \}_{j=1}^{M_1} \) is an orthonormal basis for \( \mathcal{H}^{(\infty)} \), we almost have the prescribed families. If \( \lambda_n > 0 \) for all \( n \), we have exactly as claimed. If \( \lambda_N > 0 \) but \( \lambda_{N+1} = 0 \), rename the \( \{ \varphi_j \}_{j=N+1}^{\infty} \) as \( \psi_j \)'s (interlacing the original \( \psi_j \)'s if they are infinite in number) and so get the claimed families. \( \square \)

Theorem 3.2.1 has an extension to normal operators.

**Theorem 3.2.3.** Let \( A \in \mathcal{L}(\mathcal{H}) \) be normal and compact. Then there is an orthonormal basis of eigenvectors whose eigenvalues accumulate only at 0; more specifically, there exist two orthonormal sets, \( \{ \varphi_n \}_{n=1}^{N} \) and \( \{ \psi_m \}_{m=1}^{M} \), whose union is an orthonormal basis so that

\[
A \varphi_n = \lambda_n \varphi_n, \quad \lambda_n \neq 0 \quad (3.2.11)
\]

\[
|\lambda_n| \to 0 \quad \text{if} \quad N = \infty \quad (3.2.12)
\]

\[
A \psi_m = 0 \quad (3.2.13)
\]

Problem 2 has a proof using the polar decomposition and Theorem 3.2.1.

Problem 3 has a proof mimicking the proof of Theorem 3.2.1.

The proof of Theorem 3.2.1 provides a min-max characterization of the eigenvalues.

**Theorem 3.2.4** (Max–Min Criterion). Let \( \lambda_1 \geq \lambda_2 \geq \ldots \) be the eigenvalues of a positive compact operator, \( A \), written in order counting multiplicity, with \( \lambda_n = 0 \) if \( A \) has fewer than \( n \) nonzero eigenvalues. Then

\[
\lambda_n = \inf_{\psi_1, \ldots, \psi_{n-1}} \left( \sup_{\varphi, \perp \psi_1, \ldots, \psi_{n-1}, \|\varphi\|=1} \langle \varphi, A \varphi \rangle \right) \quad (3.2.14)
\]

**Remarks.** 1. By compactness, one can take min and max rather than inf and sup (see Problem 4).

2. We will extend this to general self-adjoint operators in Sections 3.14 and 7.8.

**Proof.** We have

\[
\langle \varphi, A \varphi \rangle = \sum_{j=1}^{N} |\langle \varphi, \varphi_j \rangle|^2 \lambda_j \quad (3.2.15)
\]

Since for any \( \psi_1, \ldots, \psi_{n-1}, \) there exists \( \varphi \) in the span of \( \{ \varphi_1, \ldots, \varphi_n \} \) with \( \langle \psi_j, \varphi \rangle = 0 \) and \( \|\varphi\| = 1 \),

\[
\sup_{\varphi, \perp \psi_1, \ldots, \psi_{n-1}, \|\varphi\|=1} \langle \varphi, A \varphi \rangle \geq \lambda_n
\]

for any \( \psi_1, \ldots, \psi_{n-1} \).
On the other hand, if \( \psi_1 = \varphi_1, \ldots, \psi_{n-1} = \varphi_{n-1} \), the sup is exactly taken if \( \varphi = \varphi_n \) and \( \langle \varphi_n, A\varphi_n \rangle = \lambda_n \). Thus,

\[
\min \left( \sup_{\varphi \perp \psi_1, \ldots, \psi_{n-1}} \langle \varphi, A\varphi \rangle \right) = \lambda_n
\]
as required. \( \square \)

**Corollary 3.2.5.** If \( B \) is compact, there is \( \varphi \in \mathcal{H} \), \( \varphi \neq 0 \), with \( \|B\varphi\| = \|B\|\|\varphi\| \).

**Proof.** Let \( A = B^*B \). By the above, there is \( \varphi \) with \( \|\varphi\| = 1 \), so \( \|B\varphi\|^2 = \langle \varphi, A\varphi \rangle = \|A\| = \|B\|^2 \). \( \square \)

The following is a main use for the min-max principle in that without it, it is not clear how to prove this fact for more than the lowest eigenvalue.

**Corollary 3.2.6.** If \( A \geq B \geq 0 \) for compact operators \( A \) and \( B \), we have that \( \lambda_n(A) \geq \lambda_n(B) \) for each \( n \).

**Proof.** For any \( \psi_1, \ldots, \psi_{n-1} \),

\[
\sup_{\varphi \perp \psi_1, \ldots, \psi_{n-1}} \langle \varphi, B\varphi \rangle \leq \sup_{\varphi \perp \psi_1, \ldots, \psi_{n-1}} \langle \varphi, A\varphi \rangle \tag{3.2.16}
\]

Now take the inf and use (3.2.14). \( \square \)

As a final topic, we want to apply this theorem to the theory of Sturm–Liouville operators. We’ll consider solutions of \( -u'' + Qu = \lambda u \). The more general \( -(Pu')' + Qu = \lambda u \) case will be considered in Problem 5 and other boundary conditions in Problem 6 and Theorem 7.4.17. Here is what we’ll prove:

**Theorem 3.2.7** (Sturm–Liouville Theorem). Let \( Q \) be a continuous function in \([0, 1]\). Then there exists an orthonormal basis in \( L^2([0, 1], dx) \) of \( C^2 \)-functions, \( \{u_n\}_{n=1}^\infty \) obeying

\[
-u''_n(x) + Qu_n(x) = \lambda_n u_n(x), \quad u_n(0) = u_n(1) = 0 \tag{3.2.17}
\]

where \( \lambda_1 \leq \lambda_2 \leq \cdots \lambda_n \leq \cdots \) and \( \lambda_n \to \infty \).

**Remark.** In Problem 7, the reader will add two additional facts: each \( \lambda_n \) is simple, that is, \( \lambda_j < \lambda_{j+1} \), and any solution of (3.2.17) is one of the orthonormal basis.

In some sense, this theorem considers the operator, \( B = -\frac{d^2}{dx^2} + Q(x) \) on \( L^2 \), which is not everywhere defined and not bounded. In a sense we’ll study in Section 7.4 \( B \) is self-adjoint if one adds the boundary conditions \( u(0) = u(1) = 0 \) and carefully specifies the domain (or uses the theory of
operator closure discussed in Section 7.1. In essence, the trick we’ll use is to study $A = (B + c)^{-1}$ for $c$ a large constant which is a bounded, compact, self-adjoint operator. While this is secretly what we are doing, we’ll not need to specifically discuss $B$ as a self-adjoint operator, although it will appear applied to $C^2$ functions.

By adding a constant to $Q(x)$, we can suppose $Q(x) > 0, \ x \in [0, 1]$ (3.2.18) which we henceforth do. By Theorem 2.2.14 there exist $C^2$-solutions $u_0(x), u_1(x)$ of

$$-u'' + Qu = 0 \quad (3.2.19)$$

with the boundary conditions

$$u_0(0) = 0, \ u'_0(0) = 1, \ u_1(1) = 0, \ u'_1(1) = -1 \quad (3.2.20)$$

and because of (3.2.18),

$$u_0 > 0, \ u_1 > 0, \ u'_0 > 0, \ u'_1 < 0 \ \text{on} \ (0, 1) \quad (3.2.21)$$

Let

$$W(x) = u'_0(x)u_1(x) - u_0(x)u'_1(x) > 0 \quad (3.2.22)$$

which is a constant, call it $W_0$, since $\frac{dW}{dx} = u''_0u_1 - u_0u''_1 = Q(u_0u_1 - u_0u_1) = 0$.

Define the Green’s function, $G(x, y)$, by

$$G(x, y) = W_0^{-1} [u_0(x <)u_1(x >)] \quad (3.2.23)$$

where

$$x_\cdot = \min(x, y), \quad x_\cdot = \max(x, y) \quad (3.2.24)$$

Notice that $G$ is unchanged if $u_0$ and/or $u_1$ are multiplied by a nonzero constant. Thus the conditions on $u'$ in (3.2.20) are merely for convenience. The critical conditions are $u_0(0) = u_1(1) = 0$ and the $u_j$ is not identically zero. By (3.2.21), (3.2.22), and continuity of $u_0$ and $u_1$, we have $G > 0$ and $G$ is bounded on $[0, 1] \times [0, 1]$, and so $L^2$ and thus,

$$(Ag)(x) = \int G(x, y)g(y) \, dy \quad (3.2.25)$$

defines a Hilbert–Schmidt operator, which is thus compact (see Theorem 3.1.16). Moreover, by (3.1.14), since $G(x, y) = G(y, x)$, $A$ is self-adjoint.

**Proposition 3.2.8.** Let $g \in L^2([0, 1], dx)$ and

$$f = Ag \quad (3.2.26)$$

given by (3.2.25). Then

(a) $f$ is continuous on $[0, 1]$ and obeys

$$f(0) = f(1) = 0 \quad (3.2.27)$$
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(b) If \( g \) is continuous, then \( f \) is \( C^2 \) and

\[-f''(x) + Q(x)f(x) = g(x)\] (3.2.28)

Proof. (a) Let

\[h_0(x) = W_0^{-1} u_1(x) g(x), \quad h_1(x) = W_0^{-1} u_0(x) g(x)\] (3.2.29)

Then

\[f(x) = u_0(x) \int_x^1 h_0(y) \, dy + u_1(x) \int_0^x h_1(y) \, dy\] (3.2.30)

If \( g \in L^2 \), then \( h_0, h_1 \in L^2 \), so the integrals are continuous, showing \( f \) is also, and since \( u_0(0) = 0 \) and \( \int_0^0 h(y) \, dy = 0 \), we have \( f(0) = 0 \). Similarly, \( f(1) = 0 \).

(b) By (3.2.30) and (to kill the term from differentiating the integrals)

\[-u_0(x) h_0(x) + u_1(x) h_1(x) = 0\] (3.2.31)

we have that \( f \) is \( C^1 \) and

\[f'(x) = u_0'(x) \int_x^1 h_0(y) \, dy + u_1'(x) \int_0^x h(y) \, dy\] (3.2.32)

Since \( u_0, u_1 \) are \( C^2 \) and the integrals are \( C^1 \), so \( f' \) is \( C^1 \), so \( f \) is \( C^2 \). When we differentiate, we first use \( u''_j = Qu_j \) to get one term, which is \( Qf \). There is a second from differentiating the integrals:

\[f'''(x) = Q(x) f(x) + W_0^{-1} \left[-u_0'(x) u_1(x) + u_0(x) u_1'(x)\right] g(x)\] (3.2.33)

\[= Q(x) f(x) - g(x)\] (3.2.34)

by (3.2.22). This proves (3.2.28). \( \square \)

Proposition 3.2.9. (a) If \( f_1, f_2 \) are \( C^2 \) with

\[f_1(0) = f_2(0) = f_1(1) = f_2(1) = 0\] (3.2.35)

then

\[\int_0^1 f_1(x) [-f''_2(x) + Q(x) f_2(x)] \, dx = \int_0^1 [f'_1(x) f'_2(x) + Q(x) f_1(x) f_2(x)] \, dx\] (3.2.36)

(b) If \( f \) is real-valued and \( C^2 \) and obeys (3.2.27) and \(-f'' + Qf = 0\), then \( f = 0 \).

(c) If \( f \) is \( C^2 \) and obeys (3.2.27) and \( g = -f'' + Qf \), then (3.2.26) holds.

(d) \( A \geq 0 \). \hspace{1cm} (3.2.37)

(e) \( \text{Ker}(A) = 0 \). \hspace{1cm} (3.2.38)

Remarks. 1. Recall that we are assuming \( Q(x) \geq 0 \) for all \( x \in [0, 1] \).

2. (d), (e) imply, once we have Theorem (3.2.7) that \( B \geq \lambda_1 1 > 0 \).
**Proof.** (a) is a simple integration by parts. By (3.2.35), the boundary terms vanish.

(b) By (3.2.36),
\[
\int_0^1 (|f'(x)|^2 + Q(x)|f(x)|^2) \, dx = 0
\] (3.2.39)
Since \( Q > 0 \), \( f = 0 \) a.e. \( x \), and then, by continuity, for all \( x \).

(c) Let \( Ag = \tilde{f} \). By Proposition 3.2.8 both \( f \) and \( \tilde{f} \) obey \(-u'' + Qu = g\), so if \( f^s = f - \tilde{f} \), then \(-f^s + Qf^s = 0\). Since \( f^s(0) = f^s(1) = 0 \), \( f^s = 0 \), that is, \( f = \tilde{f} \).

(d) Let \( g \) be continuous and \( f = Ag \). Then, by Proposition 3.2.8, \( f \) is \( C^2 \) and obeys (3.2.27) and
\[
\langle g, Ag \rangle = \langle -f'' + Qf, f \rangle = \int (|f'(x)|^2 + Q(x)|f(x)|^2) \, dx
\] (3.2.40)
by (3.2.36). Since \( Q \geq 0 \), \( \langle g, Ag \rangle \geq 0 \). Since the continuous functions are dense, \( A \geq 0 \).

(e) It suffices to prove that \( \text{Ran}(A) \) is dense by (2.2.13). Let \( f \) be \( C^2 \) obeying (3.2.38). If \( g = -f'' + Qf \), by (3.2.26), \( f = Ag \), so \( f \in \text{Ran}(A) \). Since \( C^0_\infty((0,1)) \) is dense in \( L^2([0,1], dx) \), \( \text{Ran}(A) \) is dense. \( \square \)

**Proof of Theorem 3.2.7** Since \( A \) is self-adjoint, positive, and Hilbert–Schmidt, hence compact, and since \( \text{Ker}(A) = 0 \), Theorem 3.2.1 implies that there exist \( u_1, u_2, \ldots \) in \( L^2 \) and \( \gamma_1 \geq \gamma_2 \geq \cdots > 0 \), so \( \{u_j\}_{j=1}^\infty \) is a basis and
\[
Au_j = \gamma_j u_j
\] (3.2.41)
By Proposition 3.2.8, \( u_j = \gamma_j^{-1} Au_j \) is first continuous and then is \( C^2 \), obeys \( u_j(0) = u_j(1) = 0 \), and if \( \lambda_j = \gamma_j^{-1} \), then
\[
-u''_j + Qu_j = \lambda_j u_j
\] (3.2.42)
Since \( \gamma_j \to 0 \), \( \lambda_j \to \infty \). \( \square \)

**Notes and Historical Remarks.** As we noted in the Notes to the last section, Schmidt was a student of Hilbert and generalized results of Hilbert [317] and simplified their proofs in his thesis published in [601]. The result is what we call the Hilbert–Schmidt theorem.

Erhard Schmidt (1876–1959) was born in what is now Estonia (then part of the Russian empire) where his father was a professor of medical biology. He was a student of Hilbert and in turn his students include Bochner, E. Hopf, and H. Hopf (the Hopfs were unrelated). In connection with his work on integral equations, he invented \( \ell^2 \) and many of the most basic geometric results in Hilbert space in the context of \( \ell^2 \).
After brief appointments in Zurich, Erlangen, and Breslau, he moved in 1917 to Berlin, filling the chair vacated by the retirement of Schwarz. Under Weierstrass, Kummer, and Kronecker, Berlin had been the center of analysis in Germany, a tradition continued under the leadership of Schwarz and Frobenius. Shortly after Schmidt’s arrival, Carathéodory, who had replaced Frobenius, left and Schmidt became and remained the key figure in Berlin for many years. He was dismayed by the dismissal of Schur and von Mises for anti-Semitic reasons in the 1930s. While as the head of the department, he was involved in the persecution of Jews, there were complaints that he was not sufficiently anti-Semitic, so his reputation remained intact after the war when he was a major figure in the attempt to rehabilitate German mathematics.

Variational methods for eigenvalues go back to Rayleigh [546] and Ritz [571] who realized the top and bottom eigenvalues as a max and a min and intermediate as saddle points. The actual min-max principle (which is sometimes called the Courant–Fischer theorem) was found by Fischer in 1905 [202] and raised to high art by Courant [133].

The Sturm–Liouville theory goes back to their famous paper of 1837 [675]. As noted, our presentation relies, in essence, on writing down the inverse to $B$, where $B$ is an unbounded self-adjoint operator. We didn’t need to discuss $B$ explicitly as such because we had an explicit formula for $B^{-1}$. When we don’t have an explicit formula, e.g., dimension larger than one, we need to rely on unbounded operator theory and a compactness criterion. This is a subject we return to in Sections 3.16, 7.4, and 7.5.

Problems
1. This problem will provide an alternate proof of Theorem 3.2.1 using the spectral theorem.
   (a) Let $A \geq 0$. For some $0 < a < b$, suppose $\text{Ran}(P_{(a,b)}(A))$ has infinite dimension. Prove that $A$ is not compact. (Hint: If $\varphi \in \text{Ran}(P_{(a,b)}(A))$, then $\|A\varphi\| \geq a\|\varphi\|$. Thus, for an orthonormal family in $\text{Ran}(P_{(a,b)}(A))$, $A\varphi$ does not go to zero in norm.)
   (b) If $A \geq 0$ and $\dim(\text{Ran}(P_{(a,b)}(A)))$ is finite, prove $A \upharpoonright \text{Ran}(P_{(a,b)}(A))$ has a complete set of eigenvectors.
   (c) Prove the Hilbert–Schmidt theorem.
2. This will prove Theorem 3.2.3 via the polar decomposition. Let $A$ be normal.
   (a) If $A = U|A|$ is the polar decomposition, prove that $[U, |A|] = 0$. 
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(b) Fix \( \lambda \) an eigenvalue of \( |A| \). Let \( \mathcal{H}_\lambda = \{ \varphi \mid |A|\varphi = \lambda\varphi \} \). Prove that \( U \upharpoonright \mathcal{H}_\lambda \) is unitary and has a complete set of eigenvectors. Conclude that \( \text{Ker}(A) \) has a complete set of simultaneous eigenvectors of \( |A| \) and \( U \).

(c) Prove Theorem 3.2.3

3. This will prove Theorem 3.2.3 by following the proof of Theorem 3.2.1. Let \( A \) be normal.

(a) If \( A \) is compact, prove there is \( \varphi_1 \) so that \( \|\varphi_1\| = 1 \) and \( |\langle \varphi_1, A\varphi_1 \rangle| = \sup_{\psi, \|\psi\|=1} |\langle \psi, A\psi \rangle| \).

(b) If \( \langle \varphi_1, A\varphi_1 \rangle = re^{i\theta} \) with \( r > 0 \), by replacing \( A \) by \( e^{-i\theta}A \), suppose \( e^{i\theta} = 1 \). Show that if \( A = B + iC \) with \( B \) and \( C \) self-adjoint, then \( B\varphi_1 = r\varphi_1 \).

(c) Let \( \mathcal{H}^{(1)} = \{ \psi \mid B\psi = r\psi \} \). Show that \( \mathcal{H}^{(1)} \) is finite-dimensional and \( C : \mathcal{H}^{(1)} \to \mathcal{H}^{(1)} \).

(d) If \( C \upharpoonright \mathcal{H}_1 \) has a nonzero eigenvalue, prove that \( \sup_{\psi, \|\psi\|=1} |\langle \psi, A\psi \rangle| > r \) and conclude that \( C \upharpoonright \mathcal{H}^{(1)} \equiv 0 \).

(e) Prove that \( \varphi_1 \) is an eigenvector of \( A \).

(f) Complete the proof of Theorem 3.2.3.

4. In (3.2.14), prove that sup and inf are actually max and min.

5. This problem will extend Theorem 3.2.7 to the case

\[
-( Pu'')' + Qu = \lambda u
\]

where \( P, Q \) are continuous with \( P > 0, Q > 0 \) on \([0, 1] \).

(a) Extend Theorem 2.2.14 to this case.

(b) If \( W(x) = P(x)(u_0'(x)u_1(x) - u_0(x)u_1'(x)) \), prove \( W' = 0 \) if \( u_0, u_1 \) solve (3.2.43) with (3.2.20) boundary conditions.

(c) With this change in \( W \), show the rest of the proof of Theorem 3.2.7 extends.

6. Prove the analog of Theorem 3.2.7 in the case of \( u'(0) = u'(1) = 0 \) boundary conditions. (Hint: Define \( u_0, u_1 \) with \( u_0(0) = u_1(1) = 1, u_0'(0) = u_1'(1) = 0 \).)

7. (a) For fixed \( \lambda \), prove that any two nonzero solutions of (3.2.17) must be multiples of one another. (Hint: If \( -u'' + Qu = \lambda u \) and \( u(0) = u'(0) = 0 \), then \( u(x) = 0 \) for all \( x \).)

(b) In Theorem 3.2.7, prove that \( \lambda_1 < \lambda_2 < \ldots \).

(c) If \( -u'' + Qu = \lambda u, -v'' + Qv = \mu v, \lambda \neq \mu \), and \( u(0) = v(0) = u(1) = v(1) = 0 \), prove that \( \int u(x)v(x)dx = 0 \).

(d) Prove that the basis in Theorem 3.2.7 includes all solutions of (3.2.17).
3.3. The Riesz–Schauder Theorem

This section will focus on the fundamental theorem of the spectral theory of general compact operators on Banach spaces:

**Theorem 3.3.1** (Riesz–Schauder Theorem). Let $A$ be a compact operator on a Banach space, $X$. Then $\sigma(A) \setminus \{0\}$ is a discrete subset of $\mathbb{C} \setminus \{0\}$, that is, a set $\{\Lambda_n\}_{n=1}^N$ of distinct points with $\Lambda_n \to 0$ if $N$ is infinite. Each $\Lambda_n$ is an eigenvalue of finite (algebraic) multiplicity. Moreover, the algebraic and geometric multiplicities of $\Lambda_n$ as an eigenvalue of $A^t$ are the same as those as an eigenvalue of $A$.

**Remarks.**
1. We use $\Lambda_n$ for the distinct eigenvalues and $\{\lambda_n\}_{n=1}^\infty$ for a counting with each $\Lambda_n$ repeated a number of times equal to the algebraic multiplicity.
2. Our proof here makes heavy use of the Riesz geometric lemma (Lemma 5.1.6 of Part 1) that says if $Y \subset X$ is a closed, proper subspace of a Banach space, then for all $\varepsilon > 0$, there is $x \in X$ with $\|x\| = 1$ and $\text{dist}(x,Y) \geq 1 - \varepsilon$. For a different proof in the Hilbert space case, using what we’ll call the analytic Fredholm theorem (which only works if $A \in \text{FA}(X)$), see Theorem 3.14.3 That will directly prove $(A - z)^{-1}$ is meromorphic on $\mathbb{C} \setminus \{0\}$ with finite rank residues.
3. We’ll use the analysis of discrete eigenvalues in Section 2.3 (Corollary 2.3.6); see Problem 3 which instead uses the Riesz lemma.

Notice that if $\Lambda_n$ is an eigenvalue, not only is $\ker(A - \Lambda_n) \neq \{0\}$, but since $\ker(A^t - \Lambda_n) \neq \{0\}$, we have $\text{ran}(A - \Lambda_n)$ is not all of $X$. Thus, Theorem 3.3.1 implies (to be traditional, we consider the case $\Lambda_n = 1$ which, as we’ll see, is general for many purposes, and talk about solving $y = x + Ay$ instead of $(1 - A)^{-1}$; of course, $y = (1 - A)^{-1}x$):

**Theorem 3.3.2** (Fredholm Alternative). Let $A \in \text{Com}(X)$. Then either

(i) For every $x \in X$, there is a unique $y \in X$ obeying

$$y = x + Ay$$

or

(ii) There is $y \neq 0$ obeying

$$y = Ay$$

These are exclusive, that is, if (3.3.2) has a solution $y \neq 0$, then there is $x \in X$ so that (3.3.1) has no solution.

**Remarks.**
1. To be explicit, if (3.3.2) has nonzero solutions, $A^t \ell = \ell$ has nonzero solutions, and that means if (3.3.1) has a solution, then $\ell(x)$
must be 0. Indeed (Problem 1), $\text{Ran}(1 - A)$ is precisely $\{ x \mid \ell(x) = 0, \text{all } \ell \in \text{Ker}(1 - A^t) \}$.

2. Notice that if (3.3.2) has a nonzero solution, then (3.3.1) has multiple solutions for some $x$, for example, $x \equiv 0$ (in fact, if (3.3.1) has any solutions, it has multiple solutions). Therefore, $\sim$(ii) $\Rightarrow$ (i) can be paraphrased as: Uniqueness of possible solutions implies existence!

Since $(A - \lambda)^{-1} = \lambda^{-1}(\lambda^{-1}A - 1)$ and if $\lambda \neq 0$, then $\lambda^{-1}A$ is compact if $A$ is, we’ll begin by considering $\lambda = 1$ for simplicity of notation.

Lemma 3.3.3. If $A$ is compact and $\text{Ker}(1 - A) = \{ 0 \}$, then there is $\varepsilon > 0$, so that
$$\| (1 - A)x \| \geq \varepsilon \| x \| \quad (3.3.3)$$
for all $x$.

Proof. If not, we can find $x_n \in X$ with $\| x_n \| = 1$, so that
$$\| (1 - A)x_n \| \leq \frac{1}{n} \quad (3.3.4)$$
and, in particular,
$$\| (1 - A)x_n \| \to 0 \quad (3.3.5)$$

Since $A$ is compact, find $n(j)$ so $Ax_n(j)$ has limit $x_\infty$. By (3.3.5), $x_n(j) = (1 - A)x_n(j) + Ax_n(j)$ converges to $x_\infty$ also, so $\| x_\infty \| = 1$. Thus,
$$\| (1 - A)x_\infty \| = \lim_{j} \| (1 - A)x_n(j) \| = 0$$
so $x_\infty \neq 0$ is in $\text{Ker}(1 - A)$, contradicting the hypothesis. \qed

The Riesz lemma (Lemma 5.1.6 of Part 1) says if $Y \subseteq Z$ are closed subspaces, there is $z \in Z$ so $\| z \| = 1$ and $\text{dist}(z, Y) \geq \frac{1}{2}$. An increasing (respectively, decreasing) tower of subspaces is a sequence $\{ Y_j \}_{j=1}^\infty$ of closed subspaces with $Y_j \not\subseteq Y_{j+1}$ (respectively, $Y_{j+1} \not\subseteq Y_j$). The Riesz lemma and an easy induction (Problem 2) show that

**Proposition 3.3.4.** (a) If $Y_j$ is an increasing tower of subspaces, there exists $\{ y_j \}_{j=2}^\infty$ so that
$$y_j \in Y_j, \quad \| y_j \| = 1, \quad \text{dist}(y_j, Y_{j-1}) \geq \frac{1}{2} \quad \text{for } j = 2, 3, \ldots \quad (3.3.6)$$
(b) If $Y_j$ is a decreasing tower of subspaces, there exists $\{ y_j \}_{j=1}^\infty$ so that
$$y_j \in Y_j, \quad \| y_j \| = 1, \quad \text{dist}(y_j, Y_{j+1}) \geq \frac{1}{2} \quad \text{for } j = 1, 2, \ldots \quad (3.3.7)$$

**Remark.** Of course, by the inclusion, $\text{dist}(y_j, Y_k) \geq \frac{1}{2}$ for all $j > k$ in case (a) and for all $j < k$ in case (b).

**Lemma 3.3.5.** Let $C \in \mathcal{L}(X)$ for a Banach space, $X$. If $\text{Ker}(C) = \{ 0 \}$ and $\text{Ran}(C) \neq X$, then for all $n$, $\text{Ran}(C^{n+1}) \not\subseteq \text{Ran}(C^n)$.
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Proof. If \( u = C^{n+1}y \), then \( u = C^n(Cy) \), so \( \text{Ran}(C^{n+1}) \subset \text{Ran}(C^n) \) is always true.

If \( \text{Ran}(C) \neq X \), pick \( u \notin \text{Ran}(C) \), \( u \neq 0 \). Clearly, \( C^n u \in \text{Ran}(C^n) \). If \( C^n u = C^{n+1}w \) for some \( w \), since \( C \) is one–one, \( C^{n-1}u = C^nw \), and then \( C^{n-2}u = C^{n-1}w, \ldots, u = Cw \), contradicting \( u \notin \text{Ran}(C) \). Thus, \( C^n u \notin \text{Ran}(C^{n+1}) \), so \( \text{Ran}(C^{n+1}) \neq \text{Ran}(C^n) \). \( \square \)

Proposition 3.3.6. Let \( A \) be compact. If \( \text{Ker}(1 - A) = \{0\} \), then \( \text{Ran}(1 - A) = X \). Moreover, \( 1 \in \rho(A) \).

Remark. This is the “or” but not “exclusive or” part of the Fredholm alternative.

Proof. By the first conclusion, \( 1 - A \) is a bijection and then, by (3.3.2), the inverse is bounded, so \( 1 \in \rho(A) \). Thus, we only need to prove the first conclusion.

Let \( C = 1 - A \) and suppose \( \text{Ran}(C) \neq X \). By (3.3.3), \( Y_n = \text{Ran}(C^n) \) is a closed subspace for each \( n \). By Lemma 3.3.5, \( Y_{n+1} \subset X \), so \( \{Y_n\}_{n=1}^{\infty} \) is a decreasing tower. Thus, by Proposition 3.3.4, we can find \( \{y_n\}_{n=1}^{\infty} \) so

\[
\|y_n\| = 1, \quad y_n \in \text{Ran}(C^n), \quad \text{dist}(y_n, \text{Ran}(C^m)) \geq \frac{1}{2}, \quad \text{all } m > n \tag{3.3.8}
\]

Since \( C = 1 - A \),

\[
Ay_n = y_n - Cy_n \tag{3.3.9}
\]

If \( m > n \), \( Ay_m \in \text{Ran}(C^m) \subset \text{Ran}(C^{n+1}) \) since \([A, C^m] = 0\). Thus,

\[
Ay_n - Ay_m = y_n - Cy_n - Ay_m \in y_n - \text{Ran}(C^{n+1})
\]

We conclude \( \|Ay_n - Ay_m\| \geq \frac{1}{2} \) for all \( n \neq m \). Thus, \( \{Ay_n\}_{n=1}^{\infty} \) has no convergent subsequence, contradicting compactness of \( A \). We conclude that \( \text{Ran}(1 - A) = X \). \( \square \)

Proposition 3.3.7. Let \( A \) be compact. Then for all \( \varepsilon > 0 \), \( \sigma(A) \cap \{z \mid |z| \geq \varepsilon\} \) is finite.

Proof. If not, pick \( \lambda_1, \lambda_2, \ldots \) a sequence of distinct points in \( \sigma(A) \) with

\[
|\lambda_j| \geq \varepsilon \tag{3.3.10}
\]

Since \( \lambda_j \in \sigma(A) \), Proposition 3.3.6 (applied to \( \lambda_j^{-1}A \)) implies there exist \( x_n \in X \) so \( x_n \neq 0 \) and

\[
(A - \lambda_n)x_n = 0 \tag{3.3.11}
\]

If \( \sum_{j=1}^{n} \alpha_j x_j = 0 \), then \( \prod_{j=1}^{n-1} (A - \lambda_j) \sum_{j=1}^{n} \alpha_j x_j = \alpha_n \prod_{j=1}^{n-1} (\lambda_n - \lambda_j) x_n \), so \( \alpha_n = 0 \), that is, by induction, \( \{x_n\}_{n=1}^{\infty} \) are independent.

Thus, if \( Y_n \) is the span of \( \{x_j\}_{j=1}^{n} \), \( Y_n \) is an increasing tower. (They are closed by Corollary 5.1.5 of Part 1.) So, by Proposition 3.3.4, we can
find \( \{y_n\}_{n=2}^{\infty} \) so
\[
\|y_n\| = 1, \quad y_n \in Y_n, \quad \text{dist}(y_n, Y_{n-1}) \geq \frac{1}{2} \tag{3.3.12}
\]
By construction, \((A - \lambda_n)[Y_n] \subset Y_{n-1}\), which implies \(A[Y_m] \subset Y_m\). If \(m < n\), we conclude that
\[
Ay_n - Ay_m = \lambda_n y_n + (A - \lambda_n) y_n - Ay_m \in \lambda_n(y_n + Y_{n-1}) \tag{3.3.13}
\]
so
\[
\|Ay_n - Ay_m\| \geq \frac{1}{2} \varepsilon \tag{3.3.14}
\]
Thus, no subsequence of \(\{Ay_n\}_{n=1}^{\infty}\) can converge, contradicting compactness.

We conclude that \(\sigma(A) \cap \{z \mid |z| \geq \varepsilon\}\) is finite. \(\square\)

Thus, each \(\Lambda \in \sigma(A) \setminus \{0\}\) is an isolated point and we can pick \(\varepsilon > 0\), so
\[
\sigma(A) \cap \{z \mid 0 < |z - \Lambda| \leq \varepsilon\} = \emptyset \tag{3.3.15}
\]
and define
\[
P_\Lambda = (2\pi i)^{-1} \oint_{|z-\Lambda| = \varepsilon} (z - A)^{-1} dz \tag{3.3.16}
\]
as in (2.3.21).

**Proposition 3.3.8.** For each \(\Lambda \in \sigma(A) \setminus \{0\}\), the projection in (3.3.16) is compact. Thus, \(\dim(\text{Ran}(P_\Lambda)) < \infty\).

**Proof.** Since \(0 \in \sigma(A)\), (3.3.15) implies \(\varepsilon < |\Lambda|\). Thus, \((2\pi i)^{-1} \oint_{|z-\Lambda| = \varepsilon} z^{-1} d z = 0\). Since
\[
(z - A)^{-1} - z^{-1} = A[z^{-1}(z - A)^{-1}] \tag{3.3.17}
\]
if
\[
B_\Lambda = (2\pi i)^{-1} \oint_{|z-\Lambda| = \varepsilon} z^{-1}(z - A)^{-1} d z \tag{3.3.18}
\]
we have
\[
P_\Lambda = AB_\Lambda \tag{3.3.19}
\]
so \(P_\Lambda\) is compact.

Thus, the unit ball of \(\text{Ran}(P_\Lambda)\) is compact. So, by Theorem 5.1.7 of Part 1, \(\dim(\text{Ran}(P_\Lambda)) < \infty\). \(\square\)

**Proof of Theorem 3.3.1** We’ve proven (Proposition 3.3.6) that each \(\Lambda \in \sigma(A) \setminus \{0\}\) is an eigenvalue and that (Proposition 3.3.7) the only possible limit of eigenvalues is \(\{0\}\). Thus, all eigenvalues in \(\sigma(A) \setminus \{0\}\) are discrete. So, by Proposition 3.3.8 they have finite algebraic multiplicity.

All that remains to show are the relations to \(A^t\). Since \(\sigma(A) = \sigma(A^t)\) (see Theorem 2.2.4) and if \(z \in \rho(A)\), \((z - A)^{-t} = [(z - A)^{-1}]^t\), we see that (with \(N\) given by Theorem 2.3.5)
\[
P_\Lambda(A^t) = P_\Lambda(A)^t, \quad N_\Lambda(A^t) = N_\Lambda(A)^t \tag{3.3.20}
\]
Since \( \dim(\text{Ran}(B^t)) = \dim(\text{Ran}(B)) \) (see (2.1.9)) and

algebraic mult. of \( \Lambda \) for \( A = \dim(\text{Ran}(P_\Lambda)) \) (3.3.21)

geometric mult. of \( \Lambda \) for \( A = \dim(\text{Ran}(P_\Lambda)) - \dim(\text{Ran}(N_\Lambda)) \) (by (2.3.43)), we have the claimed equality of multiplicities. \( \square \)

As an application of Theorem 3.3.1, we note that it provides another proof (Problem 4) of the Hilbert–Schmidt theorem. As a second application, we provide a proof of the solvability of the Dirichlet problem for bounded regions \( \Omega \subset \mathbb{R}^n \) with smooth boundary. The Dirichlet problem is discussed in Sections 3.4 and 3.6 of Part 3.

In particular, in Section 3.6 of Part 3, we discussed dipole layers. If \( \Omega \) is a bounded open region in \( \mathbb{R}^\nu, \nu \geq 2 \), with smooth \((C^\infty)\) boundary, the dipole potential at \( y \in \partial \Omega \) is defined for \( x \in \mathbb{R}^\nu \) by

\[
K_0(x, y) = \frac{(x - y, n_y)}{\sigma_\nu |x - y|^{\nu}}
\]

(3.3.23)

where \( n_y \) is the outward pointing normal at \( y \in \partial \Omega \) and (see Problem 5 or 6 of Section 4.11 of Part 1)

\[
\sigma_\nu = \frac{2(\sqrt{\pi})^\nu}{\Gamma(\frac{\nu}{2})}
\]

(3.3.24)

is the area of the unit sphere in \( \mathbb{R}^\nu \).

For any \( f \in C(\partial \Omega) \) and \( x \in \mathbb{R}^\nu \), define

\[
(D_\Omega f)(x) = \int_{\partial \Omega} K_0(x, y) f(y) \, dS(y)
\]

(3.3.25)

where \( dS \) is surface measure. Because \( \partial \Omega \) is smooth, \((x - y, n_y) = O(|x - y|^{\nu})\) as \( x - y \to 0 \) uniformly in \( x, y \in \partial \Omega \), so the integral in (3.3.25) converges even if \( x \in \partial \Omega \). Since \( K(\cdot, y) \) is harmonic away from \( y \), \((Df)(x)\) is harmonic on \( \mathbb{R}^\nu \setminus \partial \Omega \).

Of course, if \( x \notin \partial \Omega \), the integrand is bounded as \( y \) varies, but not uniformly as \( x \to \partial \Omega \). Indeed, one can prove that if \( u_\pm(x) = (Df)(x) \) restricted to \( x \) inside/outside \( \partial \Omega \) (call them \( \Omega_\pm \)), then if \( u_\pm \) are extended to \( \partial \Omega \) by

\[
u_\pm(x) = \mp f(x) + (Df)(x), \quad x \in \partial \Omega
\]

(3.3.26)

then \( u_\pm \) are continuous on \( \Omega_\pm \). Moreover, at any point, \( y \), on \( \partial \Omega \),

\[
\frac{\partial u_+}{\partial n_y}(y) = \frac{\partial u_-}{\partial n_y}(y)
\]

(3.3.27)

That is, \( \frac{\partial u}{\partial n} \) is continuous across \( \partial \Omega \), but if \( f(y) \neq 0 \), \( u_\pm \) jump as \( y \) is crossed.
Define $A: C(\partial \Omega) \to C(\partial \Omega)$ by

$$(Af)(x) = (Df)(x), \quad x \in \partial \Omega$$

(3.3.28)

To solve the Dirichlet problem (i.e., $u$ harmonic in $\Omega$, continuous on $\overline{\Omega}$, and $u \mid \partial \Omega = g$, a given function), we need to solve

$$g = -f + Af$$

(3.3.29)

which is exactly a Fredholm integral equation. We have the following:

**Theorem 3.3.9.**

(a) $A$ is a compact operator of $C(\partial \Omega)$ to itself.

(b) The only solution of $f = Af$ is $f = 0$.

(c) The Dirichlet problem can be solved for any $g \in C(\partial \Omega)$.

**Remark.** Since we need to assume $\partial \Omega$ is $C^\infty$, this method is more limited than some of the other methods discussed in Sections 3.4 and 3.6 of Part 3, but it nicely illustrates the power of the Fredholm alternative and was historically important.

**Proof.** (a) For $\delta > 0$, define

$$K_{\delta}(x, y) = \frac{(x - y, n_y)}{[\sigma_\nu(|x - y|\nu + \delta)]}$$

(3.3.30)

and

$$(A_{\delta}f)(x) = \int K_{\delta}(x, y) f(y) dS(y)$$

(3.3.31)

Then $K_{\delta}$ is a continuous kernel, so by Example 3.1.6, $A_{\delta}$ is a compact operator. Since

$$|(Af)(x) - A_{\delta}f(x)| \leq \|f\|_\infty \int_{\partial \Omega} |K_{\delta}(x, y) - K_0(x, y)| dS(y)$$

(3.3.32)

we have

$$\|A - A_{\delta}\| \leq \sup_x \int_{\partial \Omega} |K_{\delta}(x, y) - K_0(x, y)| dS(y)$$

(3.3.33)

which the reader will prove (in Problem 5) goes to zero. Thus, $A$ is a norm limit of compact operators, and so compact.

(b) Let $u_{\pm} = Df$ restricted to $\Omega_{\pm}$. By $f = Af$ and (3.3.26), $u_+$ set equal to 0 on $\partial \Omega$ is continuous on $\Omega$, so by the maximum principle (see Corollary 3.1.5 of Part 3), $u_+ \equiv 0$. Thus, by (3.3.27), $\frac{\partial u_-}{\partial n} = 0$ on $\partial \Omega$.

Since

$$\text{div}(u_-(\text{grad } u_-)) = u_- \Delta u_- + |\text{grad } u_-|^2 = |\text{grad } u_-|^2$$

(3.3.34)
then for \( R > \sup_{x \in \partial \Omega} |x| \), we have that, by Gauss’s theorem, with \( \Omega^{-} = \Omega_{-} \cap \{|x| < R\} \),

\[
\int_{\Omega^{-}} |\text{grad} \, u_{-}(x)|^2 d\nu x
= -\int_{\partial \Omega} u_{-}(y) \frac{\partial u_{-}}{\partial n}(y) dS(y) + \int_{|y|=R} u_{-}(y) \frac{\partial u_{-}}{\partial n} dS(y)
\]  

(3.3.35)

Since \( \frac{\partial u_{-}}{\partial n} = 0 \) on \( \partial \Omega \), the first integral on the right is zero, and since (Problem 6), uniformly in direction, \( u_{-}(y) = O(|y|^{-\nu-1}) \), \( \frac{\partial u_{-}}{\partial n} = O(|y|^{-\nu}) \), the second integral is \( O(R^{-2\nu+1}R^{\nu-1}) \to 0 \). Thus, \( \int_{\Omega} |\text{grad} \, u_{-}|^2 d\nu y = 0 \), that is, \( u_{-} \) is constant.

Since \( u_{-}(y) \to 0 \) as \( y \to \infty \), \( u_{-} \equiv 0 \). Thus, the jump \( u_{+} - u_{-} = 2f \) is zero, that is, \( f = 0 \) as claimed.

(c) Immediate from (a), (b), and the Fredholm alternative (Theorem 3.3.2).

We end this section by presenting a partially alternate proof of what we called the weak Lomonosov theorem (Corollary 5.12.29 of Part 1) and, in particular, one that avoids the use of the Schauder-Tychonoff fixed point theorem. Recall that if \( X \) is a Banach space and \( A \in \mathcal{L}(X) \), we say that \( Y \subset X \), a closed subspace, is an invariant subspace for \( A \) if \( A[Y] \subset Y \). If \( A = \{A\}' = \{B \in \mathcal{L}(X) \mid BA = AB\} \), we say that \( Y \) is a hyperinvariant subspace for \( A \) if it is invariant for all \( B \in \{A\}' \). Recall that such a subspace is called nontrivial if \( Y \neq \{0\}, Y \neq X \). We’ll prove

**Theorem 3.3.10** (Weak Lomonosov Theorem). Let \( K \) be a nonzero compact operator on an infinite-dimensional Banach space, \( X \). Then \( K \) has a nontrivial hyperinvariant subspace.

**Remark.** If \( \dim(X) < \infty \) and \( K \neq c1 \) for any \( c \), then \( K \) also has a non-trivial hyperinvariant subspace, for if \( \lambda \in \sigma(K) \), \( Y = \{x \mid Kx = \lambda x\} \) is hyperinvariant and \( Y \neq \{0\} \) since \( \lambda \in \sigma(K) \), and \( Y \neq X \) since \( K \neq \lambda 1 \).

**Proof.** If there is \( \lambda \in \sigma(K) \setminus \{0\} \), then the associated eigenspace is hyperinvariant and, by the Riesz-Schauder theorem not \( \{0\} \) and finite-dimensional, so not all of \( X \). Thus, we can restrict to the case where \( K \) is quasinilpotent, i.e., as \( n \to \infty \)

\[
\|K^n\|^{1/n} \to 0
\]  

(3.3.36)

Without loss we can suppose \( \|K\| = 1 \) and for some \( x_0 \) with \( \|x_0\| > 1 \), we have that \( \|Kx_0\| > 1 \). Thus, since \( \|K\| = 1, 0 \not\in L \equiv K([B_1(x_0)]) \) and, of course \( 0 \not\in B_1(x_0) \) since \( \|x_0\| > 1 \).
As in Section 5.12 of Part 1, if $K$ has no hyperinvariant spaces, $\mathcal{A} = \{K\}'$ and $y \neq 0$, we have that $\{Ay \mid A \in \mathcal{A}\}$ is dense in $X$ since its closure is hyperinvariant for $K$ and is not $\{0\}$ since $y = 1y$ is in its closure.

Define, for $T \in \mathcal{A}$,

$$U_T = \{y \in X \mid \|Ty - x_0\| < 1\} \quad (3.3.37)$$

By the density result, any $y \neq 0$ lies in some $U_T$ and since $\|x_0\| > 1$, $0 \notin U_T$ for all $T$. Thus $\bigcup_{T \in \mathcal{A}} U_T = X \setminus \{0\}$ so since $L$ is compact and in $X \setminus \{0\}$, we can find $T_1, \ldots, T_n \in \mathcal{A}$ so

$$L \subset \bigcup_{j=1}^n U_{T_j} \quad (3.3.38)$$

Define $j_1, j_2, \ldots$ inductively so $x_m = T_{j_m} \cdots KT_{j_1}Kx_0 \in \overline{B_1(x_0)}$. For $Kx_0 \in L$ is in some $U_{T_{j_1}}$ and then by induction $Kx_{m-1} \in L$ so in some $U_{T_{j_m}}$. Let $\varepsilon = \min\{\|y\| \mid y \in \overline{B_1(x_0)}\} = \|x_0\| - 1 > 0$. Let $C = \max_{j=1,\ldots,n}\{\|T_j\|\}$. Since $K$ commutes with all $T_j$, $x_m = K^mT_{j_m}\cdots T_{j_1}x_0$ so

$$\varepsilon < \|K^m\| C^m \|x_0\| \quad (3.3.39)$$

Taking $m$-th roots and using $(3.3.36)$, we see that

$$\varepsilon^{1/m} \to 0 \quad (3.3.40)$$

violating $\varepsilon > 0$. This contradiction proves $K$ must have a hyperinvariant subspace. \qed

**Notes and Historical Remarks.** The Riesz–Schauder theorem is named after a 1916 paper of Riesz [566] and a 1930 paper of Schauder [598]. Riesz had most of the theory using the Riesz lemma as we do in most of our development (he used the argument in Problem 3 in place of the use of spectral projections). Schauder added the missing piece of the theory involving the dual space.

If $f$ is the function on $\sigma(A)$ equal to 1 very near $\Lambda$ and 0 elsewhere, $g$ the function equal to $\Lambda^{-1}$ very near $\Lambda$ and 0 elsewhere, then $zg(z) = f(z)$. So, by the functional calculus, $Ag(A) = f(A)$, which is precisely $(3.3.10)$.

The reduction of the Dirichlet problem to an integral equation by using dipole layers goes back to Neumann [500]. The analysis using Fredholm theory was mentioned in Fredholm and developed by Hilbert and his school. Our discussion follows Courant–Hilbert [134, 135].

As we explained in the Notes to Section 5.12 of Part 1, Theorem 3.3.10 is due to Lomonosov [455]. The proof here is due to H. M. Hilden (unpublished). He found it in response to a query of L. J. Wallen who said it would be good to have a proof where the Schauder–Tychonoff theorem were
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replaced by the contraction mapping theorem and instead Hilden found a proof with no use of any fixed point theorem. Wallen then presented to talk at a conference and it appeared in print in Michaels [476], Pearcy–Shields [514], and Radjavi–Rosenthal [542], all with attribution to Hilden.

Problems

1. (a) Let $A$ be compact, $y_n = (1-A)x_n$, and $y_n \to y_\infty$. Prove there is $x_\infty$ so $y_\infty = (1-A)x_\infty$, that is, $\text{Ran}(1-A)$ is closed. (Hint: Let $\tilde{X} = \text{Ker}(1-A)$ and consider $X/\tilde{X} = X^2$. Prove there is $A^2: X^2 \to X^2$ with $A^2|x = [Ax]$, that $A^2$ is compact, and $\text{Ker}(1-A^2) = \{0\}$, so $\|(1-A^2)|x|| \geq \varepsilon||x||$.)

(b) Prove $\text{Ran}(1-A) = \{x \mid \ell(x) = 0 \text{ for all } \ell \in \text{Ker}(1-A^t)\}$.

2. Prove Proposition 3.3.4

3. (a) If $A$ is compact, prove that $\text{Ker}(1-A)$ is finite-dimensional. (Hint: Consider $\text{Ker}(1-A) \cap A[X_1]$.)

(b) Prove that $\mathbb{K}_m = \text{Ker}((1-A)^m)$ is finite-dimensional for all $m$. (Hint: Prove that $1 - (1-A)^m$ is compact.)

(c) Prove that either for some $m < \infty$, $\mathbb{K}_n = \mathbb{K}_m$ for all $n \geq m$ or else $\mathbb{K}_n \subsetneq \mathbb{K}_{n+1}$ for all $n$.

(d) If $x_n \in \mathbb{K}_n$ and $x_m \in \mathbb{K}_m$ and $n > m$, prove that $Ax_n - Ax_m \in x_n + \mathbb{K}_{n-1}$.

(e) Use the Riesz lemma to conclude eventually $\mathbb{K}_n = \mathbb{K}_m$ for some $m$ and conclude 1 has finite algebraic multiplicity.

4. (a) Let $A$ be a self-adjoint operator on a Hilbert space, $\mathcal{H}$. For $x \in \mathbb{R}$, prove that $\|(A-x-i\varepsilon)\varphi\| \geq |\varepsilon|\|\varphi\|$ and conclude that $\|(A-x-i\varepsilon)^{-1}\| \leq |\varepsilon|^{-1}$.

(b) Let $\lambda_0 \in \mathbb{R}$ be an isolated point of $\sigma(A)$. Prove that $(A-\lambda)^{-1}$ has a simple pole at $\lambda = \lambda_0$ and conclude that if $P_{\lambda_0}$ is the spectral projection, (3.1.5), then $\text{Ran}(P_{\lambda_0}) \equiv \text{Ker}(A-\lambda_0)$.

(c) If $\lambda_0 \neq \mu_0 \in \mathbb{R} \setminus \{0\}$ and $A\varphi = \lambda_0 \varphi$, $A\psi = \mu_0 \psi$, prove that $\langle \varphi, \psi \rangle = 0$.

(d) Use the Riesz–Schauder theorem (Theorem 3.3.1) to prove the Hilbert–Schmidt theorem (Theorem 3.2.1).

5. This problem will prove the sup in (3.3.33) goes to zero as $\delta \downarrow 0$.

(a) For each $\varepsilon > 0$, prove that $K_\delta(x,y) - K_0(x,y) \to 0$ uniformly in $|x-y| \geq \varepsilon$.

(b) Prove that

$$\lim_{\varepsilon \downarrow 0} \sup_{x \in \Omega} \int_{|x-y| \leq \varepsilon} |K(x,y)| \, dS(y) = 0$$
(c) Prove that the sup in (3.3.33) goes to zero as $\delta \downarrow 0$.

6. If $D_{\Omega}f$ is given by (3.3.25) with $f \in C(\partial \Omega)$, prove that in $\{x \mid |x| \geq 1 + \sup_{y \in \partial \Omega} |y|\}$, we have

$$|(D_{\Omega}f)(x)| \leq C|x|^{-\nu + 1}$$
$$|\nabla(D_{\Omega}f)(x)| \leq C|x|^{-\nu}$$

3.4. Ringrose Structure Theorems

The Riesz–Schauder theorem provides a kind of analog for compact operators of the Jordan normal form for finite matrices. But there are two limitations. It says nothing about a compact operator, $A$, on the rest of the space outside the span of the spectral projections, $P_{\lambda}$, for $\lambda \in \sigma(A) \setminus \{0\}$. And it says nothing in the quasinilpotent case where $\sigma(A) = \{0\}$. In this section, we’ll discuss two results that provide some information. The first is limited to the Hilbert space case:

**Theorem 3.4.1** (Ringrose–West Decomposition). Let $A$ be a compact operator on a Hilbert space, $\mathcal{H}$. Then

$$A = N + Q$$

(3.4.1)

where $N$ is a compact normal operator with

$$\sigma(A) \setminus \{0\} = \sigma(N) \setminus \{0\}$$

(3.4.2)

and with algebraic multiplicities of $\lambda \neq 0$ in $\sigma(A) \setminus \{0\}$ the same as those for $N$ and where $Q$ is quasinilpotent, i.e.,

$$\sigma(Q) = \{0\}, \quad ||Q^n||^{1/n} \rightarrow 0 \text{ as } n \rightarrow \infty$$

(3.4.3)

To describe the other result, we need some terminology.

**Definition.** A nest of subspaces of a Banach space, $X$, is a collection, $\mathcal{F}$, of closed subspaces which is totally ordered under inclusion, i.e., if $Y, Z \in \mathcal{F}$, then either $Y \subset Z$ or $Z \subset Y$. A nest, $\mathcal{F}$, is called complete if $\{0\}, X \in \mathcal{F}$ and if for any subfamily $\mathcal{F}_0 \subset \mathcal{F}$

$$\sup_{L \in \mathcal{F}_0} L = \bigcup_{L \in \mathcal{F}_0} L \quad \text{and} \quad \inf_{L \in \mathcal{F}_0} L = \bigcap_{L \in \mathcal{F}_0} L$$

(3.4.4)

lie in $\mathcal{F}$.

If $\mathcal{F}$ is a complete nest, for any $M \in \mathcal{F}, M \neq \emptyset$, we define

$$M_- = \sup \{L \in \mathcal{F} \mid L \subset M, L \neq M\}$$

(3.4.5)
Definition. A nest, $\mathcal{F}$, is called simple if it is complete and for any $M$, either $M_\pm = M$ or $\dim(M/M_\pm) = 1$. Given $A \in \mathcal{L}(X)$, a nest is called a simple invariant nest if it is simple and, for each $M \in \mathcal{F}$, $A[M] \subset M$. We say that $\mathcal{F}$ is discontinuous at $M$ if $M_- \neq M$.

If $\mathcal{F}$ is a simple invariant nest, and $\mathcal{F}$ is discontinuous at $M$, there is a unique $\alpha_M \in \mathbb{K}$ so that for any $x \in M$, $Ax - \alpha_M x \in M_-$ (for $\bar{A} : M/M_\pm \to M/M_\pm$ by $\bar{A}[x] = [Ax]$ is multiplication by some $\alpha_M$). $\alpha_M$ is called the eigenjump for $M$. Here is the second main theorem of this section.

**Theorem 3.4.2** (Ringrose Structure Theorem). Let $A$ be a compact operator on a separable Banach space, $X$. Then there is a simple invariant nest, $\mathcal{F}$, for $A$. For any such nest, the set of points, $M$, of discontinuity is countable and the eigenjumps, $\alpha_M \neq 0$, are exactly the points $\lambda$ of $\sigma(A) \setminus \{0\}$ and the multiplicity of $\lambda \neq 0$ as an eigenjump is its algebraic multiplicity as a point of $\sigma(A)$.

**Example 3.4.3** (Volterra Nest). One might think that the only nests are discrete, i.e., have only jumps and countably many of them. Here is an example of a maximal nest, invariant for a certain compact operator (of necessity, by Theorem 3.4.2, an operator with $\sigma(A) = \{0\}$) that has no points of discontinuity.

Let $S$ be a Volterra operator

$$\left(Sf\right)(x) = \int_0^x f(y) \, dy \quad (3.4.6)$$

on any of Banach spaces, $C([0,1])$, $L^p([0,1], dx)$ with $1 \leq p < \infty$. In Example 22.2.13 we proved that $S$ is quasinilpotent on $C([0,1])$ but it is easy to see (Problem 2) that it is compact and quasinilpotent on each $L^p$ and on $C([0,1])$.

Let $0 \leq c \leq 1$. Define

$$Y_c = \{ f \mid f(x) = 0 \text{ for } x \in [0, c] \} \quad (3.4.7)$$

It is trivial to see that each $Y_c$ is invariant for $A$ and if $c > d$, then $Y_c \subset Y_d$. In $L^p$, $\{ Y_c \}_{0 \leq c \leq 1}$ is a maximal invariant nest (Problem 2) and in $C([0,1])$ we get a maximal invariant nest if we add $C([0,1])$ (For $L^p$, $Y_{c=0} = L^p$ but not for $C([0,1])$). Moreover (see the Notes and Problem 3 for $L^p$, $C([0,1])$ the $\{ Y_c \}_{0 \leq c \leq 1}$ (with perhaps $\{0\}$ added for $C([0,1])$ are the only (closed) invariant subspaces for $S$. Of course, for any $T \subset [0,1]$, $\inf \{ Y_c \mid c \in T \} = Y_{\inf \{ c \mid c \in T \}}$ and $\sup \{ Y_c \mid c \in T \} = Y_{\sup \{ c \mid c \in T \}}$, so this is a continuous nest. It is called the Volterra nest.
We’ll provide two proofs of Theorem 3.4.1. The first we will do with our bare hands and, for the second, we will use the machinery of simple invariant nests.

**First Proof of Theorem 3.4.1.** Let \( A \) be a compact operator on the Hilbert space, \( \mathcal{H} \). Let \( \{ \Lambda_k \}_{k=1}^{K} \) be a labeling of the distinct points of \( \sigma(A) \setminus \{0\} \) and \( M_k = \dim(\operatorname{Ran} P_k) \) where \( P_k \) is the spectral projection for \( \Lambda_k \).

By picking a Jordan basis for each \( A \upharpoonright \operatorname{Ran} P_k \), we find an independent set of vectors \( \{ f_j \}_{j=1}^{J} \) with \( J = \sum_{k=1}^{K} M_k \) where \( P_k \) is the spectral projection for \( \Lambda_k \).

Apply Gram–Schmidt to the \( f \)'s and so get an orthonormal set (called a Schur basis), \( \{ e_j \}_{j=1}^{J} \), so that

\[
A e_j = \lambda_j e_j + \sum_{q=1}^{j-1} a_{jq} e_q \tag{3.4.8}
\]

Let \( \mathcal{H}_1 \) be the closure of the span of the \( e_j \)'s. Define \( N \in \mathcal{L}(\mathcal{H}) \) by

\[
N e_j = \lambda_j e_j \tag{3.4.9}
\]

\[
N \varphi = 0 \quad \text{if} \quad \varphi \in \mathcal{H}_1^\perp \tag{3.4.10}
\]

Since \( N \) has a diagonal matrix and \( |\lambda_j| \to 0 \) as \( j \to \infty \), \( N \) is a compact normal operator. Clearly \( Q \equiv A - N \) is then compact. We only need to prove that \( Q \) is quasinilpotent.

By (3.4.8) and (3.4.9), \( \mathcal{H}_1 \) is an invariant subspace for \( A \) and for \( N \) and so for \( Q \). Let \( Q_1 = Q \upharpoonright \mathcal{H}_1 \). We begin by proving \( Q_1 \) is quasinilpotent.

If not, let \( \lambda_1 \) be a nonzero eigenvalue of the compact operator \( Q_1 \). Let \( \sigma_1 = \sigma(Q_1) \setminus \{ \lambda_1 \} \) and \( z_0 = 0 \) and apply Proposition 2.3.7. If \( \varphi = \sum_{\ell=1}^{L} a_{\ell} e_{\ell} \) \((L < \infty, \{ a_{\ell} \}_{\ell=1}^{L} \subset \mathbb{C}^{L})\) \( Q_1^{L} \varphi = 0 \), so by that proposition, \( P_{\lambda_1} \varphi = 0 \) (since the \( \varphi \in \operatorname{Ran} P = \operatorname{Ker} P_{\lambda_1} \)). Thus \( P_{\lambda_1} \) vanishes on a dense set of \( \mathcal{H}_1 \) and so on \( \mathcal{H}_1 \), i.e., \( \lambda_1 \) is not an eigenvalue after all. This shows that \( Q_1 \) is quasinilpotent.

Suppose \( Q \) is not quasinilpotent. Since \( Q \) is compact, there is \( \varphi \in \mathcal{H} \) and \( \mu \neq 0 \) so that \( \varphi \neq 0 \) and

\[
Q \varphi = \mu \varphi \tag{3.4.11}
\]

Since \( Q_1 \) is quasinilpotent, \( \varphi \not\in \mathcal{H}_1 \), i.e.,

\[
\varphi = \psi + \eta, \quad \psi \in \mathcal{H}_1^\perp, \eta \in \mathcal{H}_1, \psi \neq 0 \tag{3.4.12}
\]

By (3.4.11) and \( N \upharpoonright \mathcal{H}_1^\perp = 0 \)

\[
(A - \mu) \psi = -(Q - \mu) \eta \in \mathcal{H}_1 \tag{3.4.13}
\]

since \( \mathcal{H}_1 \) is invariant for \( Q \).

Let \( \mathcal{H}_2 \) be the span of \( \mathcal{H}_1 \) and \( \psi \), i.e., \( \mathcal{H}_1 \oplus [\psi] \). By (3.4.13), \( \mathcal{H}_2 \) is an invariant subspace of \( A \). Let \( A_2 = A \upharpoonright \mathcal{H}_2 \). By a simple argument
(Problem [1], $\sigma(A_2) \subset \sigma(A)$ and for $z \notin \sigma(A)$, $\mathcal{H}_2$ is invariant for $(A - z)^{-1}$ and $(A_2 - z)^{-1} = (A - z)^{-1} \upharpoonright \mathcal{H}_2$. This implies that if $\lambda \in \sigma(A_2)$, with $\lambda \neq 0$,

$$P_\lambda(A_2) = P_\lambda(A) \upharpoonright \mathcal{H}_2 \quad (3.4.14)$$

If $\mu \notin \sigma(A)$, $(A_2 - \mu)$ is invertible and by (3.4.13), $\psi = (A - \mu)^{-1} \left[ -(Q - \mu)\eta \right] \in \mathcal{H}_1$ since $(A - \mu)^{-1}$ leaves $\mathcal{H}_1$ invariant. This contradicts $\psi \in \mathcal{H}_1^\perp$, $\psi \neq 0$. Thus $\mu \in \sigma(A)$.

By Theorem 2.3.8 and (3.4.14)

$$\left(1 - P_\mu(A_2)\right) \psi \subset \text{Ran}(A_2 - \mu) \subset \mathcal{H}_1 \quad (3.4.15)$$

By (3.4.14), $P_\mu(A_2) \psi = P_\mu(A) \psi \in \mathcal{H}_1$ since the range of $P_\mu(A)$ is the span of a finite number of $f_j$'s. But then $\psi \in \mathcal{H}_1$ which violates $\psi \in \mathcal{H}_1^\perp \setminus \{0\}$. This contradiction implies that $Q$ is quasinilpotent. \hfill \Box

We turn towards the proof of the Ringrose structure theorem. We begin with the existence of simple invariant nests.

**Proposition 3.4.4.** Let $A$ be a compact operator on a separable Banach space, $X$. Then an invariant nest $\mathcal{F}$ is simple if and only if it is maximal among all invariant nests.

**Remark.** This result is also true (by a similar proof) if “invariant” is dropped in both places. But this alternate result does not immediately imply this one. If $A$ were not compact, it could be that only $\{0\}$ and $X$ are invariant (see the Notes to Section 5.12 of Part 1). Then the unique invariant nest is not simple.

**Proof.** Suppose $\mathcal{F}$ is a simple invariant nest and $\mathcal{F}_0$ is an invariant nest containing $\mathcal{F}$. Let $M \in \mathcal{F}_0 \setminus \mathcal{F}$. Let $\mathcal{F}_- = \{L \in \mathcal{F} \mid L \subset M\}$, $\mathcal{F}_+ = \{L \in \mathcal{F} \mid M \subset L\}$,

$$L_+ = \inf_{L \in \mathcal{F}_+} L, \quad L_- = \sup_{L \in \mathcal{F}_-} L \quad (3.4.16)$$

Clearly, $L_+, L_- \in \mathcal{F}$ since $\mathcal{F}$ is complete and by construction

$$L_- \subset M \subset L_+ \quad (3.4.17)$$

Let $N \in \mathcal{F}$ with $N \subset L_+, N \neq L_+$. Since $N \neq L_+$, $N \notin \mathcal{F}_+$ so it is false that $M \subset N$. Since $\mathcal{F}_0$ is a nest, $N \subset M$, i.e., $N \in \mathcal{F}_-$ and thus

$$\{N \in \mathcal{F} \mid N \subset L_+, N \neq L_+\} = \mathcal{F}_- \quad (3.4.18)$$

so

$$(L_+)_- = L_-$$

and $\dim(L_+/L_-) \leq 1$ by the simplicity hypothesis. But that means any $M$ obeying (3.4.17) must have $M = L_+$ or $M = L_-$, i.e., $M \in \mathcal{F}$ after all. This contradiction shows that $\mathcal{F}$ is maximal.
Conversely, suppose $\mathcal{F}$ is a maximal invariant nest. If $\mathcal{F}_1 \subset \mathcal{F}$ is a subset, $\sup(\mathcal{F}_1)$ and $\inf(\mathcal{F}_1)$ are clearly invariant for $A$. If $M \in \mathcal{F}$, either $N \subset M$ for all $N \in \mathcal{F}_1$ in which case $N \subset \inf(\mathcal{F}_1)$, or for some $M$, $M \subset N$ in which case $\inf(\mathcal{F}_1) \subset N$. Thus we can add $\inf(\mathcal{F}_1)$ to $\mathcal{F}$ and still get an invariant nest, so, by maximality, $\inf(\mathcal{F}_1) \in \mathcal{F}$. Similarly, $\sup(\mathcal{F}_1) \in \mathcal{F}$. Thus $\mathcal{F}$ is complete.

Let $M \subset \mathcal{F}$ and suppose $\dim(M/M-) > 1$. $\tilde{A}: M/M_- \to M/M_-$ by $\tilde{A}[x] = [Ax]$ is well-defined since $M_-$ is invariant and compact by a simple argument on quotients. By the Aronszajn–Smith theorem (see Corollary 5.12.30 of Part 1), $\tilde{A}$ has a nontrivial invariant subspace, $S$, $\{x \in X \mid [x] \in S\}$ is then an invariant subspace for $A$ lying strictly between $M_-$ and $M$ violating maximality. Thus, $\dim(M/M-) \leq 1$ and $\mathcal{F}$ is simple. □

By a simple Zornification, maximal invariant nests exist—thus, we have the first part of Theorem 3.4.2.

**Corollary 3.4.5.** Let $A$ be a compact operator on a Banach space $X$. Then $A$ has simple invariant nests.

We now turn to the connection of eigenvalues and eigenjumps. We need a technical preliminary:

**Lemma 3.4.6.** Let $\mathcal{F}$ be a simple invariant nest for a compact operator, $A \in \mathcal{L}(X)$. Let $M \in \mathcal{F}$ have $M_- = M$. Then for any $\delta > 0$, there is $L \subset M$, $L \neq M$ so that for all $x \in M$

$$d(Ax, L) \leq \delta \|x\|$$

(3.4.19)

**Proof.** Fix $\delta > 0$. Since $A[\{x \in M \mid \|x\| \leq 1\}] \equiv Q$ is precompact, it is totally bounded, i.e., we can find $\{x_j\}_{j=1}^k$ so that

$$Q \subset \bigcup_{j=1}^k \{y \mid \|y - Ax_j\| \leq \frac{\delta}{2}\}$$

(3.4.20)

Since $M = (\bigcup_{L \in M, L \neq M, L \in \mathcal{F}} L)$, we can find $L_j$ and then $\ell_j \in L_j$ so that $\|\ell_j - x_j\| \leq \frac{\delta}{2\|A\|}$. By renumbering we can suppose that $L_1 \subset L_2 \subset \ldots \subset L_k \subset M$ with $L_k \neq M$.

Since $\|A\ell_j - Ax_j\| \leq \frac{\delta}{2}$, if $y_j = A\ell_j$, then

$$Q \subset \bigcup_{j=1}^k \{y \mid \|y - y_j\| < \delta\}$$

(3.4.21)

Let $L = L_k$. (3.4.21) implies for $x \in M$ with $\|x\| \leq 1$, $d(Ax, L) \leq \delta$ which is (3.4.19). □
Proposition 3.4.7. Let $F$ be a simple invariant nest for a compact operator $A$. Suppose $x \neq 0$ and $Ax = \lambda x$ for $\lambda \in \mathbb{C}$, $\lambda \neq 0$. Let

$$M = \inf \{ N \in F \mid x \in N \} \quad (3.4.22)$$

Then $F$ is discontinuous at $M$ and $\alpha_M = \lambda$.

**Proof.** Define $M$ by (3.4.22), Since $M = \bigcap_{x \in N} N$, we have $x \in M$. If $M_- = M$, by Lemma 3.4.6 with $\delta = \frac{|\lambda|}{2}$, we have $L$ obeying (3.4.19), $L \neq M$ so $x \not\in L$ and $d(x, L) > 0$.

Since $L$ is invariant for $A$, for any $y \in A$, $d(Ax, L) = d(A(x + y), L)$ so for all $y \in L$

$$d(Ax, L) \leq \delta \|x + y\| \quad (3.4.23)$$

and thus taking inf over $y \in L$

$$d(Ax, L) \leq \delta d(x, L) \quad (3.4.24)$$

Since $Ax = \lambda x$, we see that

$$|\lambda| d(x, L) \leq \delta d(x, L) \quad (3.4.25)$$

This is a contradiction given that $\delta = \frac{1}{2} |\lambda|$ and $d(x, L) > 0$. Thus $M_- \neq M$.

By definition of $\alpha_M$

$$(\lambda - \alpha_M)x = (A - \alpha_M)x \in M_- \quad (3.4.26)$$

Since $x \not\in M_-$, we must have $\lambda - \alpha_M = 0$. $\square$

Proposition 3.4.8. Let $F$ be a simple invariant nest for a compact operator, $A$, and $M \in F$ a point of discontinuity. Then $\alpha_M \in \sigma(A)$. If $\alpha_M \neq 0$ and has index one, then there is $x \in M \setminus M_-$ with $Ax = \alpha_M x$.

**Remark.** Recall (see Section 2.3) that index one means $\text{Ker}(A - \alpha_M)^2 = \text{Ker}(A - \alpha_M)$.

**Proof.** Let $B = A \upharpoonright M$ and $B_- = B \upharpoonright M_-$. If $\alpha_M \not\in \sigma(A)$, by Problem 11, $\alpha_M \not\in \sigma(B) \cup \sigma(B_-)$ and $(B - \alpha_M)^{-1} \upharpoonright M_- = (B_- - \alpha_M)^{-1}$. Pick any $x \in M \setminus M_-$ and let $y = (B - \alpha_M)x$. Then $y \in M_-$, so

$$x = (B - \alpha_M)^{-1}y = (B_1 - \alpha_M)^{-1}y \in M_- \quad (3.4.27)$$

contrary to the choice of $x$. Thus $\alpha_M \in \sigma(A)$.

If now $\alpha_M \neq 0$ and has index one, pick $x \in M \setminus M_-$. By Corollary 2.3.9 we can write

$$x = k + y, \quad k \in \text{Ker}(B - \lambda_0), \ y \in \text{Ran}(B - \lambda_0)$$

But $B - \lambda_0$ maps $M$ to $M_-$ so $y \in M_-$. Thus $k \in M \setminus M_-$ also and is the required eigenvector. $\square$
Proof. Suppose $d > m$. Then we can find distinct $M_1 \subset M_2 \subset \ldots \subset M_{m+1}$ all points of discontinuity with $\alpha_{M_j} = \lambda$. Since $\lambda$ has index one, by Proposition 3.4.8 we can find $x_j \in M_j \setminus M_{j-1}$ for $j = 2, \ldots, m + 1$ and $x_1 \in M_1 \setminus \{0\}$ so that $(A - \lambda_0)x_j = 0$ and thus, $x_j \in \text{Ran}(P_\lambda)$.

We claim that the $x_j$ are independent violating the fact that $\dim(P_\lambda) = m$. For suppose $\sum_{j=1}^{m+1} \alpha_j x_j = 0$ with $(\alpha_1, \ldots, \alpha_{m+1}) \neq 0$. Pick $J = \max_j (\alpha_j \neq 0)$. Then $x_J = \alpha_J^{-1} \left(- \sum_{j=1}^{J-1} \alpha_{j-1} x_j\right) \subset M_{J-1}$ violating the condition that $x_J \not\in M_{J-1}$.

Proposition 3.4.10. Let $\lambda \in \sigma(A)$ have index one. Then $m \leq d$.

Proof. If not, $m > d$. We pick $\{M_j\}_{j=1}^{d} \subset \mathcal{F}$ so $M_1 \subset M_2 \subset \ldots \subset M_d$, all distinct with $(M_j)_- \neq M_j$ and $\alpha_{M_j} = \lambda$ for $j = 1, \ldots, n$. By Proposition 3.4.8 pick $x_j \in M_j$ with $Ax_j = \lambda x_j$. Define $\psi_j$ on $M_j = \{\alpha x_j + y \mid \alpha \in \mathbb{C}, y \in (M_j)_-\}$ by

$$\psi_j(\alpha x_j + y) = \alpha$$

Since $\ker \psi_j = (M_j)_-$ is closed, $\psi_j \in M_j^*$. By the Hahn–Banach theorem, we can extend $\psi_j$ to $\varphi_j \in X^*$.

Let $K = \ker(A - \lambda)$ which, by hypothesis has dimension $m > d$. Let $\eta_j = \varphi_j \upharpoonright K$. Since $\varphi_j(x_j) = 1, \varphi_j \neq 0$ and thus $\ker \varphi_j$ has dimension $m - 1$ and $\bigcap_{j=1}^{d} \ker \varphi_j$ has dimension at least $m - d > 0$ so we can find $x_0 \in \bigcap_{j=1}^{d} \ker \varphi_j$.

By Proposition 3.4.7 there is $M_0$, a point of discontinuity with $\alpha_{M_0} = \lambda$ and $x_0 \in M_0 \setminus (M_0)_-$. By the counting of $M_j, M_0$ must be an $M_j$ but then $\varphi_j(x_0) \neq 1$ contrary to $x_0 \in \ker \varphi_j$. This contradiction proves that $m \leq d$.

Proof of Theorem 3.4.2. Fix $\lambda_0 \in \sigma(A), \lambda_0 \neq 0$. We want to prove that $m = d$ for this $\lambda_0$. If $\lambda_0$ has index one for $A$, we know that $m = d$ by Propositions 3.4.9 and 3.4.10. If not, there is a minimal $k \geq 1$ so that for $m = 1, 2, \ldots$, $\ker(A - \lambda_0)^{k+m} = \text{Ran} P_{\lambda_0} \neq \ker(A - \lambda_0)^k$. Define...
\[ \mu_0 \equiv -(-\lambda_0)^{k+1}. \]

\[ B = (A - \lambda_0)^{k+1} - (-\lambda_0)^{k+1} = \left[ \sum_{j=1}^{k+1} (-\lambda_0)^{k+1-j} A^j \right] A \quad (3.4.29) \]

Then \( B \) is compact and

\[ (B - \mu_0)^\ell = (A - \lambda_0)^\ell(k+1) \quad (3.4.30) \]

Thus \( P_{\mu_0}(B) = P_{\lambda_0}(A) \), so \( \mu_0 \) has the same algebraic multiplicity for \( B \) as \( \lambda_0 \) has for \( A \).

If \( M \) is an invariant subspace for \( A \), it is also for \( B \) and thus \( \mathcal{F} \) is a simple invariant nest for \( B \). Moreover, a simple calculation (Problem 7) shows that if \( M \) is a discontinuity point of \( \mathcal{F} \) and \( \beta_M \) is the eigenjump for \( B \), then

\[ \beta_M = \mu_0 - (\alpha_M - \lambda_0)^{k+1} \quad (3.4.31) \]

so \( \beta_M = \mu_0 \Leftrightarrow \alpha_M = \lambda_0 \). Thus, the \( m, d \) for \( (A, \lambda_0) \) are the same as for \( (B, \mu_0) \). By \( (3.4.30) \), \( \mu_0 \) has index one for \( B \), so by Propositions 3.4.9 and 3.4.10 \( m = d \).

Thus this implies the set of nonzero jumps is countable (actually, so are the zero jumps; see Problem 8 for the Hilbert space case) and the multiplicities are equal. \( \square \)

**Second Proof of Theorem 3.4.1** Pick a simple invariant nest, \( \mathcal{F} \), for \( A \). For each jump, \( M \in \mathcal{F} \), with eigenjump, \( \alpha_M \neq 0 \), pick \( \varphi_M \in M \cap (M_-)^\perp \) with \( \|\varphi_M\| = 1 \). If \( P \subset M_- \) is another jump, \( \varphi_P \in M_- \) so \( \varphi_P \perp \varphi_M \). Thus, if \( \mathcal{N} \subset \mathcal{F} \) is the set of jumps with \( \alpha_M \neq 0 \), \( \{\varphi_P\}_{P \in \mathcal{N}} \) is an orthonormal set.

Define \( N \) by

\[ N\varphi_P = \alpha_P \varphi_P, \quad P \in \mathcal{N} \quad (3.4.32) \]
\[ N\psi = 0 \quad \text{if} \quad \psi \in \{\varphi_P\}_{P \in \mathcal{N}}^\perp \quad (3.4.33) \]

Then \( N \) has an orthonormal set of eigenvectors and so is normal. Since \( \{P \mid |\alpha_P| > \delta\} \) is finite, \( N \) is compact.

For any \( R \in \mathcal{F} \), \( R \) is spanned by \( \{\varphi_P\}_{P \in \mathcal{N}, P \subset R} \) plus some orthonormal vectors in \( \{\varphi_P\}_{P \in \mathcal{N}}^\perp \). It follows that \( R \) is also invariant for \( N \) and so for \( Q \equiv A - N \).

For any jump, \( P \), in \( \mathcal{F} \), the eigenjump for \( Q \) is either \( \alpha_P - \alpha_P \) if \( P \in \mathcal{N} \) or \( 0 - 0 \) if \( \alpha_P = 0 \). Either way \( Q \) has only 0 eigenjumps. \( Q \) is compact as the difference of compact operators. By the Ringrose Structure Theorem, \( \sigma(Q) = \{0\} \), i.e., \( Q \) is quasinilpotent. \( \square \)

**Notes and Historical Remarks.**

The notion of invariant nests, Theorem 3.4.2, and the ideas in its proof are taken from the seminal paper of Ringrose [569] and its exposition in his
Theorem 3.4.1 proven by analyzing maximal nests in a Hilbert space (by associating orthogonal projections onto each $M \in \mathcal{F}$ and so getting a kind of projectional-valued measure) is implicit in Ringrose [569, 570]. Our approach, as well as the explicit statement, is from West [740].

Further developments include the work of Erdos [187, 188] who, in particular, used the theory to prove that a trace class quasinilpotent operator is a trace norm limit of finite rank quasinilpotent operators. This immediately implies the trace of a trace class quasinilpotent operator is zero. In turn, this plus Theorem 3.4.1 implies Lidskii’s theorem, that the trace of a trace class operator is the sum of its eigenvalues counting algebraic multiplicity (one needs the theorem, see Theorem 3.9.1, that $A$ trace class implies $\sum_{n=1}^{K} |\lambda_n(A)| < \infty$ for this implies that in the decomposition (3.4.1), $C$ is trace class and thus $Q = A - C$ is trace class; in fact, the proof of this uses the fact that if $\{\varphi_n\}_{n=1}^{K}$ is the orthonormal set obtained from Gram–Schmidt on $\bigcup \text{Ran}(P_{\lambda_j})$ then $\sum_{n=1}^{K} |\varphi_n| = \sum_{n=1}^{K} |\langle \varphi_n, A\varphi_n \rangle| \leq \text{Tr}(|A|))$. See the Notes to Section 3.12 for the Dunford–Schwarz proof of Lidskii’s Theorem which is not unrelated to this argument.

Another important tool in the further study of nests (including Erdos’ work) is that every continuous simple nest on a Hilbert space is unitarily equivalent to the Volterra nest of Example 3.4.3—a result implicitly in Kadison–Singer [363].

The remainder of these notes focus on the result about the Volterra operator, $S$, of (3.4.6), that the only invariant subspaces of $S$ are the $Y_c$. In 1938, Gel’fand [225] asked the question of which $f \in L^2([0, 1], dx)$ has $\{S^n f\}_{n=0}^{\infty}$ total in $L^2$. This was first answered by Agmon [5] in 1949 although much of the later literature seemed unaware of this paper. Using complex variable techniques, Agmon proved this set is total if and only if $0 \in \text{supp}(f)$. It is not hard (Problem 5) to see that this result is equivalent to the following invariant subspaces result (in that either leads to the other in a few steps).

**Theorem 3.4.11.** The only subspaces of $L^p([0, 1], dx)$ invariant for the operator, $S$, of (3.4.6) are the space $Y_c$ of (3.4.7), $0 \leq c \leq 1$. For $C([0, 1])$ the only other invariant space is all of $C([0, 1])$.

In 1957, Brodski˘ı [90] and Donoghue [165] explicitly proved the invariant subspace result. Brodski˘ı used operator theory and Donoghue used Titchmarsh’s theorem as we will explain shortly. Theorem 3.4.11 might seem related to Theorem 5.10.1 of Part 3—Beurling’s theorem which specifies the invariant subspaces of the left shift on $\ell^2(\mathbb{Z}_+)$. Indeed, Sarason [588] has proven Theorem 3.4.11 from Beurling’s theorem.

There is a close connection between Theorem 3.4.11 and a theorem of Titchmarsh some state as follows. If $f$ is continuous on $[0, \infty)$ and $f \neq 0,$
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one defines

\[ I(f) = \inf(\text{supp}(f)) = \inf(\{x \mid f(x) \neq 0\}) \]  \hspace{1cm} (3.4.34)

**Theorem 3.4.12** (Titchmarsh’s Theorem, First Form). Let \( f \) and \( g \in C([0, \infty)) \) with neither identically zero. Then

\[ I(f \ast g) = I(f) \ast I(g) \]  \hspace{1cm} (3.4.35)

**Remarks.**

1. \( (f \ast g)(x) = \int_0^x f(y)g(x - y) \, dy \) so the integral converges for all \( x \in [0, \infty) \) and only depends on \( f \upharpoonright [0, x] \), \( g \upharpoonright [0, x] \).

2. \( I(f + g) \geq I(f) + I(g) \) is trivial. The subtle point is that there can’t be cancellations. It is the kind of result that seems obviously true but upon some thought perhaps less so. While there are proofs that are not long (the one in Yoshida [768] is two pages), they are not especially intuitive. Some proofs use some rather advanced complex variable results.

Donoghue’s proof of Theorem 3.4.11 deduced it from Titchmarsh’s theorem. In the other direction, Kalisch [367] noted that Theorem 3.4.11 in turn implies Titchmarsh’s theorem. The reader will derive these implications in Problems 4, 5, and 6.

The reader will look at equivalent forms of Titchmarsh’s theorem in Problem 3 including

**Theorem 3.4.13** (Titchmarsh’s Theorem, Second Form). If \( f, g \in C([0, 1]) \) and \( I(f) = 0, f \ast g = 0 \), then \( g = 0 \).

Titchmarsh proved his theorem using complex functions in 1926 [700]. Other complex-variable methods are Crum [138] and Dufresnoy [170]. A real-variable proof is Mikusinski [477], the basis of the proof in Yoshida [768]. Lions [451] has the following \( \nu \)-dimensional analog.

**Theorem 3.4.14** (Lions’ Theorem). If \( S \in S'(\mathbb{R}^\nu) \) is a distribution of compact support, let \( c(S) \) be the closed convex hull of the support of \( S \). Then, for any two distributions of compact support, \( S \) and \( T \),

\[ c(S \ast T) = c(S) + c(T) \]  \hspace{1cm} (3.4.36)

**Remarks.**

1. In one dimension \( c(S) = [i(S), m(S)] \) where \( m \) is the \( \sup \{x \mid x \in \text{supp}(S)\} \) so \( c(S) + c(T) = [i(S) + i(T), m(S) + m(T)] \) so Lions’ Theorem is equivalent to Titchmarsh (given that under reflection \( m(S) \) and \( i(S) \) are interchanged).

2. One can determine \( c(S) \) from the support of each one-dimensional distribution obtained by integrating out \( \nu - 1 \) variables. One can thus deduce Lions’ theorem from Titchmarsh’s.
Problems

1. Let $X$ be a Banach space and $A \in \mathcal{L}(X)$. Let $Y \subset X$ be a (closed) invariant subspace for $A$.
   
   (a) If $\lambda$ is in the unbounded component of $\sigma(A)$, prove that $Y$ is invariant for $(A - \lambda)^{-1}$ and that $(A \upharpoonright Y - \lambda)^{-1} = (A - \lambda)^{-1} \upharpoonright Y$. (Hint: By Corollary 5.5.11 of Part 1, it suffices to prove $f_{\ell,y}(z) = \ell((A - z)^{-1}y)$ vanishes for each $y \in Y$ and $\ell \in Y^\perp$ and $z$ in the unbounded component. Show this is so first for $|z| > \|A\|$.)
   
   (b) For $A$ compact, prove that $\sigma(A \upharpoonright Y) \subset \sigma(A)$.
   
   (c) Find an example where $\sigma(A \upharpoonright Y) \neq \sigma(A)$.
   
   (d) Find a noncompact example where $\sigma(A \upharpoonright Y)$ is strictly larger than $\sigma(A)$. (Hint: Right shift.)

2. Let $A$ be given by (3.4.6)

   (a) For any $p \in [1, \infty)$, prove that $\text{Ran}(A) \subset C([0, 1])$.

   (b) Knowing that $A$ is compact on $C([0, 1])$, conclude that it is compact on $L^p([0, 1], dx)$.

   (c) Prove that $\|A^{n+1}\|_{L^p} \leq \|A^n\|_{C([0,1])}$.

   (d) Prove that $A$, as an operator on $L^p$, is quasinilpotent.

   (e) With $Y_c$ given by (3.4.7), prove that for $L^p$, $\{Y_c\}_{0 \leq c \leq 1}$ is a maximal nest and so a maximal invariant nest.

   (f) Prove the same for $C([0, 1])$ if $C([0, 1])$ is added.

3. (a) If $I(f)$ is defined for any $f$ with $f \not\equiv 0$ and $\text{supp}(f)$ bounded and if $(T_a f)(x) = f(x - a)$, prove that $I(T_a f) = I(f) - a$ and $(T_a f) * (T_b f) = T_{a+b}(f * g)$.

   (b) Prove that it suffices to prove Titchmarsh’s theorem in the special case $I(f) = I(g) = 0$.

   (c) Let $f, g \in C([0, 1])$ with $I(f) = 0$. Assuming Titchmarsh’s theorem, prove $f * g = 0$ for $x \in [0, 1] \Rightarrow g = 0$. Thus, the first form implies the second form.

   (d) Let $f, g \in C([0, 1])$. If $f * g = 0$ on $[0, 1]$, using that $I(f) + I(g) \geq 1$, show that $I(f) = a$, $f * g \upharpoonright [0, 1] = 0 \Rightarrow I(g) \geq 1 - a$.

   (e) Suppose $f, g \in C([0, \infty))$ has $I(f) = I(g) = 0$ and that contrary to the first form of Titchmarsh’s theorem, $I(f * g) = a > 0$. By scaling, find $\tilde{f}, \tilde{g}$ on $[\cdot, 1]$ so $I(\tilde{f}) = I(\tilde{g}) = 0$. Let $\tilde{f} * \tilde{g} \upharpoonright [0, 1] = 0$. Thus, the second form implies the first.

4. This problem will show that Theorem 3.4.11 proves Theorem 3.4.13
3.4. Ringrose Structure Theorems

(a) Let \( u(x) = \chi_{[0,1]} \). Prove that for \( x \in [0, 1] \)
\[
Sf(x) = (u * f)(x)
\]  
and that
\[
(S^n f) * g = (u * \cdots * u) * (f * g)
\]  
(b) Show that Theorem 3.4.11 for \( L^1([0, 1], dx) \) implies that the \( L^1 \)-span of \( \{S^n f\}_{n=0}^\infty \) is all of \( L^1 \) if \( I(f) = 0 \). (This is Agmon’s result.)
(c) If \( I(f) = 0 \) and \( f * g = 0 \) as functions in \( L^1([0, 1], dx) \), prove that \( h * g = 0 \) for all \( h \in L^1([0, 1], dx) \).
(d) Picking \( h \) as an approximate identity, prove that \( f * g = 0 \) plus \( I(f) = 0 \) \( \Rightarrow \) \( g = 0 \).

5. This problem will prove that Theorem 3.4.11 is equivalent to the result of Agmon that if \( f \in L^1([0, 1], dx) \) and \( I(f) = 0 \), then \( \{S^n f\}_{n=0}^\infty \) is total in \( L^1 \).

(a) Assume Agmon’s result. Let \( Y_c \) be given by (3.4.7). If \( I(f) = c \), prove that the span of \( \{S^n f\}_{n=0}^\infty \) is \( Y_c \).
(b) Assume Agmon’s result. Let \( Z \) be a subspace of \( L^1([0, 1], dx) \) invariant for \( S \). Let \( c = \inf \{I(g) \mid g \in Z \} \). Prove that \( Z = Y_c \) so Agmon’s result implies Theorem 3.4.11.

Note. The other half of the equivalence is (b) of the last problem.

6. This problem will show that Theorem 3.4.13 for \( L^2([0, 1], dx) \) implies Theorem 3.4.11. It will use Problem 5 that it suffices to show \( I(f) = 0 \) \( \Rightarrow \) \( \{S^n f\}_{n=0}^\infty \) is total in \( L^2 \).

(a) With \( u = \chi_{[0,1]} \), prove that \([u * \cdots * u \ (n \text{ times})](x) = \frac{x^n}{n!}\)
(b) If \( \tilde{g} \perp \{S^n f\}_{n=0}^\infty \), prove that
\[
\langle \tilde{g}, p * f \rangle = 0
\]
for any polynomial \( p \).
(c) Let \( \tilde{h}(x) = h(1 - x) \). Prove that
\[
\int_{0 \leq x \leq 1 \atop 0 \leq y \leq x} g(x)p(y)f(x - y)\,dx\,dy = \int_{0 \leq y \leq 1 \atop 0 \leq x \leq y} \tilde{g}(x)p(y)f(y - x)\,dx\,dy
\]
\[
= \langle \tilde{p}, \tilde{g} * f \rangle
\]
(d) If \( \tilde{g} \perp \{S^n f\}_{n=0}^\infty \), prove that \( \tilde{g} * f = 0 \) so if \( I(f) = 0 \) and we assume Theorem 3.4.12 then \( g = 0 \).
(e) Conclude that Theorem 3.4.12 \( \Rightarrow \) Theorem 3.4.11.

Remark. See the Notes for the history of the ideas in Problems 3–6.
7. Let \( A \) be compact and \( B \) given by \((3.4.29)\). Let \( \mathcal{F} \) be a simple invariant nest for \( A \) and so for \( B \). Let \( M \) be a discontinuity point of \( \mathcal{F} \) and \( \alpha_M \) (respectively, \( \beta_M \)), the eigenjumps to \( A \) and \( B \). Prove that \((3.4.31)\) holds.

8. Let \( \mathcal{F} \) be a simple nest in a Hilbert space, \( \mathcal{H} \). Let \( \{M_\alpha\}_{\alpha \in I} \) be a family of discontinuity points of \( \mathcal{F} \). Pick \( \varphi_\alpha \in (M_\alpha) \cap [(M_\alpha)_-]^{-1} \) with \( \|\varphi_\alpha\| = 1 \). Prove that \( \{\varphi_\alpha\}_{\alpha \in I} \) is an orthonormal family and conclude that \( I \) is countable.

### 3.5. Singular Values and the Canonical Decomposition

In this section, we’ll show any compact operator, \( A \), on a Hilbert space, \( \mathcal{H} \), has a natural decomposition

\[
A = \sum_{j=1}^{N(A)} \mu_j(A) \langle \varphi_j, \cdot \rangle \psi_j
\]  

(3.5.1)

where \( N(A) = \text{rank}(A) \), \( \mu_1 \geq \mu_2 \geq \cdots \geq \mu_N \) (or \( \geq \) if \( N = \infty \)), and \( \{\varphi_j\}_{j=1}^{N}, \{\psi_j\}_{j=1}^{N} \) are each orthonormal families. The \( \varphi \)'s and \( \psi \)'s are “essentially unique” and the \( \mu_j \) must be the eigenvalues of \( |A| \), since \((3.5.1)\) implies

\[
A^*A = \sum_{j=1}^{N(A)} \mu_j(A)^2 \langle \varphi, \cdot \rangle \varphi_j
\]  

(3.5.2)

Thus, we have the following

**Definition.** If \( A \) is compact, its singular values \( \{\mu_j(A)\}_{j=1}^{N(A)} \) (where \( N(A) = \text{rank}(A) \)) are the eigenvalues of \( |A| \), written in decreasing order (counting multiplicities). If \( N(A) < \infty \), we will sometimes write \( \mu_j(A) = 0 \) for \( j > N(A) \). By the argument in Problem 16 of Section 2.4, \( |A| \) and \( |A^*| \) have the same nonzero eigenvalues, so \( \{\mu_j(A)\}_{j=1}^{N} \) are also the eigenvalues of \( |A^*| \).

**Theorem 3.5.1.** Any compact operator has an expansion \((3.5.1)\) where \( \mu_j(A) \) are the singular values, \( \{\varphi_j\}_{j=1}^{N(A)} \) are orthonormal, and obey

\[
|A|\varphi_j = \mu_j(A)\varphi_j, \quad A\varphi_j = \mu_j(A)\psi_j
\]  

(3.5.3)

**Remarks.** 1. \((3.5.1)\) is called the canonical decomposition.

2. If \( \mu_1 > \mu_2 > \ldots \), the \( \varphi_j \)'s are unique up to a phase factor. If some \( \mu_j = \mu_{j+1} \), there are degeneracies that destroy uniqueness. \( \psi_j \) is always determined by \( U\varphi_j = \psi_j \), where \( U \) is the partial isometry in the polar decomposition of \( A \).

3. As we’ll see, this essentially encodes Hilbert–Schmidt theorem & polar decomposition.
**Proof.** Let \( \{ \varphi_j \}_{j=1}^{N(A)} \) be an orthonormal basis for \( \text{Ker}(A) \perp = \text{Ker}(|A|) \perp \) of eigenvectors for \( |A| \). Then the Fourier expansion plus \( |A|\varphi_j = \mu_j(A)\varphi_j \) implies

\[
|A| = \sum_{j=1}^{N} \mu_j(A) \langle \varphi_j, \cdot \rangle \varphi_j \tag{3.5.4}
\]

Since \( U_A \) is an isometry on \( \text{Ker}(A) \perp \), it takes the orthonormal set \( \{ \varphi_j \}_{j=1}^{N(A)} \) to an orthonormal set \( \{ \psi_j \}_{j=1}^{N} \), where

\[
\psi_j = U\varphi_j \tag{3.5.5}
\]

The polar decomposition, \( A = U_A|A| \), then implies \( (3.5.1) \). □

In the rest of this section, we’ll explore some of the equalities and inequalities for \( \{ \mu_j(A) \}_{j=1}^{\infty} \). By the Hilbert–Schmidt theorem,

\[
\lim_{j \to \infty} \mu_j(A) = 0 \tag{3.5.6}
\]

There is a simple min-max characterization of the \( \mu_j \).

**Theorem 3.5.2.** For any compact operator,

\[
\mu_j(A) = \inf_{\psi_1, \ldots, \psi_{j-1}} \left( \sup_{\varphi \perp \psi_1, \ldots, \psi_{j-1}} \inf_{\|\varphi\|=1} \|A\varphi\| \right) \tag{3.5.7}
\]

**Remarks.** 1. One can define \( \mu_j(A) \) by \( (3.5.7) \) for any \( A \) and then show (Problem [1]) that \( A \) is compact if and only if \( (3.5.6) \) holds.

2. In particular,

\[
\mu_1(A) = \|A\| \tag{3.5.8}
\]

**Proof.** By \( (3.2.14) \),

\[
\mu_j(A)^2 = \lambda_j(A^*A) = \inf_{\psi_1, \ldots, \psi_{j-1}} \left( \sup_{\varphi \perp \psi_1, \ldots, \psi_{j-1}} \langle \varphi, A^*A\varphi \rangle \right) \tag{3.5.7}
\]

since \( \langle \varphi, A^*A\varphi \rangle = \|A\varphi\|^2 \). □

**Theorem 3.5.3.** For any \( A \) compact and \( B \in \mathcal{L}(H) \),

(a) \( \mu_j(A) = \mu_j(A^*) \) \hspace{1cm} \hspace{1cm} \hspace{1cm} (3.5.9)

(b) \( \mu_j(BA) \leq \|B\|\mu_j(A) \) \hspace{1cm} \hspace{1cm} \hspace{1cm} (3.5.10)

(c) \( \mu_j(AB) \leq \|B\|\mu_j(A) \)

**Remark.** (a) says \( A^*A \) and \( AA^* \) have the same nonzero eigenvalues, so there is an alternate proof of (a) using Problem [5] of Section 2.2.
Proof. (a) By (3.5.1),
\[ A^* = \sum_{j=1}^{N} \mu_j(A) \langle \psi_j, \cdot \rangle \varphi_j \] (3.5.11)
so
\[ AA^* = \sum_{j=1}^{N} \mu_j(A)^2 \langle \psi_j, \cdot \rangle \psi_j \] (3.5.12)
implying
\[ |A^*| = \sum_{j=1}^{N} \mu_j(A) \langle \psi_j, \cdot \rangle \psi_j \] (3.5.13)
so \( \mu_j(A) \) are also the eigenvalues of \( |A^*| \) (as we noted above).
(b) is immediate from \( \|BA\varphi\| \leq \|B\|\|A\varphi\| \) and (3.5.7).
(c) By (a) and (b), we have that
\[ \mu_j(AB) = \mu_j((AB)^*) = \mu_j(B^*A^*) \leq \|B^*\| \mu_j(A^*) = \|B\| \mu_j(A) \] (3.5.14)
□

Notes and Historical Remarks. The name “singular value” goes back to Picard \[522\] in 1910, but in some quarters took a while to catch on. As late as 1949, Weyl \[751\] referred to “two kinds of eigenvalues” rather than eigenvalues and singular values. But by now it is fairly standard, although \textit{s-number} is also used.

Besides the inequalities of Theorem 3.5.3 and Problems 2 and 3, there are loads of other inequalities on singular values. Goh’berg–Krein \[257\] has a whole chapter on them and Simon \[650\] several sections. A key tool is rearrangement inequalities (see Problems 24–26 of Section 5.3 of Part 1)—for example, Horn’s inequality (Problem 3) and those ideas imply that for any \( r > 0 \),
\[ \sum_{n=1}^{\infty} \mu_n(AB)^r \leq \sum_{n=1}^{\infty} [\mu_n(A)\mu_n(B)]^r \] (3.5.15)
and this plus Hölder’s inequality for sums implies Hölder’s inequality of operator ideals, that is, another proof of Theorem 3.7.6.

While I follow my usage of forty years in calling (3.5.1) the canonical expansion, it is not the only name. Both Goh’berg–Krein \[257\] and Retherford \[559\] call it the \textit{Schmidt expansion} after his 1907 paper \[601\].

The canonical expansion for finite matrices is essentially equivalent to what is called the \textit{singular value decomposition} (svd). This says that if \( A \) is
an $n \times m$ real matrix or rank $k$ ($k \leq \min(n, m)$, of course), then $A$ can be written

$$A = U \Sigma V^t$$  \hspace{1cm} (3.5.16)

where $\Sigma$ is a $k \times k$ diagonal matrix with diagonal matrix elements $\mu_1 \geq \mu_2 \geq \cdots \geq \mu_k$, $U$ is an $n \times k$ matrix with $U^tU = 1$, $V$ an $m \times k$ matrix with $V^tV = 1$. In terms of (3.5.1), $U$ is the matrix with rows $\psi_1, \ldots, \psi_N(A)$ and $V$ with rows $\varphi_1, \ldots, \varphi_N(A)$, so one easily goes from (3.5.1) to (3.5.16) and vice-versa.

The svd for square matrices goes back to Beltrami [49] and Jordan [352, 353] in 1873–74. It was rediscovered by Sylvester [678, 679, 680]. Its extension to the nonsquare case is from the 1930s; see Williamson [760], Eckart–Young [180, 181]. For the early history, see Stewart [665].

The svd is heavily used in numerical analysis [259, 260] and data analysis [158, 481, 710].

**Problems**

1. If $\mu_j(A)$, defined by (3.5.7), has $\mu_j(A) \to 0$, show that $A$ is compact.
   \textit{(Hint: Look at the proof of Theorem 3.1.13.)}

2. This problem will prove the Ky Fan inequalities [192]:

$$\mu_{n+m+1}(A + B) \leq \mu_{n+1}(A) + \mu_{m+1}(B)$$  \hspace{1cm} (3.5.17)

   (a) If

   $$Q(A; \psi_1, \ldots, \psi_\ell) = \sup_{\varphi \perp \psi_1, \ldots, \psi_\ell, \|\varphi\| = 1} \|A\varphi\|$$

   prove that

   $$Q(A + B; \psi_1, \ldots, \psi_{n+m}) \leq Q(A; \psi_1, \ldots, \psi_n) + Q(B; \psi_{n+1}, \ldots, \psi_{n+m})$$

   (b) Prove (3.5.17).

   (c) Why doesn’t this argument work to prove $\mu_{n+1}(A + B) \leq \mu_{n+1}(A) + \mu_{n+1}(B)$? Is this inequality true or false in general?

3. (a) If $\wedge^k$ is the antisymmetric product (see Section 3.8 of Part 2A), prove that

$$\|\wedge^k(A)\| = \prod_{j=1}^k \mu_j(A)$$  \hspace{1cm} (3.5.18)

   (b) Prove Horn’s inequality that

$$\prod_{j=1}^k \mu_j(AB) \leq \prod_{j=1}^k \mu_j(A)\mu_j(B)$$  \hspace{1cm} (3.5.19)
4. Prove that (due to Allahverdiev [13])
\[ \mu_k(A) = \inf \{ \|A - C\| \mid \text{rank}(C) \leq k - 1 \} \] (3.5.20)

5. Prove that (this inf is called the $k$-th Gel’fand number)
\[ \mu_k(A) = \inf \{ \|AP\| \mid P \text{ a projection with dim}(\text{Ran}(1 - P)) \leq k - 1 \} \]

6. For each $n$, prove that $|\mu_k(A) - \mu_k(B)| \leq \|A - B\|$. (**Hint**: Use (3.5.7) or (3.5.17) or (3.5.20).)

7. (a) Prove that
\[ \sum_{k=1}^{n} \mu_k(A) = \sup \{ |\text{Tr}(AC)| \mid \text{rank}(C) = n, \|C\| \leq 1 \} \]

**Remark.** $AC$ is finite rank, so trace can be defined as for finite-dimensional matrices.

(b) Prove that
\[ \sum_{k=1}^{n} \mu_k(A + B) \leq \sum_{k=1}^{n} \mu_k(A) + \sum_{k=1}^{n} \mu_k(B) \]

(c) Is it always true that $\mu_2(A + B) \leq \mu_2(A) + \mu_2(B)$?

8. Let $\mathcal{H}_1, \mathcal{H}_2$ be two Hilbert spaces. Develop a canonical expansion for any compact operator $A \in \mathcal{L}(\mathcal{H}_1, \mathcal{H}_2)$.

**Remark.** See Problem 15 of Section 2.4 and Problems 5-8 of Section 3.1

### 3.6. The Trace and Trace Class

In this section, we continue our study of compact operators on a Hilbert space. We begin by showing if $A \geq 0$,
\[ S(A; \{ \varphi_n \}_{n=1}^{\infty}) = \sum_{n=1}^{\infty} \langle \varphi_n, A\varphi_n \rangle \] (3.6.1)

is the same for all ON bases $\{ \varphi_n \}_{n=1}^{\infty}$ and then define the trace class, $\mathcal{I}_1$, to be those $A$ for which $S(|A|; \{ \varphi_n \}_{n=1}^{\infty}) < \infty$. We’ll then show any $A \in \mathcal{I}_1$ is compact and has $\sum_{n=1}^{\infty} \mu_n(A) < \infty$ and the fact that for such $A$,
\[ \text{Tr}(A) = \sum_{n=1}^{\infty} \langle \varphi_n, A\varphi_n \rangle \] (3.6.2)

is an absolutely convergent sum and the same for all ON bases $\{ \varphi_n \}_{n=1}^{\infty}$. On $\mathcal{I}_1$, we define $\|A\|_1$ by
\[ \|A\|_1 = \text{Tr}(|A|) \] (3.6.3)
We’ll prove in $\| \cdot \|_1$, $I_1$ is a Banach space and that $I_1$ is a $*$-ideal in $\mathcal{L}(\mathcal{H})$. We’ll also prove that if $A \in I_1$, $B \in \mathcal{L}(\mathcal{H})$, then

$$\text{Tr}(AB) = \text{Tr}(BA)$$

(3.6.4)

Eventually (Section 3.12), we prove Lidskii’s theorem, a main theorem of this chapter, that if $A \in I_1$ and $\{\lambda_n(A)\}_{n=1}^{N}$ is a listing of its nonzero eigenvalues (counted up to algebraic multiplicity), then

$$\text{Tr}(A) = \sum_{n=1}^{\infty} \lambda_n(A)$$

(3.6.5)

Since $AB$ and $BA$ have the same nonzero eigenvalues (see Problem 5 of Section 2.2), Lidskii’s theorem also shows that (3.6.4) is valid whenever $A, B \in \mathcal{L}(\mathcal{H})$ with $AB$ and $BA$ both in $I_1$.

**Theorem 3.6.1.** For any $B \in \mathcal{L}(\mathcal{H})$ and orthonormal basis $\{\varphi_n\}_{n=1}^{\infty}$, we define

$$S_2(B; \{\varphi_n\}_{n=1}^{\infty}) = \sum_{n=1}^{\infty} \|B \varphi_n\|^2$$

(3.6.6)

This sum is independent of basis and

$$S_2(B; \{\varphi_n\}_{n=1}^{\infty}) = S_2(B^*; \{\varphi_n\}_{n=1}^{\infty})$$

(3.6.7)

**Remarks.** 1. Later (see Section 3.8), we’ll define those $B$ with $S_2(B; \{\varphi_n\}_{n=1}^{\infty}) < \infty$ to be the abstract Hilbert–Schmidt ideal.

2. Both sides of (3.6.7) and (3.6.9) below may be infinite. Because summands are positive, the sums below may be interchanged.

**Proof.** Let $\{\varphi_n\}_{n=1}^{\infty}$ and $\{\psi_m\}_{m=1}^{\infty}$ be two ON bases. By Parseval’s relation, (Theorem 3.4.1 of Part 1),

$$\sum_{n=1}^{\infty} \|B \varphi_n\|^2 = \sum_{m,n} |\langle \psi_m, B \varphi_n \rangle|^2 = \sum_{m,n} |\langle \varphi_n, B^* \psi_m \rangle|^2 = \sum_{m} \|B^* \psi_m\|^2$$

(3.6.8)

Taking $\varphi = \psi$, we get (3.6.7) and given that (3.6.8) implies

$$S_2(B; \{\varphi_n\}_{n=1}^{\infty}) = S_2(B; \{\psi_m\}_{m=1}^{\infty})$$

(3.6.9)

$\square$

If $A \geq 0$, $\langle \varphi, A \varphi \rangle = \| \sqrt{A} \varphi \|^2$, so if we define $S$ by (3.6.1), we immediately have

**Theorem 3.6.2.** Let $A \geq 0$. Then for any two ON bases $\{\varphi_n\}_{n=1}^{\infty}$ and $\{\psi_n\}_{n=1}^{\infty}$, we have

$$S(A; \{\varphi_n\}_{n=1}^{\infty}) = S(A; \{\psi_n\}_{n=1}^{\infty})$$

(3.6.10)
Definition. Let $A \in \mathcal{L}(\mathcal{H})$. We say $A \in I_1$, the trace class, if and only if for one and hence for all ON bases $\{\varphi_n\}$, we have

$$S(|A|; \{\varphi_n\}_{n=1}^\infty) < \infty \quad (3.6.11)$$

We let $\mathcal{B}$ denote the set of all orthonormal sets $\{\varphi_n\}_{n=1}^\infty$ (may not be a basis).

**Proposition 3.6.3.** Let $A \in \mathcal{L}(\mathcal{H})$. Suppose for each $\{\varphi_n\}_{n=1}^\infty, \{\psi_n\}_{n=1}^\infty \in \mathcal{B}$, we have as $n \to \infty$ that $\langle \psi_n, A\varphi_n \rangle \to 0$. Then $A$ is a compact operator.

**Proof.** This will follow from Proposition 3.1.14. Let $\{\varphi_n\}_{n=1}^\infty$ be an orthonormal set in $\text{Ker}(A) \perp$. Let $A = U|A|$ be the polar decomposition. Since $U$ is an isometry on $\text{Ker}(A) \perp$, $\psi_n = U\varphi_n$ is also in $\mathcal{B}$. Thus, since $A$ takes $\text{Ker}(A) \perp$ to $\text{Ker}(A) \perp$,

$$\langle \psi_n, A\varphi_n \rangle = \langle U\varphi_n, U|A|\varphi_n \rangle = \langle \varphi_n, |A|\varphi_n \rangle \to 0$$

Since $\text{Ker}(|A|) = \text{Ker}(A) = \text{Ker}(|A|^\frac{1}{2})$ (see Problem 1), $|A|^\frac{1}{2}$ obeys the hypotheses of Proposition 3.1.14. Thus, $|A|^\frac{1}{2}$ is compact, so $A = (U|A|^\frac{1}{2})|A|^\frac{1}{2}$ is compact. \hfill \square

**Lemma 3.6.4.** If $\varphi, \psi, \gamma, \kappa \in \mathcal{B}$, then

$$b_{nm} = \langle \psi_n, \kappa_m \rangle \langle \gamma_m, \varphi_n \rangle \quad (3.6.12)$$

obeys

$$\forall m, \quad \sum_{n=1}^\infty |b_{nm}| \leq 1 \quad (3.6.13)$$

$$\forall n, \quad \sum_{m=1}^\infty |b_{nm}| \leq 1 \quad (3.6.14)$$

**Remark.** A matrix obeying (3.6.13)/(3.6.14) is called doubly substochastic (dss) for reasons we discuss in the Notes.

**Proof.** We’ll prove (3.6.13); the other is similar. By the Schwarz inequality for $\ell^2$,

$$\left( \sum_{n=1}^\infty |b_{nm}| \right)^2 \leq \sum_{n=1}^\infty |\langle \psi_n, \kappa_m \rangle|^2 \sum_{n=1}^\infty |\langle \gamma_m, \varphi_n \rangle|^2$$

$$\leq \|\kappa_m\|^2 \|\gamma_n\|^2 = 1 \quad (3.6.15)$$

by Bessel’s inequality. \hfill \square

**Proposition 3.6.5.** For any $A \in \mathcal{L}(\mathcal{H})$,

$$S(|A|; \{\varphi_n\}_{n=1}^\infty) = \sup_{\{\varphi, \psi\} \in \mathcal{B}} \sum_{n=1}^\infty |\langle \psi_n, A\varphi_n \rangle| \quad (3.6.16)$$
Moreover, if these quantities are finite, then $A$ is compact and they equal

$$\|A\|_1 \equiv \sum_{n=1}^{\infty} \mu_n(A) \quad (3.6.17)$$

**Proof.** We’ll first show that if $A$ is compact, then both sides of (3.6.16) are equal and also equal (3.6.17) (all may be infinite). Then we’ll show if either side of (3.6.16) is finite, then $A$ is compact. Finally, we’ll show these facts imply the claims in the proposition.

If $A$ is compact, it has a canonical decomposition

$$A = \sum_{m=1}^{\infty} \mu_m(A) \langle \gamma_m, \cdot \rangle \kappa_m, \quad |A| = \sum_{m=1}^{\infty} \mu_m(A) \langle \gamma_m, \cdot \rangle \gamma_m \quad (3.6.18)$$

Then

$$S(|A|; \{\varphi_n\}_{n=1}^{\infty}) = \sum_{m,n=1}^{\infty} \mu_m(A) |\langle \gamma_m, \varphi_n \rangle|^2 = \sum_{m=1}^{\infty} \mu_m(A) \quad (3.6.19)$$

where positivity allows rearrangement of sums.

Also, if $b_{nm}$ is given by (3.6.12), we have

$$\langle \psi_n, A \varphi_n \rangle = \sum_{m=1}^{\infty} \mu_m(A) b_{nm} \quad (3.6.20)$$

Since $\sum_m |b_{nm}| \leq 1$, the sum is absolutely convergent. This implies

$$\sum_{n} |\langle \psi_n, A \varphi_n \rangle| \leq \sum_{n,m=1}^{\infty} \mu_m(A) |b_{nm}| \leq \sum_{m=1}^{\infty} \mu_m(A) \quad (3.6.21)$$

by (3.6.13). If $\psi = \kappa$ and $\varphi = \gamma$, then $b_{nm} = \delta_{nm}$ and $\langle \psi_n, A \varphi_n \rangle = \mu_n(A)$. So we have equality in (3.6.20). Thus,

$$\sup_{\varphi, \psi \in B} \sum_{n=1}^{\infty} |\langle \psi_n, A \varphi_n \rangle| = \sum_{m=1}^{\infty} \mu_m(A) \quad (3.6.22)$$

This completes the proof of the claim that if $A$ is compact, (3.6.16) and (3.6.17) hold.

If $S(A; \{\varphi_n\}_{n=1}^{\infty})$ is finite for one and so for all $\{\varphi_n\}_{n=1}^{\infty}$, we get

$$\sum_{n=1}^{\infty} \langle \varphi_n, |A| \varphi_n \rangle = \sum_{n=1}^{\infty} \|\sqrt{A} \varphi_n\|^2 < \infty, \text{ and thus, } \|\sqrt{A} \varphi_n\| \to 0 \text{ for all ON bases and so for all ON sets.}$$

Proposition 3.1.14 implies $\sqrt{|A|}$, and so $A$ are compact.

If the right side of (3.6.16) is finite, Proposition 3.6.3 implies $A$ is compact.
Thus, if either side of (3.6.16) is finite, \( A \) is compact, and so (3.6.16) holds and equals (3.6.17). If neither is finite, both are infinite, and again equality holds in (3.6.16). \( \square \)

**Theorem 3.6.6.** The trace class, \( \mathcal{I}_1 \), is a two-sided \(*\)-ideal and \( \| \cdot \|_1 \) is a norm on it. Moreover, for \( A \in \mathcal{I}_1 \) and \( B \in \mathcal{L}(\mathcal{H}) \),

\[
\| A^* \|_1 = \| A \|_1, \quad \| BA \|_1 \leq \| B \| \| A \|_1, \quad \| AB \|_1 \leq \| B \| \| A \|_1 \quad (3.6.23)
\]

**Remark.** We’ll see below (Theorem 3.6.8) that \( \mathcal{I}_1 \) is complete in \( \| \cdot \|_1 \).

**Proof.** (3.6.23) and the fact that \( A \in \mathcal{I}_1, B \in \mathcal{L}(\mathcal{H}) \Rightarrow A^* \in \mathcal{I}_1, AB \in \mathcal{I}_1, BA \in \mathcal{I}_1 \) are immediate from Theorem 3.5.3 (i.e., \( \mu_n(A^*) = \mu_n[A], \mu_n(BA) \leq \| B \| \mu_n(A), \mu_n(AB) \leq \| B \| \mu_n(A) \)) and (3.6.17) implies that \( A \in \mathcal{I}_1 \Leftrightarrow \| A \|_1 < \infty \).

We see that if \( F(A) \) is the right side of (3.6.16), then

\[
F(A + B) \leq F(A) + F(B) \quad (3.6.24)
\]

This plus \( A \in \mathcal{I}_1 \Leftrightarrow F(A) < \infty \), and in that case, \( F(A) = \| A \|_1 \) implies that \( A, B \in \mathcal{I}_1 \Rightarrow A + B \in \mathcal{I}_1 \) and \( \| A + B \|_1 \leq \| A \|_1 + \| B \|_1 \). \( \square \)

Next, we define the trace!

**Theorem 3.6.7.** For any \( A \in \mathcal{I}_1 \) and any ON basis, \( \{ \varphi_n \} \),

\[
\text{Tr}_{\varphi}(A) = \sum_{n=1}^{\infty} \langle \varphi_n, A\varphi_n \rangle \quad (3.6.25)
\]

is absolutely convergent and has the same value, \( \text{Tr}(A) \), for all \( \varphi \). In fact, for any \( B \in \mathcal{L}(\mathcal{H}) \) and \( A \) given by (3.5.1),

\[
\text{Tr}(AB) = \text{Tr}(BA) = \sum_{n=1}^{N(A)} \mu_n(A) \langle \varphi_n, B\psi_n \rangle \quad (3.6.26)
\]

**Remarks.** 1. \( \text{Tr}(A) \) is called the trace of \( A \).

2. \( \text{Tr}(AB) = \text{Tr}(BA) \) implies that for any unitary \( U \), \( \text{Tr}(UAU^{-1}) = \text{Tr}(A) \) and is equivalent since (see Corollary 2.4.5) every \( B \) is a linear combination of at most four unitaries.

3. \( \text{Tr}(AB) = \text{Tr}(BA) \) has other proofs. That \( \text{Tr}_\varphi(A) \) is independent of \( \varphi \) implies unitary invariance which, as we’ve seen, implies \( \text{Tr}(AB) \setminus \{ 0 \} = \text{Tr}(BA) \setminus \{ 0 \} \). Once one has \( \text{Tr}(A) = \sum_{n=1}^{\infty} \lambda_n(A) \), we also can get this formula from (2.4.48) and its implication that \( \sigma(AB) = \sigma(BA) \) with identical algebraic multiplicities.
3.6. Trace

**Proof.** We begin by establishing (3.6.26). That is, for any ON basis \( \{ \eta_m \}_{m=1}^{\infty} \) with \( A \) given by (3.5.1),

\[
\sum_{m=1}^{\infty} \langle \eta_m, BA \eta_m \rangle = \sum_{m=1}^{\infty} \mu_n(A) \langle \eta_m, B \psi_n \rangle \langle \varphi_n, \eta_m \rangle \tag{3.6.27}
\]

where (3.6.28) comes from summing the Fourier coefficients in the basis \( \{ \eta_m \}_{m=1}^{\infty} \). In this calculation, we use the Schwarz inequality

\[
\sum_{m=1}^{\infty} |\langle \eta_m, B \psi_n \rangle| |\langle \varphi_n, \eta_m \rangle| \leq \| B \psi_n \| \| \varphi_n \| \leq \| B \|
\]

plus \( \sum_{n=1}^{N(A)} \mu_n(A) < \infty \) to get absolute summability of the double sum in (3.6.27), justifying the interchange of iterated sums.

The same computation for \( \sum_{m=1}^{\infty} \langle \eta_m, AB \eta_m \rangle \) yields (3.6.26). The rest of the theorem follows from taking \( B = 1 \) and noting (3.6.28) is independent of choice of basis \( \{ \eta_m \}_{m=1}^{\infty} \). \( \square \)

We close the section by showing \( \text{Tr}(\cdot) \) can be used to describe some dualities. We use \( \mathcal{I}_\infty \) for the compact operators on a Hilbert space, \( \mathcal{H} \).

**Theorem 3.6.8.** We have

\[
\mathcal{I}_\infty^* = \mathcal{I}_1, \quad \mathcal{I}_1^* = \mathcal{L}(\mathcal{H}) \tag{3.6.29}
\]

In the explicit sense that if

\[
\ell(A, B) = \text{Tr}(AB) \tag{3.6.30}
\]

then \( \{ \ell(A, \cdot) \}_{A \in \mathcal{I}_1} \) describes all BLT’s on \( \mathcal{I}_\infty \) with

\[
\| \ell(A, \cdot) \|_{\mathcal{I}_\infty^*} = \| A \|_1 \tag{3.6.31}
\]

and \( \{ \ell(\cdot, B) \}_{B \in \mathcal{L}(\mathcal{H})} \) describes all BLT’s on \( \mathcal{I}_1 \) with

\[
\| \ell(\cdot, B) \|_{\mathcal{I}_1^*} = \| B \|_{\mathcal{L}(\mathcal{H})} \tag{3.6.32}
\]

**Remarks.** 1. This implies \( \mathcal{I}_1 \) is complete in \( \| \cdot \|_1 \).

2. This is reminiscent of Example 5.11.3 of Part 1 that \( c_0^* = \ell_1, \ell_1^* = \ell_\infty \).

**Proof.** By (3.6.28), we have that

\[
|\ell(A, B)| \leq \sum_{n=1}^{N(A)} \mu_n(A) \| B \| = \| B \|_{\mathcal{L}(\mathcal{H})} \| A \|_1 \tag{3.6.33}
\]
which implies each \( \ell(A, \cdot) \in I_\infty^* \) and \( \ell(\cdot, B) \in I_1^* \) and
\[
\|\ell(A, \cdot)\|_{I_\infty^*} \leq \|A\|_1, \quad \|\ell(\cdot, B)\|_{I_1^*} \leq \|B\|_{\mathcal{L}(\mathcal{H})} \quad (3.6.34)
\]
We thus must prove equality and that these are all the element of \( I_\infty^* \) and \( I_1^* \).

Given \( A \in I_1 \), let (3.5.1) be its canonical expansion and for each \( m \leq N(A), m < \infty \), let
\[
B_m = \sum_{j=1}^{m} \langle \psi_j, \cdot \rangle \varphi_j \quad (3.6.35)
\]
Then (Problem 2(a)), \( \|B_m\| = 1 \), \( B_m \) is finite rank and so in \( I_\infty \). By (3.6.26) and \( B_m \psi_j = \varphi_j \),
\[
\text{Tr}(AB_m) = \sum_{j=1}^{m} \mu_j(A) \quad (3.6.36)
\]
so
\[
\sup_{B \in I_\infty} |\text{Tr}(AB)| \geq \|A\|_1 \quad (3.6.37)
\]
proving (3.6.32).

Given \( B \in \mathcal{L}(\mathcal{H}) \) and unit vectors \( \varphi \) and \( \psi \), let \( A_{\varphi, \psi} = \langle \psi, \cdot \rangle \varphi \). Then (Problem 2(b)), \( \|A\|_1 = 1 \) and
\[
\text{Tr}(AB) = \langle \psi, B\varphi \rangle \quad (3.6.38)
\]
so taking the sup over unit vectors \( \psi \) and \( \varphi \),
\[
\sup_{\|A\|_1 = 1} |\ell(A, B)| \geq \|B\| \quad (3.6.39)
\]
proving (3.6.6).

Let \( \lambda \in I_\infty^* \). Define
\[
\beta(\varphi, \psi) = \lambda(\langle \varphi, \cdot \rangle \psi) \quad (3.6.40)
\]
which is linear in \( \psi \) and antilinear in \( \varphi \). Moreover,
\[
|\beta(\varphi, \psi)| \leq \|\lambda\|_{I_\infty^*} \|\langle \varphi, \cdot \rangle \varphi\|_1 = \|\lambda\|_{I_\infty^*} \|\varphi\| \|\psi\| \quad (3.6.41)
\]
so there exists \( A \in \mathcal{L}(\mathcal{H}) \) so that
\[
\beta(\varphi, \psi) = \langle \varphi, A\psi \rangle \quad (3.6.42)
\]
For any \( m < \infty \) and \( \{\varphi_j\}_{j=1}^{m}, \{\psi_j\}_{j=1}^{m} \), let
\[
B(\{\varphi_j\}_{j=1}^{m}, \{\psi_j\}_{j=1}^{m}) = \sum_{j=1}^{m} \langle \varphi_j, \cdot \rangle \psi_j \quad (3.6.43)
\]
which lies in \( I_\infty \) (since it is finite rank) and (Problem 2(a))
\[
\{\varphi_j\}_{j=1}^{m} \text{ ON and } \{\psi_j\}_{j=1}^{m} \text{ ON } \Rightarrow \|B\| = 1 \quad (3.6.44)
\]
3.6. Trace

Given ON sets \( \{ \varphi_n \}_{n=1}^{\infty}, \{ \psi_n \}_{n=1}^{\infty} \), let
\[
\langle \eta_n, A\psi_n \rangle = e^{-i\theta_n} |\langle \varphi_n, A\psi_n \rangle|
\]
and \( \eta_n = e^{i\theta_n} \varphi_n \), so
\[
\langle \eta_n, A\psi_n \rangle = e^{-i\theta_n} \langle \varphi_n, A\psi_n \rangle = |\langle \varphi_n, A\psi_n \rangle| \tag{3.6.45}
\]
Then
\[
\lambda(\{ \eta_m \}_{m=1}^{k}, \{ \psi_m \}_{m=1}^{k}) = \sum_{m=1}^{k} |\langle \varphi_m, A\psi_m \rangle| \leq \|\lambda\| \tag{3.6.46}
\]
Thus, RHS of (3.6.16) \( \leq \|\ell\| \), so by Proposition 3.6.5, \( A \in \mathcal{I}_1 \). Thus, \( \lambda \) is an \( \ell(A, \cdot) \).

Now let \( \lambda \in \mathcal{I}_1^* \). Define \( \beta \) by (3.6.40). Since \( \|\langle \varphi, \cdot \psi \rangle\|_1 = \|\varphi\|\|\psi\| \), \( \beta \) obeys
\[
|\beta(\varphi, \psi)| \leq \|\lambda\|\|\varphi\|\|\psi\| \tag{3.6.47}
\]
so there is a bounded operator, \( B \), with
\[
\beta(\varphi, \psi) = \langle \varphi, B\psi \rangle \tag{3.6.48}
\]
Thus, if \( A \in \mathcal{I}_1 \) obeys (3.5.1),
\[
\lambda(A) = \lim_{M \to \infty} \lambda \left( \sum_{n=1}^{M} \mu_n(A) \langle \varphi_n, \cdot \rangle\psi_n \right) \tag{3.6.49}
\]
\[= \lim_{M \to \infty} \sum_{n=1}^{M} \mu_n(A) \langle \varphi_n, B\psi_n \rangle \tag{3.6.50}
\]
\[= \sum_{n=1}^{\infty} \mu_n(A) \langle \varphi_n, B\psi_n \rangle \tag{3.6.51}
\]
\[= \text{Tr}(AB) = \ell(A, B) \tag{3.6.52}
\]
Thus, \( \lambda \) is an \( \ell(\cdot, B) \).

In the above, (3.6.49) comes from continuity of \( \lambda \) and (3.6.50) from linearity (3.6.40) and (3.6.48). Since \( A \in \mathcal{I}_1, \mu_n(A) \in \ell_1 \), so we get (3.6.51). We get (3.6.52) from (3.6.26). \( \square \)

Notes and Historical Remarks. The calculation (3.6.8) central to the basis independence of trace in a Hilbert space goes back to von Neumann’s great 1932 book [723] on the foundations of quantum mechanics. He needed the trace to discuss quantum statistical mechanics. The formal definition of trace class is due to Schatten–von Neumann [593] who define a trace class operator as a product of two Hilbert–Schmidt operators (see the Notes to Section 3.8 for the earlier history of that class).

Where we use \( \text{Tr}(\cdot) \), some use \( \text{tr}(\cdot) \) or \( \text{sp}(\cdot) \) (sp is short for spur, the German word for trace).
Grothendieck \[268\] defined a trace and “trace class” in a general Banach space as follows. Any finite rank operator, \(A\), on a Banach space, \(X\), can be written

\[ A = \sum_{i=1}^{n} \ell_i(\cdot)x_i \tag{3.6.53} \]

where \(\{x_i\}_{i=1}^{n} \subset X\) and \(\{\ell_i\}_{i=1}^{n} \subset X^*\) (just let the \(x_i\) be a basis for the finite-dimensional space \(\text{Ran}(A)\)). One defines

\[ N_1(A) = \inf \left\{ \sum_{i=1}^{n} \|\ell_i\|_{X^*} \|x_i\|_X \right\} \quad A \text{ obeys (3.6.53)} \tag{3.6.54} \]

where the inf is over all representations as (3.6.53).

One shows (Problem 3) that

\[ \text{Tr}(A) = \sum_{i=1}^{n} \ell_i(x_i) \tag{3.6.55} \]

is independent of representations defining \(\text{Tr}(\cdot)\) on the finite rank operators. Clearly,

\[ |\text{Tr}(A)| \leq N_1(A) \tag{3.6.56} \]

Also, we have for any \(y \in X\) that

\[ \|Ay\| \leq N_1(A)\|y\| \]

so if \(A_n\) is Cauchy in \(N_1\)-norm, it is Cauchy in \(\|\cdot\|\). Thus, the completion of the finite rank operators in \(N_1\) is a family of operators called the **nuclear operators** on \(X\). By (3.6.56), \(\text{Tr}(\cdot)\) extends to a linear functional on the nuclear operators. The reader will prove (Problem 4) that \(I_1(H)\) are exactly the nuclear operators on \(H\) in the Hilbert space case and, indeed, \(N_1(A) = \|A\|_1\).

If \(B\) is an \(n \times n\) matrix with \(b_{ij} \geq 0\) and, for all \(j, \sum_{i=1}^{n} b_{ij} = 1\), then \(B\) can be viewed as the generator of a simple Markov chain (see Section 7.5 of Part 1). Such matrices are called **stochastic matrices**. If also \(B^*\) has the property, then \((1 \ldots 1)\) is an invariant state. Such matrices are thus called **doubly stochastic matrices**. Replacing the equality by an inequality leads to the name doubly substochastic.

**Problems**

1. (a) For any \(A \in \mathcal{L}(H)\), prove that \(\text{Ker}(A) = \text{Ker}(|A|)\).
   
   (b) For any \(B \in \mathcal{L}(H)\), prove that \(\text{Ker}(B) = \text{Ker}(B^*B)\). \(\text{(Hint: } \|B\varphi\|^2 = \langle \varphi, B^*B\varphi \rangle.\text{)}\)

2. (a) Prove \(B_m\) of (3.6.35) is a partial isometry with \(\|B_m\| = 1\).

   (b) If \(A_{\varphi,\psi} = \langle \psi, \cdot \rangle \varphi\), prove that \(\|A_{\varphi,\psi}\| = \|\psi\|\|\varphi\|\).
3. In a general Banach space, if \( \sum_{i=1}^{n} \ell_i(\cdot) x_i = \sum_{j=1}^{m} \lambda_j(\cdot) y_j \), prove that
\[
\sum_{i=1}^{n} \ell_i(x_i) = \sum_{j=1}^{m} \lambda_j(y_j)
\]
\((Hint: \text{ Invariance of trace on finite-dimensional spaces.})\)

4. This problem will prove that \( N_1 = \mathcal{I}_1 \) on a Hilbert space.
   (a) Prove that it suffices to prove
   \[
   N_1(A) = \|A\|_1
   \]
   for finite rank \( A \).
   (b) Prove that \( \|A_1\| \leq N_1(A) \). \((Hint: \text{ Canonical expansion.})\)
   (c) Prove that \( N_1(A) \leq \|A\|_1 \). \((Hint: \text{ If } A \text{ has the form } [3.6.53], \text{ estimate } \text{Tr}(|A|)).\)

3.7. Bonus Section: Trace Ideals

In the last section, we saw \( \mathcal{I}_1 \) was defined as those compact \( A \)'s with
\[
\sum_{n=1}^{\infty} \mu_n(A) < \infty
\]
and \( \mathcal{I}_\infty \) is all compact operators, that is, compact \( A \)'s with
\[
\sup_n \mu_n(A) < \infty
\]
In the next section, we’ll discuss \( \mathcal{I}_2 \), the abstract Hilbert–Schmidt operators, those with
\[
\text{Tr}(A^*A) = \sum_{n=1}^{\infty} \mu_n(A)^2 < \infty
\]
In this section, we’ll discuss for \( 1 \leq p < \infty \) the class, \( \mathcal{I}_p \), of compact \( A \)'s, those with
\[
\sum_{n=1}^{\infty} \mu_n(A)^p < \infty
\]
called the trace ideals or Schatten classes with the natural norm
\[
\|A\|_p = \left( \sum_{n=1}^{\infty} \mu_n(A)^p \right)^{1/p}
\]
\((It \text{ is not obvious that } \mathcal{I}_p \text{ is an ideal nor that } \|\cdot\|_p \text{ is a norm; these are things we will prove below.})\) These objects will be mentioned in remarks later in the chapter, but it is \( \mathcal{I}_1 \) and \( \mathcal{I}_2 \) that are central—which is why this is a bonus section. Just as one can look at \( L^p \) for \( 0 < p < 1 \) as metric spaces.
3. Compact Operators

(but not NLS) and at \( L^p_w \), there are analogs of these spaces among the ideals of compact operators.

We’ll first prove that \( \mathcal{I}_p \) is a \( \ast \)-ideal and \( \| \cdot \|_p \) a norm, and then Hölder’s inequality for \( \mathcal{I}_p \), namely, if \( 1 \leq p, q, r \leq \infty \) so \( \frac{1}{p} + \frac{1}{q} = \frac{1}{r} \), then we’ll show that \( \mathcal{I}_p^* = \mathcal{I}_q \) for \( 1 < p < \infty \) if \( q = p/(p - 1) \), proving each \( \mathcal{I}_p \) is complete in \( \| \cdot \|_p \). Finally, we prove \( A \in \mathcal{I}_p, B \in \mathcal{I}_q \Rightarrow AB \in \mathcal{I}_r \),

\[
\| AB \|_r \leq \| A \|_p \| B \|_q \tag{3.7.6}
\]

The reader will notice that \( \mathcal{I}_p \) looks a lot like \( \ell^p \) or \( L^p \), so the theory of \( \mathcal{I}_p \) (in a more general context) is sometimes called noncommutative integration theory.

Recall a matrix \( \{b_{nm}\}_{n,m=1}^\infty \) is called doubly stochastic (dss) if and only if \( (3.6.13) / (3.6.14) \) hold. The following will be useful:

**Theorem 3.7.1.** If \( B = (b_{nm})_{n,m=1}^\infty \) is a dss matrix,

\[
\alpha \mapsto (B\alpha), \quad (B\alpha)_n = \sum_{m=1}^\infty b_{nm}\alpha_m \tag{3.7.7}
\]

obeys

\[
\| B\alpha \|_p \leq \| \alpha \|_p \tag{3.7.8}
\]

for all \( \alpha \in \ell^p \).

**Remarks.** 1. Our proof actually shows the sum in (3.7.7) converges for all \( n \) and all \( \alpha \in \ell_p \). For by (3.7.11) with \( \beta_n \in \ell^q \), \( \beta_n \neq 0 \) for all \( n \), the left side of (3.7.9) is finite, so the sum over \( m \) is finite.

2. A simple but less elementary way to understand this result is to note that (3.6.12) implies (3.7.8) for \( p = 1 \) and (3.6.14) for \( p = \infty \). The general \( p \) result then follows by the Riesz–Thorin theorem (see Section 5.2 of Part 2A).

**Proof.** As noted, the result is easy if \( p = 1 \) or \( p = \infty \), so suppose \( 1 < p < \infty \). Let \( \alpha \in \ell^p \) and \( \beta \in \ell^q \), where \( q = p/(p - 1) \) is the Hölder dual index. Then

\[
\sum_{m,n=1}^\infty |b_{nm}| \| \alpha_m \| \| \beta_n \| = \sum_{m,n=1}^\infty (|b_{nm}|^{1/p} \| \alpha_m \|)(|b_{nm}|^{1/q} \| \beta_m \|) \tag{3.7.9}
\]

\[
\leq \left( \sum_{m,n=1}^\infty |b_{nm}| \| \alpha_m \|^p \right)^{1/p} \left( \sum_{m,n=1}^\infty |b_{nm}| \| \beta_n \|^q \right)^{1/q} \tag{3.7.10}
\]

\[
\leq \left( \sum_{m=1}^\infty |\alpha_m|^p \right)^{1/p} \left( \sum_{n=1}^\infty |\beta_n|^q \right)^{1/q} \tag{3.7.11}
\]
We get (3.7.9) from \( p^{-1} + q^{-1} = 1 \), (3.7.10) from Hölder’s inequality, and (3.7.11) from (3.6.13)/(3.6.14).

By \( \ell^p \) duality,

\[
\| \gamma \|_p = \sup_{\beta \in \ell^q, \|\beta\|_q = 1} \sum_{n=1}^{\infty} |\gamma_n \beta_n| \tag{3.7.12}
\]

so (3.7.8) is proven.

\( \mathcal{I}_p \) is defined by (3.7.4). The following will be useful. Recall \( B \) is the family of all orthonormal sets.

**Proposition 3.7.2.** Let \( 1 < p < \infty \) and \( A \in \mathcal{L}(\mathcal{H}) \). Then \( A \) is in \( \mathcal{I}_p \) if and only if the right side of

\[
\| A \|_p^p = \sup_{\varphi, \psi \in B} \sum_{n=1}^{\infty} |\langle \psi_n, A \varphi_n \rangle|^p \tag{3.7.13}
\]

is finite and then, as indicated, the \( \mathcal{I}_p \)-norm is given via the \( \sup \).

**Proof.** If the right side of (3.7.13) is finite, for all \( \varphi, \psi \in B \), \( \langle \psi_n, A \varphi_n \rangle \to 0 \), so by Proposition 3.6.3, \( A \) is compact. Thus,

\[
A = \sum_{m=1}^{\infty} \mu_m(A) \langle \gamma_n, \cdot \rangle \kappa_m \tag{3.7.14}
\]

So with \( b_{nm} \) given by (3.6.12),

\[
\langle \psi_n, A \varphi_n \rangle = \sum_{n} b_{nm} \mu_m(A) \tag{3.7.15}
\]

Therefore, by Lemma 3.6.4 and Theorem 3.7.1,

\[
[\text{RHS of (3.7.11)}]^{1/p} \leq \left( \sum_{m=1}^{\infty} \mu_m(A)^p \right)^{1/p} = \| A \|_p
\]

proving LHS of (3.7.13) \( \geq \) RHS of (3.7.13).

Choosing \( \varphi_n = \gamma_n \), \( \kappa_m = \psi_m \), we have

\[
\langle \psi_n, A \varphi_n \rangle = \mu_n(A) \tag{3.7.16}
\]

showing equality. \( \square \)

**Theorem 3.7.3.** \( \mathcal{I}_p \) is a *-ideal and \( \| \cdot \|_p \) a norm of it. Specifically,

\[
A \in \mathcal{I}_p \Rightarrow A^* \in \mathcal{I}_p \text{ and } \| A \|_p = \| A^* \|_p \tag{3.7.17}
\]

\[
A \in \mathcal{I}_p, B \in \mathcal{L}(\mathcal{H}) \Rightarrow AB, BA \in \mathcal{I}_p \text{ and } \| BA \|_p \leq \| B \| \| A \|_p, \| AB \|_p \leq \| B \| \| A \|_p \tag{3.7.18}
\]

\[
A, B \in \mathcal{I}_p \Rightarrow A + B \in \mathcal{I}_p \text{ and } \| A + B \|_p \leq \| A \|_p + \| B \|_p \tag{3.7.19}
\]
Remark. We’ll see below (see Theorem 3.7.5) that \( \mathcal{I}_p \) is complete in \( \| \cdot \|_p \).

Proof. (3.7.17) is immediate from \( \mu_n(A^*) = \mu_n(A) \) (see (3.5.9)) and (3.7.18) from \( \mu_n(AB) \leq \|B\| \mu_n(A) \), \( \mu_n(BA) \leq \|B\| \mu_n(A) \) (see (3.5.10)). (3.7.19) follows from (3.7.13),

\[
|\langle \psi_n(A + B) \varphi_n \rangle| \leq |\langle \psi_n, A \varphi_n \rangle| + |\langle \psi_n, B \varphi_n \rangle| \quad (3.7.20)
\]

and thus, \( \| \cdot \|_p \) is a norm on \( \mathcal{I}_p \).

\[
\square
\]

Theorem 3.7.4. Let \( 1 < p < \infty \) and \( q = \frac{p}{p-1} \). Then for any \( A \in \mathcal{I}_p \), \( B \in \mathcal{I}_q \), we have \( AB \in \mathcal{I}_1 \) and

\[
|\text{Tr}(AB)| \leq \|AB\|_1 \leq \|A\|_p \|B\|_q \quad (3.7.21)
\]

We also have that

\[
\text{Tr}(AB) = \text{Tr}(BA) \quad (3.7.22)
\]

Moreover, for any \( A \in \mathcal{I}_p \),

\[
\|A\|_p = \sup\{|\text{Tr}(AB)| \mid B \in \mathcal{I}_q, \|B\|_q = 1\} \quad (3.7.23)
\]

Proof. Let the canonical decompositions for \( A \) and \( B \) be

\[
A = \sum_{m=1}^{\infty} \mu_m(A) \langle \gamma_n, \cdot \rangle \kappa_m
\]

\[
B = \sum_{n=1}^{\infty} \mu_n(B) \langle \varphi_n, \cdot \rangle \varphi_n
\]

Suppose first that \( AB \geq 0 \). Then

\[
\sum_{m=1}^{\infty} \langle \kappa_m, AB \kappa_m \rangle = \sum_{m=1}^{\infty} \mu_m(A) \langle \gamma_m, B \kappa_m \rangle
\]

\[
= \sum_{m,n=1}^{\infty} \mu_m(A) \mu_n(B) b_{nm} \quad (3.7.24)
\]

(where \( b_{nm} \) is given by (3.6.12)). By Theorem 3.7.1 (3.7.21) \( \leq \|A\|_p \|B\|_q \), proving (3.7.21) in this case. The double sum (3.7.24) is absolutely convergent, justifying the change from single to double sum.

For general \( AB \), let \( C \equiv AB, C = U_C |C| \), its polar decomposition, so

\[
|C| = U_C^* AB \equiv \tilde{A}B, \quad \tilde{A} = U_C^* A.
\]

By the case already treated, since \( \tilde{A}B = |C| \geq 0, |C| \in \mathcal{I}_1 \) and

\[
\| |C| \|_1 \leq \| \tilde{A} \|_p \|B\|_q \quad (3.7.25)
\]

Thus, \( C \in \mathcal{I}_1 \) and since \( \| \tilde{A} \|_p \leq \|U_C^* \| \|A\|_p \leq \|A\|_p \), so we have (3.7.21) in general.
By (3.7.21), \((A, B) \mapsto \text{Tr}(AB)\) is continuous from \(\mathcal{I}_p \times \mathcal{I}_q\) to \(\mathbb{C}\). Since the truncated canonical expansion for \(A\) converges in \(\|\cdot\|_p\) to \(A\), it suffices to prove (3.7.22) for \(A\) finite rank. But in that case, \(A \in \mathcal{I}_1\) and (3.7.22) follow from Theorem 3.6.7.

By (3.7.21), if \(\|B\|_q = 1\), then

\[
|\text{Tr}(AB)| \leq \|AB\|_1 \leq \|A\|_p
\]  

(3.7.26)

so RHS of (3.7.23) \(\leq \|A\|_p\).

Let \(C = |A|^{p-1}U^*_A\). Then \(C \in \mathcal{I}_q\) with

\[
\|C\|_q = \|A\|_p^{p/q}
\]  

(3.7.27)

since \(q(p - 1) = p\), and thus,

\[
(|A|^{p-1})^q = |A|^p \Rightarrow \|A|^{p-1}\|_q^q = \|A\|_p^p
\]  

(3.7.28)

and \(C^* = U^*_A|A|^{p-1} \Rightarrow |C^*| = |A|^{p-1} \Rightarrow \|C\|_q = \|C^*\|_q = \|A|^{p-1}\|_q\).

Let \(B = C/\|C\|_q\). Then

\[
\text{Tr}(AB) = \text{Tr}(BA) = \frac{\text{Tr}(|A|^p)}{\|C\|_q} = \|A\|_p^{p-p/q} = \|A\|_p
\]  

(3.7.29)

since \(p - p/q = p(1 - \frac{1}{q}) = 1\). Therefore, equality holds in (3.7.23). \(\square\)

**Theorem 3.7.5** (Duality for \(\mathcal{I}_p\)). Let \(1 < p < \infty\). Then

\[
\mathcal{I}_p^* = \mathcal{I}_q
\]  

(3.7.30)

in the sense that any \(\ell \in \mathcal{I}_p^*\) has the form

\[
\ell(A) = \text{Tr}(AB) \equiv \ell_B(A)
\]  

(3.7.31)

for some \(B \in \mathcal{I}_q\) and

\[
\|\ell_B\|_{\mathcal{I}_p} = \|B\|_q
\]  

(3.7.32)

In particular, each \(\mathcal{I}_p\), \(1 < p < \infty\), is complete and is reflexive.

**Proof.** By the previous theorem, if \(\ell_B\) is defined by (3.7.31), then (3.7.32) holds, so it suffices to prove that every \(\ell\) is any \(\ell_B\) for some \(B \in \mathcal{I}_q\).

Since \(\mathcal{I}_1 \subset \mathcal{I}_p\), with \(\|A\|_p \leq \|A\|_1\) (since \(\ell^1 \subset \ell^p\) for \(\sum_{n=1}^{\infty}|a_n|^p \leq (\max|a_n|^{p-1}) \sum_{n=1}^{\infty}|a_n| \leq (\sum_{n=1}^{\infty}|a_n|^p)\), if \(\ell \in \mathcal{I}_p^*, A \mapsto \ell(A)\) defines a map in \(\mathcal{I}_1\), so \(\ell(A) = \text{Tr}(AB)\) for a unique \(B \in \mathcal{L}(\mathcal{H})\), so we need only show that \(B \in \mathcal{I}_q\).

Let \(\varphi, \psi \in \mathcal{B}\). Suppose it is false that \(\langle \varphi_n, B\psi_n \rangle \to 0\). Then, by passing to a subsequence (a subsequence of \(\varphi \in \mathcal{B}\) is still in \(\mathcal{B}\) and multiplying \(\psi_n\) by a phase, we can suppose \(\langle \varphi_n, B\psi_n \rangle \geq 0\) and

\[
\langle \varphi_n, B\psi_n \rangle \to a > 0
\]  

(3.7.33)
Pick $\beta$ so $0 < \beta < 1$ but $\beta p > 1$. Let

$$A_N = \sum_{n=1}^{N} n^{-\beta} \langle \varphi_n, \cdot \rangle \psi_n \quad (3.7.34)$$

Then

$$\|A_N\|_p^p = \sum_{n=1}^{N} n^{-\beta p} < \infty$$

(3.7.35)

since $\beta p > 1$, while

$$\ell(A_N) = \text{Tr}(A_NB) = \sum_{n=1}^{N} n^{-\beta} \langle \varphi_n, B\psi_n \rangle \to \infty$$

(3.7.36)

by (3.7.33) and $\sum_{n=1}^{\infty} n^{-\beta} = \infty$ by $\beta < 1$.

It follows from (3.7.35) and (3.7.36) that $|\ell(A_N)| \leq C\|A_N\|_p$ cannot hold and this contradiction shows that for all $\varphi, \psi \in B$, $\langle \varphi_n, B\psi_n \rangle \to 0$. Thus, by Proposition 3.6.3, $B$ is compact.

Write

$$B = \sum_{n=1}^{\infty} \mu_n(B) \langle \varphi_n, \cdot \rangle \psi_n \quad (3.7.37)$$

Thus, for any $N < \infty$,

$$\ell\left( \sum_{n=1}^{N} a_n \langle \psi_n, \cdot \rangle \varphi_n \right) = \sum_{n=1}^{N} a_n \mu_n(B) \quad (3.7.38)$$

so $|\ell(A)| \leq C\|A\|_p^p$ implies that

$$\left| \sum_{n=1}^{N} a_n \mu_n(B) \right| \leq C \left( \sum_{n=1}^{N} |a_n|^p \right)^{1/p} \quad (3.7.39)$$

Picking $a_n = \mu_n(B)^{q-1}$, we see that

$$\sum_{n=1}^{N} \mu_n(B)^q \leq C \left( \sum_{n=1}^{N} \mu_n(B)^q \right)^{1/p} \quad (3.7.40)$$

or

$$\left( \sum_{n=1}^{N} \mu_n(B)^q \right)^{1/q} \leq C \quad (3.7.41)$$

so $B \in \mathcal{I}_q$. \qed

Finally, we want to prove Hölder’s inequality for trace ideals.

**Theorem 3.7.6** (Hölder’s Inequality for Trace Ideals). *Let $p, q, r \in [1, \infty)$ so $p^{-1} + q^{-1} = r^{-1}$, and if $A \in \mathcal{I}_p$, $B \in \mathcal{I}_q$, then $AB \in \mathcal{I}_r$ and*

$$\|AB\|_r \leq \|A\|_p \|B\|_q$$

(3.7.42)
Remarks. 1. The elementary reduction to $r = 1$ for $L^p$-space which uses $|fg|^r = |f|^r |g|^r$ and $\frac{r}{p} + \frac{r}{q} = 1$ doesn’t work since $|AB|^r$ is not $|A|^r |B|^r$ because of the noncommutativity.

2. This proof is patterned after the proof of the Riesz–Thorin theorem (see Section 5.2 of Part 2A).

Proof. If $p$ or $q$ is $\infty$, this is just (3.7.18), so we’ll suppose $p < \infty$, $q < \infty$, which means $r < \infty$ also. We can also suppose $r > 1$ since $r = 1$ is Theorem 3.7.4. Let $r' = (r/r - 1)$. We claim it suffices to show for $A, B, C$ finite rank, we have that

$$|\text{Tr}(ABC)| \leq \|A\|_p \|B\|_q \|C\|_{r'}$$  \hspace{1cm} (3.7.43)

for then, by (3.7.23) and a density argument, we get (3.7.41) for $A, B$ finite rank and then, by another density argument for the general case (Problem 1).

By replacing $A$ by $A/\|A\|_p$, etc., we can suppose $\|A\|_p = \|B\|_q = \|C\|_{r'} = 1$.

Thus, we let

$$A = \sum_{n=1}^{N} \mu_n(A) \langle \varphi_n, \cdot \rangle \psi_n, \quad B = \sum_{m=1}^{M} \mu_m(B) \langle \gamma_m, \cdot \rangle \kappa_m$$ \hspace{1cm} (3.7.44)

$$\sum_{n=1}^{N} \mu_n(A)^p = 1 = \sum_{m=1}^{M} \mu_m(B)^q = \|C\|_{r'}$$ \hspace{1cm} (3.7.45)

For $z \in \mathbb{C}$, define

$$A(z) = \sum_{n=1}^{N} \mu_n(A)^{pz/r} \langle \varphi_n, \cdot \rangle \psi_n, \quad B(z) = \sum_{m=1}^{M} \mu_m(B)^{q(1-z)/r} \langle \gamma_m, \cdot \rangle \kappa_m$$ \hspace{1cm} (3.7.46)

$$f(z) = \text{Tr}((B(z)CA(z)))$$ \hspace{1cm} (3.7.47)

If $\text{Re} z = 0$, $A(z)$ is a partial isometry since $|\mu_n(A)|^{pz/r} = 1$ and $\|C\|_{r'} = 1$, $\|B(z)\|_r = 1$, since $\mu(B(z)) = \mu_m(B)q/r$. Thus, by (3.7.21) and $\|CB(z)\|_1 \leq \|C\|_{r'} \|B(z)\|_r \leq \|C\|_{r'} \|B(z)\|_r$,

$$\text{Re} z = 0 \Rightarrow |f(z)| \leq 1$$  \hspace{1cm} (3.7.48)

Similarly, if $\text{Re} z = 1$, $B(z)$ is the partial isometry and $\|A(z)\|_r = 1$ and

$$\text{Re} z = 1 \Rightarrow |f(z)| \leq 1$$  \hspace{1cm} (3.7.49)

Since all operators are finite rank and uniformly bounded on $\{z \mid 0 \leq \text{Re} z \leq 1\}$, $f(z)$ is bounded there. So (3.7.48)/(3.7.49) and the maximum principle (see Theorem 5.1.9 of Part 2A) imply that $|f(z)| \leq 1$ for all $z$ with $\text{Re} z \in [0, 1]$. 
3. Compact Operators

\[ A \left( \frac{x}{p} \right) = A \text{ and } B \left( \frac{x}{p} \right) = B \text{ since } (1 - \frac{x}{p})^q r = 1 \]

so

\[ f \left( \frac{x}{p} \right) = \text{Tr}(BCA) = \text{Tr}(ABC) \quad (3.7.50) \]

by cyclicity of trace for trace class operators. Thus, \(|\text{Tr}(ABC)| \leq 1\) as required.

Notes and Historical Remarks. As we’ll see in the Notes to the next section, \(I_2\) goes back to the first decade of the twentieth century, and we’ve seen that the trace was studied in the early 1930s. General \(I_p\) is a product mainly of the 1940s. In an earlier paper related to the subject, von Neumann [727] considered unitary invariant norms on finite matrices. Closely related to \(I_p\) itself is a 1941 classic of Calkin [96] on ideals of operators that we’ll discuss below. The subject proper came into its own in three papers of Schatten (two with von Neumann) [590, 593, 594] and a monograph [591]. Three books are Schatten [592], Goh’berg–Krein [257], and Simon [650].

Fundamental to Schatten’s approach is the idea of cross norm. This began as a study of norms on \(\mathcal{H}_1 \otimes_{\text{alg}} \mathcal{H}_2\) (finite combination of \(\varphi_j \otimes \psi_j\)) invariant under applying unitaries (i.e., \(\|(U \otimes V)\eta\| = \|\eta\|\) for \(U\) and \(V\) unitary). By thinking of \(\mathcal{H}_1 \otimes_{\text{alg}} \mathcal{H}_2\) as finite rank operators from \(\mathcal{H}_1^*\) to \(\mathcal{H}_2\), we get, by completeness, a family of operators from \(\mathcal{H}_1^*\) to \(\mathcal{H}_2\) invariant under right and left multiplication.

In Calkin [96], there is a classification of all ideals (not necessarily \(\| \cdot \|\)-closed) in \(\mathcal{L}(\mathcal{H})\). The analysis starts with part of what the reader did in Problem 1 of Section 3.1. One notes that the following does not depend on norm closure: the proof that if an ideal contains a noncompact \(A\), it is all of \(\mathcal{L}(\mathcal{H})\); and if an ideal contains a nonzero \(A\), then it contains all finite rank operators. Thus, any nontrivial ideal contains only compact operators. If \(\mu_n(A) = \mu_n(B)\) for all \(n\), there are partial isometries \(U\) and \(V\), so \(B = UAV\) (by the canonical decomposition), so \(I\) is determined by its set of sequences of possible singular values, or even better, by the eigenvalues of its positive operators (which can have any order). Also, if \(A \in I\) and \(\mu_n(B) \leq \mu_n(A)\), it is again easy to see that \(B = CAD\) for bounded \(C, D\). A Calkin space is a space, \(s\), of sequences going to zero, invariant under arbitrary permutations, and so that if \(a \in s\) and \(|b_n| \leq |a_n|\) for all \(n\), then \(b \in s\). Calkin proved there is a one–one correspondence between Calkin spaces, \(s\), and ideals, \(I\), in \(\mathcal{L}(\mathcal{H})\) via \(A \in I \Leftrightarrow \mu_n(A) \in s\). For a proof and further developments, see Goh’berg–Krein [257] Ch. III and Simon [650] Sect. 2.

Problems

1. Prove that \((3.7.43)\) for finite rank \(A, B, C\) implies the result for all \(A \in I_p, B \in I_q, C \in I_r\) (including that \(ABC\) is trace class).
2. Prove the following result of Goh’berg–Krein [257]: If \( \{P_j\}_{j=1}^J \) is a finite family of mutually orthogonal self-adjoint projections, then for any \( A \in \mathcal{I}_p, 1 \leq p < \infty \),
\[
\sum_{j=1}^{J} \|P_j AP_j\|_p^p \leq \|A\|_p^p \quad (3.7.51)
\]

(Hint: Let \( B = \sum_{j=1}^{J} P_j AP_j \); show that the singular values of \( B \) are related to \( A \) via a dss matrix.)

3. Suppose \( \{A_n\}_{n=1}^\infty, A, B \in \mathcal{L}(\mathcal{H}) \), with \( B \geq 0 \) and \( B \in \mathcal{I}_p, 1 \leq p < \infty \),
\[
|A_n| \leq B, \quad |A_n^*| \leq B \quad (3.7.52)
\]
and \( A_n \to A \) in the weak operator topology. Prove that \( \{A_n\}_{n=1}^\infty, A \in \mathcal{I}_p, \) and \( \|A_n - A\|_p \to 0 \) ([650] Thm. 2.1.6).

4. Let \( 1 \leq p < \infty \).

(a) If \( A_n \to A, |A_n| \to |A|, |A_n^*| \to |A^*| \) all in the weak operator topology and \( \|A_n\|_p \to \|A\|_p \), prove that \( \|A_n - A\|_p \to 0 \). (Hint: You’ll need Problem 3.)

(b) If \( A_n \to A \) and \( A_n^* \to A^* \) in the strong operator topology and \( \|A_n\|_p \to \|A\|_p \), prove that \( \|A_n - A\|_p \to 0 \).

Remarks. 1. (b) is due to Gr"umm [274].

2. If \( p > 1 \), \( \mathcal{I}_p \) is uniformly convex, and strong convergence can be replaced by weak convergence; see [650] Sect. 2.

5. Let \( A \in \mathcal{L}(\mathcal{H}) \) and \( \{\psi_m\}_{m=1}^\infty \) an orthonormal basis. This problem will prove that if \( p \leq 2 \), then
\[
\|A\|_p^p = \sum_{n=1}^{\infty} \mu_n(A)^p \leq \sum_{n=1}^{\infty} \|A\psi_m\|_p^p \quad (3.7.53)
\]
in the sense that if the right side is finite, \( A \in \mathcal{I}_p \) and (3.7.53) holds.

(a) If \( \sum_{n=1}^{\infty} \|A\psi_m\|_p^p < \infty \), prove that \( A \) is compact. (Hint: Prove \( A \) is Hilbert–Schmidt.)

(b) If \( \sum_{n=1}^{\infty} \beta_n \leq 1 \) with \( \beta_n \geq 0 \), prove for any sequence \( \{\alpha_n\}_{n=1}^\infty \) with \( \alpha_n \geq 0 \), we have that
\[
\left( \sum \alpha_n^p \beta_n \right)^{\frac{1}{p}} \leq \left( \sum \alpha_n^2 \beta_n \right)^{\frac{1}{2}} \quad (3.7.54)
\]
(c) If \( A = \sum_{n=1}^{\infty} \mu_n(A)(\varphi_n, \cdot)\eta_n \) is the canonical decomposition, prove that
\[
\sum_{n=1}^{\infty} \mu_n^p |\langle \varphi_n, \psi_m \rangle|^2 \leq \|A\psi_m\|^p
\] (3.7.55)
Prove (3.7.53).

6. By abstracting, the argument in the proof of Theorem 3.7.6, prove the following:

If \( f : \{ z \mid 0 \leq \Re z \leq 1 \} \rightarrow \mathcal{I}_\infty \) is analytic on the interval and continuous on the whole region (in operator norm) and \( f(1 + iy) \in \mathcal{I}_{p_0} \) with \( \sup_y [\|f(iy)\|_{L^p_0} + \|f(1 + iy)\|_{L^p_1}] < \infty \), then for \( t \in (0, 1) \), \( f(t) \in \mathcal{I}_{p_t} \) where \( p_t^{-1} = tp_1^{-1} + (1 - t)p_0^{-1} \). (Hint: To bound \( \text{Tr}(Bf(t)) \) for \( B \) finite rank, pick \( g(z) \) carefully, for \( z \) in the strip, so that \( g(t) = B \) and consider \( \text{Tr}(g(z)f(z)) \)).

3.8. Hilbert–Schmidt Operators

In this section, we study the trace ideal, \( \mathcal{I}_2(\mathcal{H}) \), for a Hilbert space, \( \mathcal{H} \)—it will soon be clear why we want to specify the underlying space. As for general \( p \), we can define \( \mathcal{I}_2(\mathcal{H}) \) in terms of singular values:

**Definition.** The (abstract) Hilbert–Schmidt operators, \( \mathcal{I}_2(\mathcal{H}) \), are all compact operators on \( \mathcal{H} \) with
\[
\|A\|_2^2 = \sum_{n=1}^{\infty} \mu_n(A)^2 < \infty
\] (3.8.1)

In Example 3.1.15, we defined a class of integral operators we called “concrete Hilbert–Schmidt operators,” which is why we use “abstract” above—we will see shortly the notions are “essentially” the same.

We saw in Theorem 3.6.1 that for any ON basis, \( \{ \varphi_n \}_{n=1}^{\infty}, \sum_{n=1}^{\infty} \|A\varphi_n\|^2 \) is independent of basis, and if it is finite, \( A \) is compact (by Proposition 3.1.14). Picking \( \varphi_n \) to be a basis of eigenvectors of \( |A| \) and using \( \|A\varphi_n\| = |||A||\varphi_n|| \), we see this sum is exactly \( \|A\|_2^2 \). That is,

**Theorem 3.8.1.** \( A \in \mathcal{I}_2 \) if and only if for any ON basis, \( \{ \varphi_n \} \), \( \sum_{n=1}^{\infty} \|A\varphi_n\|^2 < \infty \) and
\[
\|A\|_2^2 = \sum_{n=1}^{\infty} \|A\varphi_n\|^2
\] (3.8.2)

Our main goal here is to show the equality of \( \mathcal{I}_2(\mathcal{H}) \), as defined by (3.8.1) or (3.8.2), with two other objects we’ve studied: first, \( \mathcal{I}_2(\mathcal{H}) \) with the tensor product \( \mathcal{H} \otimes \mathcal{H} \) and second, \( \mathcal{I}_2(L^2(\Omega,d\mu)) \) with the concrete
Hilbert–Schmidt integral operators on $L^2(\Omega, d\mu)$. Along the way, we’ll see that $\mathcal{I}_2(\mathcal{H})$ is a Hilbert space and find direct proofs that $\mathcal{I}_2$ is a *-ideal and of the Hölder inequality $\|AB\|_1 \leq \|A\|_2 \|B\|_2$.

**Theorem 3.8.2.** The family of operators obeying $\|A\|_2$, defined by (3.8.2), finite is a vector space and *-ideal with (for all $B \in \mathcal{L}(\mathcal{H})$)

$$\|A^*\|_2 = \|A\|_2, \quad \|BA\|_2 \leq \|B\|\|A\|_2, \quad \|AB\|_2 \leq \|B\|\|A\|_2 \quad (3.8.3)$$

**Proof.** Since $\mathcal{I}_2$ is a vector space, $\|A\|_2 = \|A^*\|_2$ is just (3.6.4). $\|BA\|_2 \leq \|B\|\|A\|_2$ is immediate from $\|BA\varphi\| \leq \|B\|\|A\varphi\|$ and the final inequality in (3.8.3) from $\|C\| \equiv \|C^*\|$ and the first two inequalities. \(\square\)

**Theorem 3.8.3.** (a) If $A \in \mathcal{I}_2$, then $A^*A \in \mathcal{I}_1$ and

$$\text{Tr}(A^*A) = \|A\|_2^2 \quad (3.8.5)$$

(b) If $A, B \in \mathcal{I}_2$, then $AB \in \mathcal{I}_1$.

(c) $A, B \mapsto \text{Tr}(A^*B)$ defines an inner product in $\mathcal{I}_2$ and $\|A\|_2$ is the inner product space norm and, in particular, we have the triangle inequality

$$\|A + B\|_2 \leq \|A\|_2 + \|B\|_2 \quad (3.8.6)$$

(d) $\mathcal{I}_2$ is complete in $\| \cdot \|_2$, so $\mathcal{I}_2$ is a Hilbert space in the inner product

$$\langle A, B \rangle_{\mathcal{I}_2} = \text{Tr}(A^*B) \quad (3.8.7)$$

(e) For all $A, B \in \mathcal{I}_2$, we have

$$\|AB\|_1 \leq \|A\|_2 \|B\|_2 \quad (3.8.8)$$

**Proof.** (a) $A^*A \geq 0$ and

$$\sum_{n=1}^{\infty} \langle \varphi_n, A^*A\varphi_n \rangle = \sum_{n=1}^{\infty} \|A\varphi_n\|^2 \quad (3.8.9)$$

showing $A^*A$ is trace class and (3.8.5) holds.

(b) Since $\mathcal{I}_2$ is a vector space, $A, B \in \mathcal{I}_2 \Rightarrow A, B, A + B, A + iB \in \mathcal{I}_2$, so $A^*A, B^*B, (A + B)^*(A + B), (A + iB)^*(A + B)$ are all in $\mathcal{I}_1$. Since $\mathcal{I}_1$ is a vector space,

$$A^*B + B^*A = (A + B)^*(A + B) - A^*A - B^*B \in \mathcal{I}_1 \quad (3.8.10)$$

$$i(A^*B - B^*A) = (A + iB)^*(A + iB) - A^*A - B^*B \in \mathcal{I}_1 \quad (3.8.11)$$

so $A^*B \in \mathcal{I}_1$. 
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(c) If $A, B \in \mathcal{I}_2$, so by (b), we can define $\text{Tr}(A^*B)$, which is obviously an inner product, and the norm is $\| \cdot \|_2$ by (3.8.3).

(d) The basic idea is that if $A_m$ is Cauchy in $\| \cdot \|_2$, $A_m\varphi$ is Cauchy in $\mathcal{H}$ since $\varphi/\|\varphi\|$ is part of a basis. So $A_m$ has a limit in $\mathcal{L}(\mathcal{H})$, which one can show is in $\mathcal{I}_2$ and is the $\mathcal{I}_2$ limit. The details are left to the reader (Problem 1).

(e) By (b), $C = AB \in \mathcal{I}_1$, so with $C = U|C|$ its polar decomposition,

$$
\|AB\|_1 = \text{Tr}(U^*AB) = \langle A^*U, B \rangle 
\leq \|A^*U\|_2\|B\|_2 \leq \|A^*\|_2\|U\|\|B\|_2
= \|A\|_2\|B\|_2
\square
$$

**Theorem 3.8.4.** Map $\mathcal{H}^* \times \mathcal{H} \to \mathcal{L}(\mathcal{H})$ by

$$
A_{\ell,\varphi}(\psi) = \ell(\psi)\varphi
$$

Then the map $A: (\ell, \varphi) \in \mathcal{H}^* \times \mathcal{H} \to \mathcal{L}(\mathcal{H})$ has a unique extension $\widetilde{A}: \mathcal{H}^* \otimes \mathcal{H} \to \mathcal{L}(\mathcal{H})$ with

$$
\widetilde{A}(\ell \otimes \varphi) = A_{\ell,\varphi}
$$

$\widetilde{A}$ is a Hilbert space isomorphism of $\mathcal{H}^* \otimes \mathcal{H}$ and $\mathcal{I}_2(\mathcal{H})$.

**Proof.** Clearly, $A_{\ell,\varphi}$ is a rank-one operator and so in $\mathcal{I}_2$. If $\{\ell_j\}_{j=1}^N, \{\varphi_j\}_{j=1}^N$ are finite orthonormal families in $\mathcal{H}^*$ and $\mathcal{H}$, a simple calculation (Problem 2) shows that for $a_{ij} \in \mathbb{C}$,

$$
\left\| \sum_{i,j} a_{ij} A_{\ell_i,\varphi_j} \right\|_2^2 = \sum_{i,j} |a_{ij}|^2
$$

(3.8.14)

so $A$ has an extension $\widetilde{A}$ to a dense set of $\mathcal{H}^* \otimes \mathcal{H}$ which is an isometry.

All that remains is to check $\text{Ran}(\widetilde{A})$ is all of $\mathcal{I}_2$. But if $A \in \mathcal{I}_2$ and

$$
A = \sum_{n=1}^{N(A)} \mu_n(A) \langle \varphi_n, \cdot \rangle \psi_n
$$

and $\ell_n = \langle \varphi_n, \cdot \rangle \in \mathcal{H}^*$, then $\{\ell_n \otimes \psi_n\}_{n=1}^\infty$ are orthonormal, so since $\sum_n \mu_n(A)^2 < \infty$, $\sum \mu_n(A)\ell_n \otimes \psi_n \in \mathcal{H}^* \otimes \mathcal{H}$ and, by (3.8.15),

$$
\widetilde{A} \left( \sum_{n=1}^{N(A)} \mu_n(A) \ell_n \otimes \psi_n \right) = A
$$

(3.8.16)

$\square$
Next, we see abstract Hilbert–Schmidt \( \equiv \) concrete Hilbert–Schmidt:

**Theorem 3.8.5.** Let \( \mathcal{H} = L^2(\Omega, d\mu) \), where \( (\Omega, \Sigma, \mu) \) is a \( \sigma \)-finite (separable) measure space. Then any \( A \in \mathcal{I}_2 \) has an integral kernel, \( K_A(\omega, \omega') \), in \( L^2(\Omega \times \Omega, d\mu \otimes d\mu) \),

\[
(Af)(\omega) = \int K_A(\omega, \omega') f(\omega') \, d\mu(\omega')
\]

Moreover,

\[
\|A\|_2 = \|K_A\|_{L^2(\Omega \times \Omega, d\mu \otimes d\mu)}
\]

Conversely, any integral operator of the form \((3.8.17)\) with \( K_A \in L^2(\Omega \times \Omega, d\mu \otimes d\mu) \) is an \( \mathcal{I}_2 \) operator obeying \((3.8.18)\). Thus, \((3.8.17)\) sets up an isometric isomorphism of \( \mathcal{I}_2(L^2(\Omega, d\mu)) \) and \( L^2(\Omega \times \Omega, d\mu \otimes d\mu) \).

**Remark.** Our requirement that \( (\Omega, \Sigma, \mu) \) be separable means that \( L^2(\Omega, d\mu) \) is separable, so by our definition (see Section 3.1 in Part 1), \( L^2 \) is a Hilbert space. It is not hard to extend the theory of \( \mathcal{I}_2 \) to nonseparable Hilbert spaces (in any event, if \( A \in \mathcal{I}_2 \), \( \overline{\text{Ran}}(A) \) will then be separable) and then to extend this theorem to nonseparable cases.

**Proof.** Let \( A \in \mathcal{I}_2 \) and let \((3.8.15)\) be its canonical expansion. In \( L^2(\Omega \times \Omega, d\mu \otimes d\mu) \), \( \{\varphi_n(\omega') \psi_n(\omega)\}_{n=1}^{N(A)} \) is an orthonormal family. Since \( \sum \mu_n(A)^2 < \infty \), we can define \( K_A \) in \( L^2(\Omega \otimes \Omega, d\mu \otimes d\mu) \) by

\[
K_A(\omega, \omega') = \sum_{n=1}^{N(A)} \mu_n(A) \overline{\varphi_n(\omega')} \psi_n(\omega)
\]

By Fubini’s theorem, this converges in \( L^2(\Omega, d\mu) \) for a.e. fixed \( \omega \), so

\[
\int K_A(\omega, \omega') f(\omega') \, d\mu(\omega') = \sum_{n=1}^{N(A)} \mu_n(A) \langle \varphi_n, f \rangle \psi_n(\omega) = (Af)(\omega)
\]

proving \((3.8.17)\). \((3.8.18)\) holds since both sides are \( \sum_{n=1}^{N(A)} \mu_n(A)^2 \).

For the converse: given \( K \in L^2(\Omega \otimes \Omega, d\mu \otimes d\mu) \), let \( \{\eta_n(\omega)\}_{n=1}^{\infty} \) be an orthonormal basis for \( L^2(\Omega, d\mu) \). Then (see Theorem 4.11.8 of Part 1), \( \{\eta_n(\omega) \overline{\eta_m(\omega')}\}_{n,m=1}^{\infty} \) is a basis of \( L^2(\Omega \otimes \Omega, d\mu \otimes d\mu) \), so

\[
K = \sum_{n,m=1}^{\infty} \alpha_{nm} \overline{\eta_m} \otimes \eta_n
\]

with \( \{\alpha_{nm}\} \in \ell^2 \).

In \( \mathcal{I}_2 \), if \( A_{mn} = \langle \eta_m, \cdot \rangle \eta_n \), then \( A_{mn} \) are orthonormal in \( \mathcal{I}_2 \), so \( \sum \alpha_{nm} A_{nm} \) converges in \( L^2 \) to an operator \( A \) that obeys \((3.8.17)\). \( \square \)
The above gives necessary and sufficient conditions for an integral operator to be in $\mathcal{L}_2$ but, in general, there are no such conditions for the trace class, $\mathcal{L}_1$ (if $A \geq 0$ and has a jointly continuous kernel, there is; see Theorem 3.11.9). There is a special but often occurring class of $A$’s for which there is an effective sufficient condition.

On $\mathcal{H} = L^2(\mathbb{R}^\nu, d\nu x)$, if $f, g$ are measurable functions on $\mathbb{R}^\nu$, we define $f(X)$ and $g(P)$ by

\[
(f(X)\varphi)(x) = f(x)\varphi(x), \quad (g(P)\varphi)(x) = [\hat{g(k)}\hat{\varphi}](x)
\]

In general, $f(X)\varphi$ and $g(P)\varphi$ are not defined on all of $L^2$ but on

\[
\mathcal{D}_X(f) = \{ \varphi \in L^2 \mid f\varphi \in L^2 \}, \quad \mathcal{D}_P(X) = \{ \varphi \in L^2 \mid g\hat{\varphi} \in L^2 \}
\]

which are dense in $\mathcal{H}$.

To say $f(X)g(P)$ is trace class is shorthand for saying there is a trace class operator, $A$, so that for all $\varphi \in \mathcal{D}_P(g)$, $\psi \in \mathcal{D}_X(f)$, we have

\[
\langle \varphi, A\psi \rangle = \langle f(X)\varphi, g(P)\psi \rangle
\]

For $1 \leq p, q < \infty$, we define the Birman–Solomyak space, $\ell^q(L^p)$, by letting $\chi_\alpha$ be the characteristic function of the unit cube in $\mathbb{R}^\nu$ centered at $\alpha \in \mathbb{Z}^\nu$ and defining

\[
\|f\|_{p,q} = \left( \sum_{\alpha \in \mathbb{Z}^\nu} \|f\chi_\alpha\|_p^q \right)^{1/q}
\]

where $\|\cdot\|_p$ is $L^p(\mathbb{R}^\nu, d\nu x)$-norm. $\ell^q(L^p)$ is the set of $f$ with $\|f\|_{p,q}$ finite.

We also define for $\delta > 0$,

\[
L^2_\delta(\mathbb{R}^\nu) = \{ f \mid (1 + |\cdot|^2)^{\delta/2}f \in L^2 \}
\]

\[
\|f\|_{\delta,2} = \|(1 + |\cdot|^2)^{\delta/2}f\|_2
\]

In Problem 3 the reader will show that if $\delta > \nu/2$,

\[
L^2_\delta(\mathbb{R}^\nu) \subset \ell_1(L^2) \subset L^1(\mathbb{R}^\nu) \cap L^2(\mathbb{R}^\nu)
\]

We are heading towards the following:

**Theorem 3.8.6.** (a) $f(X)g(P) \in \mathcal{L}_2$ if and only if $f, g \in L^2(\mathbb{R}^\nu)$.
(b) $f(X)g(P) \in \mathcal{L}_1$ if and only if $f, g \in \ell_1(L^2)$.

**Remarks.** 1. There are implicit bounds in the proof, for example,

\[
\|f(X)g(P)\|_{\mathcal{L}_1} \leq c\|f\|_{2;1}\|g\|_{2;1}
\]

2. Of course, to conclude $g \in L^2$ (or $\ell^1(L^2)$), one needs $f \neq 0$.

3. We’ll leave the necessity for $f(X)g(P)$ to be in $\mathcal{L}_1$ or $\mathcal{L}_2$ to the reader (Problem 4).
Proof (First Part). If $g \in L^2$, then $L^1(\mathbb{R}^\nu) \cap L^2(\mathbb{R}^\nu) \subset D_g$, and for $\varphi \in L^1 \cap L^2$, we have
\[
(g(P)\varphi)(x) = (2\pi)^{-\nu/2} \int \tilde{g}(x-y)\varphi(y) \, d^\nu y \quad (3.8.30)
\]
Thus, $f(X)g(P)$ has the integral kernel
\[
K_{f(X)g(P)}(x,y) = (2\pi)^{-\nu/2}\tilde{g}(x-y)f(x) \quad (3.8.31)
\]
Since $g \in L^2$, we have $\tilde{g} \in L^2$, so $K \in L^2(\mathbb{R}^\nu \times \mathbb{R}^\nu, d^{2\nu}x)$. Thus, $f(X)g(P) \in I_2$. □

The following special case of (b) will be needed for its proof; it is most often used in applications of (b).

Lemma 3.8.7. Let $\delta > \nu/2$. If $f, g \in L^2_\delta(\mathbb{R}^\nu)$, then $f(X)g(P) \in I_1$ and
\[
\|f(X)g(P)\| \leq c_{\delta,\nu}\|f\|\|g\|_{\delta} \quad (3.8.32)
\]
Proof. Write
\[
f(X)g(P) = AB; \quad A = f(X)(1 + P^2)^{-\delta/2}(1 + X^2)^{\delta/2}; \quad B = (1 + X^2)^{-\delta/2}(1 + P^2)^{\delta/2}g(P) \quad (3.8.33)
\]
We need only prove $A, B \in I_2$ with suitable bounds and then use $\|AB\|_1 \leq \|A\|_2\|B\|_2$.

Since $(1 + \cdot)^{-\delta/2}, (1 + \cdot)^{\delta/2}g \in L^2, B \in I_2$ by part (a),

Let $h$ be $(2\pi)^{\nu/2}$ times the inverse Fourier transform of $(1 + k^2)^{-\delta/2}$. Since $\hat{h}$ is analytic in a strip and $L^2$ along lines, the suitable Paley–Wiener theorem (see Theorem 11.1.1 of Part 2A) implies for any $|a| < 1$,
\[
e^{a|\cdot|}h \in L^2 \quad (3.8.34)
\]
$A$ has integral kernel
\[
f(x)h(x-y)(1 + y^2)^{\delta/2} \quad (3.8.35)
\]
Using
\[
(1 + |y|^2)^{\delta/2} \leq C(1 + |x|^2)^{\delta/2}(1 + |x - y|^2)^{\delta/2} \quad (3.8.36)
\]
and (3.8.34), we see the kernel in (3.8.35) is $L^2(\mathbb{R}^\nu \times \mathbb{R}^\nu, d^{2\nu}x)$, so $A \in I_2$ also. □

Proof of Theorem 3.8.6 (Conclusion). Let $\{\chi_\alpha\}_{\alpha \in \mathbb{Z}^\nu}$ be as in the definition of $\ell^1(L^2)$. Since, for any $\delta > 0$,
\[
\|f\chi_0\|_{\delta} \leq C_1\|f\chi_0\|_2 \quad (3.8.37)
\]
the lemma implies
\[
\|(f\chi_0)(X)(g\chi_0)(P)\|_1 \leq C_2\|f\chi_0\|_2\|g\chi_0\|_2 \quad (3.8.38)
\]
If
\[(U_{\alpha,\beta}\varphi)(x) = e^{i\beta x} \varphi(x + \alpha)\] (3.8.39)
then
\[U_{\alpha,\beta} \chi_0(X) \chi_0(P) U_{\alpha,\beta}^{-1} = \chi_\alpha(X) \chi_\beta(P)\] (3.8.40)
we see, by (3.8.38), that
\[\| (f\chi_\alpha)(X)(g\chi_\beta)(P) \|_1 \leq C_2 \| f\chi_\alpha \|_2 \| g\chi_\beta \|_2\] (3.8.41)
Thus,
\[\| f(X)g(P) \|_1 \leq \sum_{\alpha,\beta} \| (f\chi_\alpha)(X)(g\chi_\beta)(P) \|_1\]
\[\leq C_2 \sum_{\alpha,\beta} \| f\chi_\alpha \|_2 \| g\chi_\beta \|_2\]
\[= C_2 \| f \|_{2,1} \| g \|_{2,1}\] (3.8.42)

There is also a general compactness criterion.

**Definition.** \(f \in L^\infty(\mathbb{R}^\nu, d^\nu x)\) if and only if \(f \in L^\infty\) and for all \(\epsilon\), there is an \(R\) so
\[|x| > R \Rightarrow |f(x)| < \epsilon\] (3.8.43)

**Theorem 3.8.8.** If \(f, g \in L^\infty\), then \(f(X)g(P)\) is compact.

**Proof.** Pick \(R\) so (3.8.43) holds for \(f\) and \(g\). Let \(f_{\leq R}, f_{\geq R}\) be \(f\chi_{\{|x| \leq R\}}, f\chi_{\{|x| > R\}}\), and similarly for \(g\). Then
\[\| f(X)g(P) - f_{\leq R}(X)g_{\leq R}(P) \| \leq \epsilon^2 + \epsilon \| f \|_\infty + \epsilon \| g \|_\infty\] (3.8.44)
so \(f(X)g(P)\) is the operator norm limit of \(f_{\leq R}(X)g_{\leq R}(X)\) as \(R \to \infty\). Since \(f_{\leq R}, g_{\leq R} \in L^2(\mathbb{R}^\nu, d^\nu x), f_{\leq R}(X)g_{\leq R}(P)\) is Hilbert–Schmidt, so compact. It follows that \(f(X)g(P)\) is compact. \(\Box\)

**Notes and Historical Remarks.** The study of concrete Hilbert–Schmidt operators goes back to the work of Hilbert and Schmidt mentioned in the Notes to Section 3.1. An important later development is the 1921 paper of Carleman [101] to which we return in the Notes to Sections 3.11 and 3.13. In his monograph on Hilbert space, Stone [670] considered operators for which \(\sum_{n=1}^\infty \| A\varphi_n \|^2 < \infty\) for an orthonormal basis and noted those operators with inner product \(\langle A, B \rangle_{L_2} = \sum_{n=1}^\infty \langle A\varphi_n, B\varphi_n \rangle\) were a Hilbert space. That \(L_2\) is a Hilbert space tensor product is connected to the work on cross norms mentioned in the previous section.

The Birman–Solomyak spaces were introduced exactly for the context here in their paper [64].
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Problems

1. Suppose $A_m$ is Cauchy in $I_2$ in the sense that for all ON bases, $\{\varphi_n\}_{n=1}^{\infty}$, $\forall \varepsilon, \exists M(\varepsilon)$,

$$k, m \geq M \Rightarrow \sum_{n=1}^{\infty} \| (A_k - A_m) \varphi_n \|_2^2 \leq \varepsilon$$

(a) For every $\varphi_0$, prove that $\lim_{n \to \infty} A_n \varphi_0 \equiv A \varphi_0$ exists and defines $A \in L(H)$.

(b) For each $N$ and $m \geq M(\varepsilon)$, prove that $\sum_{n=1}^{N} \| (A - A_m) \varphi_n \| \leq \varepsilon$.

(c) Prove that $A \in I_2$ and $A_m - A \to 0$ in $I_2$-norm.

2. Let $A_{\ell, \varphi}$ be given by (3.8.13). Prove that

$$\text{Tr}(A_{\ell_1, \varphi_1}^*, A_{\ell_2, \varphi_2}) = \langle \ell_1, \ell_2 \rangle \langle \varphi_1, \varphi_2 \rangle$$

and conclude that (3.8.14) holds.

3. Prove that for $\delta > \nu / 2$, (3.8.28) holds. (Hint: Use $L^2(\Delta_\alpha, d^\nu x) \subset L^1(\Delta_\alpha, d^\nu x)$ and $\ell^1 \subset \ell^2$.)

4. Prove the necessity parts of Theorem 3.8.6. (Hint: Cut off $f, g$ by replacing $f$ by $\min(n, f)$ and multiplying by $\chi_{\{x:|x|<R\}}$, obtain bounds on the cutoff, $\tilde{f}, g$, and take the cutoffs away. You’ll use the fact that if $|\tilde{f}(x)| \leq |f(x)|$ pointwise, then $\tilde{f}(X) = C f(X)$, where $C$ is a contraction.)

5. If $f, h \in L^2(\mathbb{R}^\nu)$ and $g \in L^1(\mathbb{R}^\nu)$, prove that $f(X)g(P)h(X)$ is trace class with

$$\| f(X)g(P)h(X) \|_1 \leq C \| f \|_2 \| h \|_2 \| g \|_1$$

(3.8.45)

where $C$ is independent of $f, g, h$ but may depend on $\nu$.

6. Let $2 < p < \infty$. If $f, g \in L^p(\mathbb{R}^\nu)$, prove that $f(X)g(P) \in I_p$. (Hint: Interpolate between $p = 2$ and $p = \infty$ using Problem 6 of Section 3.7.)

Remark. This is a result of Seiler–Simon [619]. Cwikel [143] proved that for the same range of $p$, $f(X)g(P)$ is in a weak trace ideal if $f \in L^p$ and $g$ in weak-$L^p$. This was a conjecture of Simon [634]. For a proof, see [650].

3.9. Schur Bases and the Schur–Lalesco–Weyl Inequality

Let $A$ be a compact operator on a Hilbert space, $\mathcal{H}$, $\{\Lambda_j(A)\}_{j=1}^{M(A)}$ a listing of its distinct nonzero eigenvalues ordered so that $|\Lambda_j(A)| \geq |\Lambda_{j+1}(A)|$. Let $\{\lambda_j(A)\}_{j=1}^{K(A)}$ be a listing of eigenvalues counted up to algebraic multiplicity,
that is, if $\Lambda_n$ has multiplicity $m_n$, then
\[\lambda_j(A) = \Lambda_\ell(A), \quad m_1 + \cdots + m_{\ell-1} < j \leq m_1 + \cdots + m_\ell\] (3.9.1)

Let $\{\mu_n(A)\}_{n=1}^{N(A)}$ be its singular values. In this section, our goal is to prove:

**Theorem 3.9.1 (Schur–Lalesco–Weyl Inequality).** Let $1 \leq p < \infty$. If $A \in I_p$, then $\sum_{j=1}^{K(A)} |\lambda_j(A)|^p < \infty$ and
\[\sum_{j=1}^{K(A)} |\lambda_j(A)|^p \leq \sum_{n=1}^{N(A)} \mu_n(A)^p\] (3.9.2)

**Remark.** We will need this especially for $p = 1$ and care most that in that case, $\sum_{j=1}^{K(A)} |\lambda_j(A)| < \infty$. For $p = 1$, the proof below needs only the easy fact that if $\{b_{nm}\}$ is a dss matrix, the associated operator is bounded on $\ell^1$. The more subtle Theorem 3.7.1 is needed only for $p > 1$.

The key to the proof is a simple construction of Schur:

**Theorem 3.9.2 (Schur Basis).** For any compact operator, $A$, there is an orthonormal set, $\{\eta_j\}_{j=1}^{K(A)}$, so that for all $j$,
\[\langle \eta_j, A\eta_j \rangle = \lambda_j(A)\] (3.9.3)
Moreover, $A$ is upper triangular in the sense that
\[\langle \eta_k, A\eta_j \rangle = 0 \quad \text{if } k > j\] (3.9.4)

**Remarks.** 1. The $\{\eta_j\}$ may not be a complete ON set, so it need not be a basis. Despite that (because it was originally introduced in the finite-dimensional case with $\{\lambda_j\}$ all eigenvalues in which $\{\eta_j\}$ are a basis), this is called a Schur basis.

2. We will only use (3.9.3), not (3.9.4).

**Proof.** Let $P_\ell$ be the spectral projection (see Theorem 2.3.5 and Corollary 2.3.6) for $\Lambda_\ell$. By Corollary 2.3.6
\[AP_\ell = \Lambda_\ell P_\ell + N_\ell\] (3.9.5)
where $N_\ell$ is nilpotent, so $\text{Ran}(P_\ell)$ has a basis (not necessarily orthonormal), $\kappa_j^{(\ell)}$, so $AP_\ell | \text{Ran}(P_\ell)$ has the form
\[A\kappa_j^{(\ell)} = \Lambda_\ell \kappa_j^{(\ell)} + \alpha_j^{(\ell)} \kappa_{j-1}^{(\ell)}\] (3.9.6)
where each $\alpha_j^{(\ell)}$ is 0 or 1 (Jordan normal form).
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Putting the $\kappa$’s in order $(\kappa_1^{(1)}, \ldots, \kappa_n^{(1)}, \kappa_1^{(2)}, \ldots) \equiv (\kappa_1, \kappa_2, \ldots)$, we get an independent set, \{\kappa_j\}_{j=1}^{K(A)}\), so

$$A\kappa_j = \lambda_j(A)\kappa_j + \alpha_j\kappa_{j-1} \quad (3.9.7)$$

where $\alpha_j$ is 0 or 1.

Now apply Gram–Schmidt to \{\kappa_j\}_{j=1}^{K(A)}\). We get an orthonormal set, \{\eta_j\}_{j=1}^{K(A)}\), so that for upper-triangular matrices, \{a_{ij}\}_{1 \leq i \leq j}, \{b_{ij}\}_{1 \leq i \leq j}, with $a_{ii} > 0,$ $b_{ii} > 0$, we have that

$$\eta_j = \sum_{k=1}^{j} a_{kj} \kappa_k \quad (3.9.8)$$

$$\kappa_j = \sum_{k=1}^{j} b_{kj} \eta_k \quad (3.9.9)$$

It follows that (Problem \ref{prob1}) for suitable \{c_{ij}\}_{1 \leq i < j}, we have

$$A\eta_j = \lambda_j(A)\eta_j + \sum_{k=1}^{j-1} c_{kj} \eta_k \quad (3.9.10)$$

which implies (3.9.3) and (3.9.4).

**Proof of Theorem 3.9.1.** Write the canonical decomposition

$$A = \sum_{k=1}^{N(A)} \mu_k(A) \langle \varphi_k, \cdot \rangle \psi_k \quad (3.9.11)$$

Then, by (3.9.3),

$$\lambda_j(A) = \sum_{k=1}^{N(A)} b_{jk} \mu_k(A) \quad (3.9.12)$$

where

$$b_{jk} = \langle \varphi_k, \eta_j \rangle \langle \eta_j, \psi_k \rangle \quad (3.9.13)$$

Since $\varphi, \psi, \eta$ are orthonormal families, by Lemma 3.6.4 \{b_{jk}\} is dss. So, by Theorem 3.7.1 we get (3.9.2). \hfill \Box

**Notes and Historical Remarks.** Theorem 3.9.1 for $p = 2$ and the invention of Schur bases to prove it are due to I. Schur \[608\] in 1909. The case $p = 1$ is due to Lalesco \[420\] in 1915. This was long before the trace class was invented—Lalesco proved a result on the sum of the absolute values of the eigenvalues of the operators $A$ of the form $A = BC$ where $B$ and $C$ are Hilbert–Schmidt and his bound had $\|B\|_2 \|C\|_2$, not $\|A\|_1$. 
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The general $p$ result is due to Weyl [751] in 1949 who had a stronger result and different method of proof. He considered functions $\varphi$, nonnegative and monotone on $[0, \infty)$, so that $t \mapsto \varphi(e^t)$ is convex (e.g., $\varphi(s) = s^p$ for $p \in (0, \infty)$, not just $p \geq 1$) and proved that $\sum_n \varphi(|\lambda_n(A)|) \leq \sum_n \varphi(\mu_n(A))$. He obtained this by starting with (see Problem 5 of Section 3.10)

$$|\lambda_1(A) \cdots \lambda_n(A)| \leq \mu_1(A) \cdots \mu_n(A) \quad (3.9.14)$$

and then using the result in Problem 26 of Section 5.3 of Part 1.

Problems

1. Prove (3.9.10).

3.10. Determinants and Fredholm Theory

So far, we extended the trace from finite dimensions to infinite but the determinant is as fundamental as the trace. The trace involves the sum of matrix elements which we required to be summable and, in particular, go to zero. Bearing in mind the relation of convergence of $\prod_{n=1}^{\infty} w_n$ to convergence of $\sum_{n=1}^{\infty} |w_n - 1|$ (see Lemma 9.1.2 of Part 2A), it is natural to try to define $\det(B)$ if $B - I$ is trace class. That is what we’ll succeed in doing: defining $\det(1 + A)$ for $A \in I_1$.

One use we’ll make of $\det(1 + A)$ will be to prove Lidskii’s theorem, that $\text{Tr}(A)$ is $\sum_{n=1}^{N(A)} \lambda_j(A)$, in Section 3.12.

Another use concerns Cramer’s rule. In finite dimensions, Cramer’s rule writes matrix elements of $B^{-1}$ as a ratio

$$(B^{-1})_{ij} = \frac{\widetilde{D}_{ij}(B)}{\det(B)} \quad (3.10.1)$$

where $\widetilde{D}_{ij}(B)$ is the minor: $(-1)^{i+j}$ times the determinant of the matrix obtained from removing row $i$ and column $j$ from $B$. A key way of understanding minors is to note that for $n \times n$ matrices,

$$\det(B) = \sum_{j=1}^{n} b_{ij} \widetilde{D}_{ij}(B) \quad (3.10.2)$$

for any $i$ so that (since $\widetilde{D}_{i\ell}(B)$ is independent of each $b_{ij}$)

$$\widetilde{D}_{ij}(B) = \frac{\partial \det(B)}{\partial(b_{ij})} \quad (3.10.3)$$

So a second goal will be to obtain a formula for $(1 + A)^{-1}$ as a ratio of a derivative of a determinant and a determinant—that is, an infinite-dimensional analog of Cramer’s rule.
Our definition of determinants will rely on the use of alternating algebra, $\wedge^k(A)$, so the reader might want to review Section 1.3 of this part or Section 3.8 of Part 1. Consider first $B$ on $\mathbb{C}^\ell$ with eigenvalues $\{\lambda_j(B)\}_{j=1}^\ell$, counting up to algebraic multiplicity. If $B$ has a Schur basis (see Theorem 3.9.2) $\{e_j\}_{j=1}^\ell$, then it is easy to see that

$$\langle (e_{j_1} \wedge \cdots \wedge e_{j_k}), B(e_{j_1} \wedge \cdots \wedge e_{j_k}) \rangle = \prod_{m=1}^k \lambda_{j_m}(B)$$

(3.10.4)

and thus,

$$\text{Tr}(\wedge^k(B)) = \sum_{1 \leq j_1 < \cdots < j_k \leq \ell} \lambda_{j_1}(B) \cdots \lambda_{j_k}(B)$$

(3.10.5)

Therefore, if $A$ is an $n \times n$ matrix,

$$\det(1 + A) = \prod_{j=1}^n \lambda_j(1 + A)$$

$$= \prod_{k=1}^n (1 + \lambda_j(A))$$

$$= 1 + \sum_{k=1}^n \left( \sum_{j_1 < \cdots < j_k} \lambda_{j_1}(A) \cdots \lambda_{j_k}(A) \right)$$

$$= \sum_{k=0}^n \text{Tr}(\wedge^k(A))$$

(3.10.6)

This suggests we try to define

$$\det(1 + A) = \sum_{k=0}^\infty \text{Tr}(\wedge^k(A))$$

(3.10.7)

Of course, we need to prove the convergence of this sum, which is one purpose of

**Proposition 3.10.1.** Let $A \in I_1(\mathcal{H})$. Then for all $k = 0, 1, 2, \ldots$,

(a) $\wedge^k(A) \in I_1(\wedge^k(\mathcal{H}))$

(b) $\|\wedge^k(A)\|_1 = \sum_{1 \leq j_1 < \cdots < j_k} \mu_{j_1}(A) \cdots \mu_{j_k}(A)$

(3.10.8)

(c) $\|\wedge^k(A)\|_1 \leq \frac{\|A\|_1^k}{k!}$

(3.10.9)

**Proof.** Since $\sqrt{\wedge^k(B)} = \wedge^k(\sqrt{B})$ for $B \geq 0$ (by uniqueness of square root), we have

$$|\wedge^k(A)| = \wedge^k(|A|)$$

(3.10.10)

so it suffices to consider the case $A = |A|$, that is, $A \geq 0$. 
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Let \( \{ \varphi_j \}_{j=1}^{N(A)} \) be an orthonormal basis of \( \text{Ran}(A) \) of eigenvectors with
\[
A \varphi_j = \mu_j(A) \varphi_j
\]
Then
\[
\wedge^k(A)(\varphi_{j_1} \wedge \cdots \wedge \varphi_{j_k}) = \left( \prod_{m=1}^{k} \mu_{j_m}(A) \right) (\varphi_{j_1} \wedge \cdots \wedge \varphi_{j_k})
\]
and \( \{ \varphi_{j_1} \wedge \cdots \wedge \varphi_{j_k} \}_{j_1 < \cdots < j_k} \) is an ON basis of \( \text{Ran}(\wedge^k(A)) \), so \( \{ \mu_{j_1}(A) \cdots \mu_{j_k}(A) \}_{j_1 < \cdots < j_k} \) is the set of eigenvalues of this \( A \geq 0 \), proving (3.10.8) where, for now, both sides might be infinite.

\[
\|A\|^k_1 = \left( \sum_{j=1}^{N(A)} \mu_j(A) \right)^k = \sum_{j_1, \ldots, j_k} \mu_{j_1}(A) \cdots \mu_{j_k}(A)
\]
(3.10.12)

by dropping terms with some \( j_a = j_b \) (\( a \neq b \)) and using the fact that any \( j_1 < \cdots < j_k \) occurs \( k! \) times as the product. This proves (3.10.9) and incidentally that \( \wedge^k(A) \in I_1(\wedge^k(\mathcal{H})) \).

\[\square\]

**Lemma 3.10.2.** Let \( A_1, \ldots, A_\ell \in I_1 \). Fix \( k \) and define for \( (z_1, \ldots, z_\ell) \in \mathbb{C}^\ell \),
\[
F(z_1, \ldots, z_\ell) = \text{Tr} \left( \wedge^k \left( \sum_{m=1}^{\ell} z_m A_m \right) \right)
\]
Then \( F \) is a polynomial of total degree at most \( k \) in \( z_1, \ldots, z_\ell \).

**Proof.** Evaluate \( \text{Tr}(\wedge^k(\cdot)) \) in a basis \( e_{j_1} \wedge \cdots \wedge e_{j_k} \) with \( \{e_j\}_{j=1}^n \) an arbitrary ON basis for \( \mathcal{H} \). Each \( \langle e_{j_1} \wedge \cdots \wedge e_{j_k}, \wedge^k \left( \sum_{m=1}^{\ell} z_m A_m \right) (e_{j_1} \wedge \cdots \wedge e_{j_k}) \rangle \) is a polynomial of degree at most \( k \). The trace class estimate of the last theorem implies the sum converges uniformly on compacts and so to a polynomial.

\[\square\]

**Lemma 3.10.3.** Fix \( R > 0 \). Let \( f \) be analytic in a neighborhood of \( \{z \mid |z| \leq R + \frac{1}{2} \} \). Then
\[
|f(\frac{1}{2}) - f(-\frac{1}{2})| \leq R^{-1} \sup_{|w|=R+\frac{1}{2}} |f(w)|
\]
(3.10.13)

**Proof.** Let \( t \in [-\frac{1}{2}, \frac{1}{2}] \). By a Cauchy estimate (see Theorem 3.1.8 of Part 2A),
\[
|f'(t)| \leq R^{-1} \sup_{|w-t| \leq R} |f(w)| \leq R^{-1} \sup_{|w|=R+\frac{1}{2}} |f(w)|
\]
(3.10.14)
by the maximum principle. Now use

\[ |f(\frac{1}{2}) - f(-\frac{1}{2})| = \left( \int_{-\frac{1}{2}}^{\frac{1}{2}} f'(t) \, dt \right) \leq \int_{-\frac{1}{2}}^{\frac{1}{2}} |f'(t)| \, dt \]

\( \square \)

Here are the most basic properties of the determinant:

**Theorem 3.10.4.** Let \( A, A_1, \ldots, A_\ell, B \in I_1 \). Then the sum (3.10.7) is absolutely convergent. Moreover,

(a) \( |\det(1+A)| \leq \prod_{\ell=1}^{\infty} (1 + \mu_\ell(A)) = \det(1 + |A|) \) \hspace{1cm} (3.10.15)

(b) \( |\det(1+A)| \leq \exp(\|A\|_1) \) \hspace{1cm} (3.10.16)

(c) \((z_1, \ldots, z_\ell) \mapsto \det(1 + \sum_{j=1}^\ell z_j A_j)\) is an entire function on \( \mathbb{C}^\ell \).

(d) \( |\det(1+A) - \det(1+B)| \leq \|A-B\|_1 \exp(\|A\|_1 + \|B\|_1 + 1) \)

\hspace{1cm} (3.10.17)

(e) If \( \mathcal{H} = \mathcal{F} \oplus \mathcal{F}^\perp \) with \( \mathcal{F} \) finite-dimensional and \( A \upharpoonright \mathcal{F}^\perp = 0 \), \( A[\mathcal{F}] \subset \mathcal{F} \),

then

\[ \det(1+A) = \det_{\mathcal{F}}(1 + A \upharpoonright \mathcal{F}) \] \hspace{1cm} (3.10.18)

where \( \det_{\mathcal{F}} \) is the finite-dimensional determinant.

(f) \( \det(1+A+B+AB) = \det(1+A)\det(1+B) \)

\hspace{1cm} (3.10.19)

**Proof.**

(a) \( |\text{Tr}(\wedge^k(A))| \leq \|\wedge^k(A)\|_1 \leq \text{RHS of (3.10.8)} \) and

\[ 1 + \sum_{k=1}^{\infty} \text{RHS of (3.10.8)} = \prod_{j=1}^{\infty} (1 + \mu_j(A)) \]

so we get absolute convergence and (3.10.15).

(b) This follows from (a) and

\[ 1 + \mu_j(A) \leq e^{\mu_j(A)} \]

(3.10.20)

and \( \|A\|_1 = \sum_j \mu_j(A) \).

(c) On compact subsets of \( \mathbb{C}^\ell \), we have, by the proof of (a), uniformly convergent series of polynomials.

(d) If \( \|A-B\|_1 = 0 \), there is nothing to prove. Otherwise, let \( R = \|A-B\|_1^{-1} \) and apply Lemma 3.10.3 to \( f(z) = \det(1 + \frac{1}{2}(A+B) + z(A-B)) \) to see

\[ |f(\frac{1}{2}) - f(-\frac{1}{2})| \leq \|A-B\|_1 \exp(\frac{1}{2} \|A\| + \frac{1}{2} \|B\| + (R + \frac{1}{2})\|A-B\|_1) \]

\[ \leq \text{RHS of (3.10.17)} \]
(e) We have
\[
\text{Tr}(\wedge^k(A)) = \begin{cases} 
\text{Tr}_{\mathcal{F}}(\wedge^k(A) \upharpoonright \mathcal{F}), & k \leq \dim(\mathcal{F}) \\
0, & k > \dim(\mathcal{F})
\end{cases}
\] (3.10.21)
so (3.10.18) follows from (3.10.6) for finite matrices.

(f) If \( A \) and \( B \) are both finite rank, we can find a single finite-dimensional space \( \mathcal{F} \) so \( A \upharpoonright \mathcal{F} = B \upharpoonright \mathcal{F} \) and \( A[\mathcal{F}] \subset \mathcal{F}, B[\mathcal{F}] \subset \mathcal{F} \) (e.g., \( \mathcal{F} \) is the subspace spanned by \( \text{Ran}(A), \text{Ker}(A) \uparrow, \text{Ran}(B), \text{Ker}(B) \uparrow \)). Thus, the result follows by \( \text{det}_{\mathcal{F}}(CD) = \text{det}_{\mathcal{F}}(C) \text{det}_{\mathcal{F}}(D) \) (see Theorem 1.3.6). Since \( A \mapsto \text{det}(1 + A) \) is continuous by (d) and the finite rank operators are dense in \( \mathcal{I}_1 \), we get the result for all \( A, B \). □

\( \text{det} \) is important because \( \text{det}(B) = 0 \) is equivalent to noninvertibility.

**Theorem 3.10.5.** Let \( A \in \mathcal{I}_1 \).

(a) If \( 1 + A \) is invertible, \( \text{det}(1 + A) \neq 0 \).

(b) If \( 1 + A \) is not invertible, \( \text{det}(1 + A) = 0 \). In fact, \( f(z) = \text{det}(1 + zA) \)
has a zero order \( \ell \) at \( z = 1 \), where \( \ell \) is the algebraic multiplicity of \( -1 \) as an eigenvalue of \( A \).

**Remark.** We use the fact that if \( 1 + A \) is not invertible, then \(-1\) is an eigenvalue of \( A \) (see Theorem 3.3.1).

**Proof.** (a) If \( 1 + A \) is invertible, then with
\[
B = -A(1 + A)^{-1}
\]
we have that \( B \in \mathcal{I}_1 \) and
\[
(1 + A)(1 + B) = 1 + A - (1 + A)A(1 + A)^{-1} = 1
\]
so by (3.10.19),
\[
\text{det}(1 + A) \text{det}(1 + B) = \text{det}(1) = 1
\]
and thus, \( \text{det}(1 + A) \neq 0 \).

(b) If \( 1 + A \) is not invertible, \(-1 \in \sigma(A)\), and so an isolated point of the spectrum. Let \( P \) be the associated spectral projection which is finite-dimensional by Theorem 3.3.1. Since \([P, A] = 0 \) and \( P(1 - P) = 0 \), we have
\[
1 + zA = (1 + zAP)(1 + zA(1 - P))
\]
and thus, by (3.10.19),
\[
\text{det}(1 + zA) = \text{det}(1 + zAP) \text{det}(1 + zA(1 - P))
\]
By (2.3.29), \(-1 \notin \sigma(A(1 - P))\), so
\[
\text{det}(1 + A(1 - P)) \neq 0
\]
by (a).
Since $\text{Ran}(P) < \infty$, $AP$ is finite rank. If $\mathcal{F}$ is such that $AP \upharpoonright \mathcal{F}^\perp = 0$ and $A[\mathcal{F}] \subset \mathcal{F}$ (e.g., $\mathcal{F}$ is the span of $\ker(AP)^\perp$ and $\text{Ran}(AP)$), then $AP \upharpoonright \mathcal{F}$ has eigenvalue $-1$, $\ell$ times where $\ell = \text{alg mult}(-1)$ and otherwise 0. By (3.10.18), we see that

$$\det(1 + zAP) = (1 - z)^{\ell}$$  \hfill (3.10.28)

(3.10.26), (3.10.27), and (3.10.28) show that $\det(1 + zA)$ has a zero of order $\ell$ at $z = 1$. \hspace{1cm} \Box

Recall (see Section 5.1 of Part I) that $f : X \to Y$, Banach spaces, are called (Fréchet) differentiable with (Fréchet) derivative, $Df_{x_0}$, a bounded linear map of $X$ to $Y$, if and only if

$$f(x_0 + x) - f(x_0) - Df_{x_0}(x) = o(\|x\|) \hfill (3.10.29)$$

If $Y = \mathbb{C}$ (and $X$ is a complex Banach space), if $Df_{x_0}(x)$ exists, it is an element of $X^*$. If $X = \mathcal{I}_1$, then $X^* = \mathcal{L}(\mathcal{H})$, as we saw in Theorem 3.6.8.

**Theorem 3.10.6.** Let $f(A) = \det(1 + A)$ as a function from $\mathcal{I}_1$ to $\mathbb{C}$. Then $f$ is differentiable at any $A \in \mathcal{I}_1$, with $-1 \notin \sigma(A)$, and its derivative is

$$D_{A} \equiv Df_{A} = [\det(1 + A)](1 + A)^{-1} \hfill (3.10.30)$$

**Remark.** It is not hard to see (Problem 1) that $f$ is differentiable also at $A$ with $-1 \in \sigma(A)$ although (3.10.30) fails.

**Proof.** Let $A, B \in \mathcal{I}_1$ with $1 + A$ invertible. Then

$$1 + A + B = (1 + A)(1 + (1 + A)^{-1}B) \hfill (3.10.31)$$

Thus,

$$f(A + B) = f(A)f((1 + A)^{-1}B) \hfill (3.10.32)$$

By looking at the estimates (3.10.9) and series (3.10.7), we see that for any $C \in \mathcal{I}_1$,

$$\det(1 + C) = 1 + \text{Tr}(C) + O(\|C\|_2^2) \hfill (3.10.33)$$

Thus, (3.10.32) implies

$$f(A + B) - f(A) - f(A)\text{Tr}((1 + A)^{-1}B) + O(\|B\|_2^2) \hfill (3.10.34)$$

Thus,

$$Df_{A}(B) = f(A)\text{Tr}((1 + A)^{-1}B) \hfill (3.10.35)$$

Taking into account the explicit formula (3.6.17) for $\mathcal{I}_1^* = \mathcal{L}(\mathcal{H})$, we have (3.10.30).

**Corollary 3.10.7** (Cramer’s Rule for 1+Trace Class). If $A \in \mathcal{I}_1$ with $1 + A$ invertible, then

$$(1 + A)^{-1} = \frac{Df_{A}}{\det(1 + A)} \hfill (3.10.36)$$
Here is a calculation that makes $Df_A$ look more like the usual minor. We note that, by polarization, $\langle \varphi, (Df_A)\varphi \rangle$ for all $\varphi$ determines $\langle \varphi, (Df_A)\psi \rangle$ for all $\varphi, \psi$.

**Proposition 3.10.8.** Let $A \in \mathcal{I}_1$, $\varphi \in \mathcal{H}$ with $\|\varphi\| = 1$. Suppose $Q$ is the projection onto $\{\eta \mid \langle \eta, \varphi \rangle = 0\}$. Then

$$\langle \varphi, (Df_A)\varphi \rangle = \det_{Q\mathcal{H}}(1 + QAQ)$$

(3.10.37)

where $\det_{Q\mathcal{H}}(\cdot)$ means as an operator on $Q\mathcal{H}$.

**Proof.** Problem 3 has a proof manipulating derivatives of $\text{Tr}(\wedge^*(A))$. Instead we prove it as follows: $A \mapsto D_Af$ is continuous in $A$ (Problem 1), so it suffices to prove (3.10.37) for $A$ finite rank. In that case, we pick a basis in which $\varphi$ is the first vector and use the classical Cramer’s rule.

There is a final set of formulae we should mention, although we leave their proofs to the Problems (Problem 4). Let $A \in \mathcal{I}_1$ and

$$\det(1 + zA) = \sum_{m=0}^{\infty} \frac{z^m \alpha_m(A)}{m!}$$

(3.10.38)

$$D_z A = \det(1 + zA)1 + \sum_{m=1}^{\infty} \frac{z^m \beta_m(A)}{(m - 1)!}$$

(3.10.39)

Then (Plemelj-Smithies formulae; $m \times m$ determinants),

$$\alpha_m(A) = \begin{vmatrix} \text{Tr}(A) & m - 1 & 0 & \ldots & 0 \\ \text{Tr}(A^2) & \text{Tr}(A) & m - 2 & \ldots & 0 \\ \text{Tr}(A^3) & \text{Tr}(A^2) & \text{Tr}(A) & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \text{Tr}(A^m) & \text{Tr}(A^{m-1}) & \text{Tr}(A^{m-2}) & \ldots & \text{Tr}(A) \end{vmatrix}$$

(3.10.40)

$$\beta_m(A) = \begin{vmatrix} A & m - 1 & 0 & \ldots & 0 \\ A^2 & \text{Tr}(A) & m - 2 & \ldots & 0 \\ A^3 & \text{Tr}(A^2) & \text{Tr}(A) & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ A^m & \text{Tr}(A^{m-1}) & \text{Tr}(A^{m-2}) & \ldots & \text{Tr}(A) \end{vmatrix}$$

(3.10.41)

In particular, (3.10.40) implies $\alpha_m(A)$ is a polynomial in $\{\text{Tr}(A^j)\}_{j=1}^{m}$. Once we have Lidskii’s theorem, we’ll have for $|z| < \|A\|_1^{-1}$ that

$$\log(\det(1 + zA)) = \sum_{j=1}^{N(A)} \log(1 + z\lambda_j(A))$$
\(= \sum_{k=1}^{\infty} \frac{(-1)^k}{k} z^k \sum_{j=1}^{N(A)} (\lambda_j(A))^k \) \hfill (3.10.42)

\(= \sum_{k=1}^{\infty} \frac{(-1)^k}{k} z^k \text{Tr}(A^k) \) \hfill (3.10.43)

so for \(z\) small,

\[
\det(1 + zA) = \exp \left( \sum_{k=1}^{\infty} \frac{(-1)^k}{k} z^k \text{Tr}(A^k) \right) \tag{3.10.44}
\]

This, in principle, leads to a formula for \(\alpha_m(A)\) as polynomials in \(\{\text{Tr}(A^j)\}_{j=1}^{m}\). While we’ll prove (3.10.40) from (3.10.44), it is useful for later purposes to know that any two expressions for \(\alpha_m(A)\) as polynomials in \(\{\text{Tr}(A^j)\}_{j=1}^{m}\) must agree.

**Proposition 3.10.9.** Let \(H\) be a Hilbert space of dimension \(d \geq m\). Let \(f: \mathcal{I}_1(H) \to \mathbb{C}^m\) by

\[
f(A) = (\text{Tr}(A), \ldots, \text{Tr}(A^m)) \tag{3.10.45}
\]

Then \(\text{Ran}(f)\) has nonempty interior.

**Proof.** By looking at \(f\) restricted to the rank at most \(m\) operators, we see that we can suppose \(\dim(H) = m\). Then \(f(A)\) only depends on \(\{\lambda_j(A)\}_{j=1}^{m}\), so it suffices to show that

\[
\tilde{f}(\lambda_1, \ldots, \lambda_m) = \left( \sum_{j=1}^{m} \lambda_j, \sum_{j=1}^{m} \lambda_j^2, \ldots, \sum_{j=1}^{m} \lambda_j^m \right)
\]

from \(\mathbb{C}^m\) to \(\mathbb{C}^m\) has a range with nonempty interior. Clearly,

\[
\frac{\partial \tilde{f}_j}{\partial \lambda_\ell} = j\lambda_\ell^{j-1} \tag{3.10.46}
\]

so

\[
\det\left( \frac{\partial \tilde{f}_j}{\partial \lambda_\ell} \right) = m! \det|\lambda_\ell^{j-1}| = m! \prod_{1 \leq i < j \leq m} (\lambda_i - \lambda_j) \tag{3.10.47}
\]

recognizing the Vandermonde determinant (see Problem 23 of Section 6.9 of Part 1). Thus, \(\tilde{f}_j\) is a local homeomorphism at any point with all \(\lambda_i \neq \lambda_j\) \((i \neq j)\). Thus, \(\text{Ran}(f)\) has nonempty interior. \(\square\)

**Remark.** On \(\mathbb{C}^m\), \(|\text{Tr}(A)|^2 \leq m\text{Tr}(A^2)\) by the Schwarz inequality with equality if \(A = 1\). Thus, if \(d = m\) and \(y \in \text{Ran}(f)\), \(y_1^2 \leq my_2\), so \(\text{Ran}(f)\) is a proper subset of \(\mathbb{C}^m\).

Because the range has a nonempty interior, any two polynomials in \(\{\text{Tr}(A^j)\}_{j=1}^{m}\) that are equal as functions are the same polynomial.
Notes and Historical Remarks. Most of this section is an abstract version of the concrete Fredholm theory that solved \( f(x) = g(x) + \int_a^b K(x, y) f(y) \, dy \) for \( f \). We discuss this concrete theory in Section 3.11. The idea of proving a bound like (3.10.17) using Lemma 3.10.3 is from Seiler–Simon [618]. The Plemelj–Smithies formulae were first found in 1904 by Plemelj [528] and rediscovered and popularized by Smithies [658].

Problems

1. Let \( X \) be a complex Banach space and \( f : X \to \mathbb{C} \) a function so that for all \( A, B, C \in X \) and \( z, w, \zeta \), we have \( (z, w, \zeta) \to f(zA + wB + \zeta C) \) is entire in the three variables. Suppose also
   \[
   |f(A)| \leq G(\|A\|) \tag{3.10.48}
   \]
   for \( G : [0, \infty) \to [0, \infty) \) and monotone. For all \( A, B \in X \), define
   \[
   g_A(B) = \frac{d}{dz} f(A + zB) \bigg|_{z=0} \tag{3.10.49}
   \]
   This problem will show that \( g_A(B) \) is linear in \( B \), norm-continuous in \( A \), and the Fréchet derivative of \( f \).

   (a) Prove that \( f(A) \) is norm-Lipschitz in \( A \).

   (b) Prove that uniformly in \( \{B \mid \|B\| \leq 1\} \) and \( \{A \mid \|A\| \leq R\} \), \( A \mapsto g_A(B) \) is norm-continuous in \( A \).

   (c) For \( |z| \leq \frac{1}{2} \), prove that
   \[
   |f(A + zB) - f(A) - zg_A(B)| \leq 2z^2 G(\|A\| + \|B\|) \tag{3.10.50}
   \]

   (d) For \( \|C\| \leq \frac{1}{2} \), prove that
   \[
   \|f(A + C) - f(A) - g_A(C)\| \leq 2\|C\|^2 G(\|A\| + 1) \tag{3.10.51}
   \]

   (e) For each \( A \), prove that \( B \mapsto g_A(B) \) is linear in \( B \).

   (f) Prove that \( f \) is Fréchet differentiable at each \( A \) in \( X \) and \( A \mapsto D_A f \) is a norm-continuous map of \( X \) to \( X^* \).

   (g) Prove that \( \det(1 + A) \) is Fréchet differentiable at \( A \in I_1 \) even at points where \(-1 \in \sigma(A)\).

2. Let \(-1 \in \sigma(A)\) for \( A \in I_1 \) and let \( P \) be the corresponding spectral projection. Let \( f(B) = \det(1 + B) \).

   (a) If the algebraic multiplicity of \(-1\) for \( A \) is 1, prove that
   \[
   D_A f = \left[ \det(1 - P) \mathcal{H}(1 + (1 - P)A) \right] P \tag{3.10.52}
   \]

   (b) If the algebraic multiplicity is \( \ell \geq 2 \) and \( AP = -P + D \), prove that
   \[
   D_A f = \left[ \det(1 - P) \mathcal{H}(1 + (1 - P)A) \right] D^{\ell-1} \tag{3.10.53}
   \]
3. (a) Let \( g_\ell(A) = \text{Tr}(\wedge^\ell(A)) \) for \( \ell = 1, 2, \ldots \) and \( A \in \mathcal{I}_1 \). Using the notation of Proposition 3.10.8 prove that
\[
\langle \varphi, (Dg_\ell)_A \varphi \rangle = \text{Tr}_{\mathcal{H}}(\wedge^{\ell-1}(QAQ)) \tag{3.10.54}
\]
(b) Prove (3.10.37).

4. (a) Let \( f, g \) be analytic near \( z = 0 \) with \( f(0) = 1, \ g(0) = 0, \ f(z) = \sum_{m=0}^{\infty} a_n z^n/n!, \ g(z) = \sum_{n=1}^{\infty} (-1)^{n+1} b_n z^n/n \) and \( f(z) = \exp(g(z)) \).

Prove that \( (a_0 = 1) \)
\[
a_n = \sum_{j=1}^{n} (-1)^{j+1} b_j a_{n-j} \frac{(n-1)!}{(n-j)!} \tag{3.10.55}
\]

(Hint: \( f' = fg' \).)

(b) Prove that \( (n \times n \text{ determinant}) \)
\[
a_n = \begin{vmatrix} b_1 & n-1 & 0 & \ldots & 0 \\ b_2 & b_1 & n-2 & \ldots & 0 \\ b_3 & b_2 & b_1 & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ b_n & b_{n-1} & b_{n-2} & \ldots & b_1 \end{vmatrix} \tag{3.10.56}
\]

(c) For \( z \) small, prove that
\[
\det(1 + zA) = \exp\left[ \sum_{m=1}^{\infty} \frac{(-1)^{m+1}}{m} z^m \text{Tr}(A^m) \right] \tag{3.10.57}
\]

(Hint: Prove it for \( A \) finite rank using \( \det \) as a product of eigenvalues and take limits. Alternatively, use Lidskii’s theorem from Section 3.12.)

(d) Prove (3.10.40).

(e) For \( z \) small, prove that
\[
(1 + zA)^{-1} \det(1 + zA) = (1 - zA + z^2 A \ldots) \det(1 + zA)
\]

(f) Deduce the formula
\[
\frac{\beta_{m+1}(A)}{m!} = \left[ A \frac{\alpha_m(A)}{m!} - A^2 \frac{\alpha_{m-1}(A)}{(m-1)!} + \ldots \right]
\]

(g) Prove (3.10.41).

5. (a) For any compact operator \( A \) on a Hilbert space, \( \mathcal{H} \), prove that
\[
\|\wedge^k(A)\| = \mu_1(A) \cdots \mu_k(A) \tag{3.10.58}
\]
(b) If $\lambda_{i_1}(A), \ldots, \lambda_{i_k}(A)$ are eigenvalues of $A$, prove that $\lambda_{i_1}(A) \cdots \lambda_{i_k}(A)$ is an eigenvalue of $\wedge^k(A)$ and conclude that

$$|\lambda_{i_1}(A) \cdots \lambda_{i_k}(A)| \leq \mu_1(A) \cdots \mu_k(A) \quad (3.10.59)$$

3.11. Operators with Continuous Integral Kernels

Let $X$ be a compact metric space with $\mu$ a probability measure on $X$. Let $K: X \times X \to \mathbb{C}$ be a continuous function. In this section, we’ll consider the operator, $A_K$, given by

$$(A_K f)(x) = \int K(x, y) f(y) \, d\mu(y) \quad (3.11.1)$$

Throughout most of the section, $f$ lies in $L^2(X, d\mu)$ and we think of $A_K$ as an operator on $L^2$, but later we’ll deduce information on $A_K$ as an operator on $C(X)$. In particular, we look at solutions of

$$f = g - A_K f \quad (3.11.2)$$

At first sight, it would appear this fits exactly into the framework of the last section. Since $\int |K(x, x)| \, d\mu(x) < \infty$, one might guess that $A_K$ is trace class. Sometimes that’s true, but as we’ll see, it may not be. Even for the trace class case, we’ll get integral formulae for $\text{Tr}(\wedge^k(A_K))$ that are of interest. Remarkably, even when $A_K$ is not trace class, these formulae continue to hold, although we’ll need a different method (going back to Fredholm!) for proving convergence of power series.

We’ll begin by presenting the Fredholm formulae for his determinant and minor, and then show they can always be used to solve (3.11.2). If $A_K$ is trace class, we’ll prove that the Fredholm formula agree with those of the last section. Finally, we’ll consider the special case when $A_K \geq 0$. We’ll see that, then, $A_K$ is trace class and the Hilbert–Schmidt eigenfunction expansion converges uniformly (Mercer’s theorem).

The $n$-fold Fredholm kernel is defined by

$$K_n\left(\begin{array}{c} x_1 \cdots x_n \\ y_1 \cdots y_n \end{array}\right) = \det(K(x_i, y_j))_{1 \leq i, j \leq n} \quad (3.11.3)$$

The Fredholm determinant is defined by

$$d_K(z) = \sum_{n=0}^\infty \frac{z^n}{n!} \int K_n\left(\begin{array}{c} x_1 \cdots x_n \\ x_1 \cdots x_n \end{array}\right) \, d\mu(x_1) \cdots d\mu(x_n) \quad (3.11.4)$$

where the $n = 0$ term is interpreted as 1. Of course, it is not obvious this sum converges—we’ll soon prove that below, using Hadamard’s inequality.
that \( |\det(a_{ij})_{1 \leq i,j \leq n}| \leq n^{n/2}(\sup\|a_{ij}\|)^n \). The Fredholm minor is the kernel defined by
\[
M_{K,a}(x,y) = \sum_{n=1}^{\infty} \frac{z^n}{(n-1)!} \int \cdots \int K_n \left( \begin{array}{c} x \\ y \end{array} \right) \cdots \left( \begin{array}{c} x_{n-1} \\ y_{n-1} \end{array} \right) d\mu(x_1) \cdots d\mu(x_{n-1})
\] (3.11.5)

Example 3.11.1. Let \( X = \partial \mathbb{D} \), with \( d\mu = \frac{d\theta}{2\pi} \). Let \( f \) be a continuous function on \( \partial \mathbb{D} \) and let
\[ K(e^{i\theta}, e^{i\phi}) = f(e^{i(\theta - \phi)}) \] (3.11.6)\]
\( A_K \) has \( \{ e^{in\theta} \}_{n=-\infty}^{\infty} \) as an orthonormal basis with eigenvalues \( f^s_n = \int f(e^{i\theta}) e^{-in\theta} \frac{d\theta}{2\pi} \). \( A_K \) is normal with an orthonormal basis of eigenfunctions so \( A_K \) is trace class if and only if
\[
\sum_{n=-\infty}^{\infty} |f^s_n| < \infty \] (3.11.7)\]
In Problem 10 of Section 5.4 of Part 1 (see also Example 6.7.8 of that part), we showed there exists \( f \in C(\partial \mathbb{D}) \) so \( (3.11.7) \) fails. Thus, there are \( A_K \) with continuous kernels which are not trace class. Worse, \( \sum_{n=-N}^{N} f^s_n e^{in\theta} \) does not converge absolutely, so the Hilbert–Schmidt expansion of Theorem [3.2.1] for \( A_K \) does not converge uniformly. \hfill \Box

Given \( X \) and \( \mu \), we’ll construct a natural family of finite rank projections, \( P_n \), so that
\[
s\lim P_n = 1 \] (3.11.8)\]
Cover \( X \) with open balls of radius \( 1/n \) and use compactness to pick a finite cover \( U_1^{(n)}, \ldots, U_{\ell_n}^{(n)} \). Choose them so for all \( j \), \( \mu(\bigcup_{k \neq j} U_k^{(n)}) < 1 \). This can be arranged if we drop some \( U \)'s that may make the remaining ones only cover \( X \) up to a set of \( \mu \)-measure 0. Let
\[
V_1^{(n)} = U_1^{(n)}, \quad V_j^{(n)} = U_j^{(n)} \setminus \left( \bigcup_{k=1}^{j-1} U_k^{(n)} \right) \] (3.11.9)\]

Let \( \mathcal{H}_n \) be the functions constant on each \( V_j^{(n)} \) and \( P_n \) the orthogonal projection on \( \mathcal{H}_n \). Since each \( V_j^{(n)} \) is contained in a ball of radius \( 1/n \), we have
\[
\|f - P_n f\|_{\infty} \leq \sup_{\rho(x,y) \leq n^{-1}} |f(x) - f(y)| \] (3.11.10)\]
so \( P_n f \to f \) in \( L^\infty \) and so in \( L^2 \). Thus, \( (3.11.8) \) holds.

Throwing out those \( V_j^{(n)} \) with \( \mu(V_j^{(n)}) = 0 \), we see that
\[
\psi_j^{(n)} = \mu(V_j^{(n)})^{-1/2} \chi_{V_j^{(n)}} \] (3.11.11)\]
is an orthonormal basis for $H_n$. Note that

$$\langle \psi^{(n)}_j, A_K \psi^{(n)}_j \rangle = \mu(V^{(n)}_j)^{-1} \int_{x,y \in V^{(n)}_j} K(x,y) \, d\mu(x) \, d\mu(y)$$

(3.11.12)

In particular,

$$\left| \langle \psi^{(n)}_j, A_K \psi^{(n)}_j \rangle - \int_{x \in V^{(n)}_j} K(x,x) \, d\mu(x) \right| \leq \mu(V^{(n)}_j) \varepsilon_n$$

(3.11.13)

where

$$\varepsilon_n = \sup_{x,y,y' \leq \frac{1}{n}} |K(x,y) - K(x,y')| \to 0$$

(3.11.14)

as $n \to \infty$. We therefore have:

**Proposition 3.11.2.** For any continuous function, $K$, we have

$$\text{Tr}(P_n A_K P_n) \to \int K(x,x) \, d\mu(x)$$

(3.11.15)

If $A_K$ is trace class, then

$$\text{Tr}(A_K) = \int K(x,x) \, d\mu(x)$$

(3.11.16)

**Proof.** Since $\{\psi^{(n)}_j\}$ is a basis for $H_n$ and $P_n A_K P_n$ is trace class (since it is finite rank),

$$\text{Tr}(P_n A_K P_n) = \sum_j \langle \psi^{(n)}_j, A_K \psi^{(n)}_j \rangle$$

(3.11.17)

By (3.11.13) and (3.11.14), as $n \to \infty$,

$$\left| \text{Tr}(P_n A_K P_n) - \int K(x,x) \, d\mu(x) \right| \leq \varepsilon_n \to 0$$

(3.11.18)

If $A_K$ is trace class and $\sum_{m=1}^M \mu_m(A_K) \langle \varphi_m, \cdot \rangle \psi_m$ its canonical expansion, then

$$\text{Tr}(P_n A_K P_n) = \text{Tr}(A_K P_n) = \sum_{m=1}^M \mu_m(A_K) \langle \varphi_m, P_n \psi_m \rangle$$

(3.11.19)

$$\to \sum_{m=1}^M \mu_m(A_K) \langle \varphi_m, \psi_m \rangle = \text{Tr}(A)$$

(3.11.20)

as $n \to \infty$, by a use of the dominated convergence theorem for sums since $|\langle \varphi_m, P_n \psi_m \rangle| \leq 1$. 

Recall (see Section 3.8 of Part 1 and Section 1.3 of this part) $\wedge^k(\mathcal{H})$ is constructed by defining $\sigma_\pi$, for $\pi \in \Sigma_n$, on $\otimes^n \mathcal{H}$ by requiring

$$\sigma_\pi(\psi_1 \otimes \cdots \otimes \psi_n) = \psi_{\pi(1)} \otimes \cdots \otimes \psi_{\pi(n)}$$

(3.11.21)
3.11. Continuous Integral Kernels

\[ A_n = \frac{1}{n!} \sum_{\pi \in \Sigma_n} (-1)^n \sigma_\pi \]  

(3.11.22)

We define \( \wedge^n(H) \) to be Ran\((A_n)\). If \( H = L^2(X, d\mu) \), we can associate \( \otimes^n H \) with \( L^2(X \times \cdots \times X, d\mu \otimes \cdots \otimes d\mu) \) and \( \sigma_\pi \) is then

\[ (\sigma_\pi f)(x_1, \ldots, x_n) = f(x_{\pi^{-1}(1)}, \ldots, x_{\pi^{-1}(n)}) \]  

(3.11.23)

**Proposition 3.11.3.** Viewed as an operator on \( L^2(\times^n X, \otimes^n d\mu) \), \( \wedge^n(A_K)A_n \) has kernel

\[ \frac{1}{n!} \sum_{\pi} (-1)^n \prod_{j=1}^{n} K(x_j, y_{\pi(j)}) = (n!)^{-1} K_n(x_1 \cdots x_n, y_1 \cdots y_n) \]  

(3.11.24)

\[ \wedge^n(A_K)A_n = \otimes^n(A_K)A_n \]

(3.11.25)

**Theorem 3.11.4 (Hadamard’s Inequality).** Let \( B = (b_{ij})_{1 \leq i,j \leq n} \) be an \( n \times n \) matrix. Then

\[ |\det(B)| \leq \prod_{j=1}^{n} \left( \sum_{i=1}^{n} |b_{ij}|^2 \right)^{1/2} \]  

(3.11.26)

\[ \leq n^{n/2} \prod_{j=1}^{n} \left( \sup_{i, \ldots, n} |b_{ij}| \right) \]  

(3.11.27)

**Proof.** Let \( \delta_1, \ldots, \delta_n \) be the standard basis of \( \mathbb{C}^n \) and \( b_j = B\delta_j \). By the alternating algebra definition of determinant (see Section 1.3), \( \wedge^n(B) \) is multiplication by \( \det(B) \), so

\[ b_1 \wedge \cdots \wedge b_n = \det(B)(\delta_1 \wedge \cdots \wedge \delta_n) \]

and thus, by (3.8.41) of Part 1,

\[ \det(B) = \|b_1 \wedge \cdots \wedge b_n\| \leq \prod_{j=1}^{n} \|b_j\| \]  

(3.11.28)

Since \( b_j \) has components \( b_{ij} \), this is (3.11.25). The others are obvious. \( \square \)

**Theorem 3.11.5.** For any continuous kernel, \( K \), the series \( (3.11.4) \) for \( d_K(z) \) converges to an entire function. Moreover,

\[ (a) \ d_K(z) = \lim_{m \to \infty} \det(1 + zP_m A_K P_m) \]  

(3.11.29)

uniformly on compact subsets of \( \mathbb{C} \).
(b) If $A$ is trace class, $d_K(z) = \det(1 + zA)$.

(c) $1 + zA$ is invertible as an operator on $L^2(X, d\mu)$ if and only if $d_K(z) \neq 0$.

**Proof.** By Hadamard’s inequality, the $n$-th term in the series for $d_K(z)$ is bounded by

$$n^{n/2}|z|^n \frac{\|K\|_\infty}{n!} \quad (3.11.30)$$

Since $n! \sim n^n$ to leading order (we don’t need the full Stirling approximation; indeed, we could use the trivial $n! \geq \left(\frac{4}{3}\right)^{2n/3}$), these bounds are summable in $n$ uniformly as $z$ runs through compact subsets of $\mathbb{C}$.

(a) $P_m A_K P_m$, as an operator on $L^2$, has an integral kernel bounded $\|K\|\infty$ so the terms of $\text{Tr}(\wedge^m (P_m A_K P_m))$ are also bounded by $(3.11.30)$. We thus need convergence of the terms of the Taylor series which follows from Proposition 3.11.2 (applied to kernels on $X^n$).

(b) If $A$ is trace class, $P_n A P_n \to A$ in trace class, so $\det(1 + z P_n A P_n) \to \det(1 + zA)$. (Alternatively, one can apply Proposition 3.11.2)

(c) $P_n A P_n$ converges to $A$ in Hilbert–Schmidt norm, so by Problem 3 of Section 2.3 the points in $\sigma_d(A)$ are precisely limits of points in $\sigma_d(P_n A P_n)$. By Hurwitz’s theorem, Theorem 6.4.1 of Part 2A, and (a), the zeros of $d_K(z)$ are limits of zeros of $\det(1 + z P_n A P_n)$. \hfill \Box

**Remark.** The proof of (c) can be refined to show if $d_K(z_0) = 0$, the order of the zero is the algebraic multiplicity of $-z_0^{-1}$ as an eigenvalue of $A_K$ (see Problem 1).

**Theorem 3.11.6.** For any continuous kernel, $K$, and for each $R$, the series $(3.11.5)$ for $M_{K,z}(x,y)$ converges uniformly in $x, y$ and $|z| < R$. Moreover,

(a) If $M_K(z)$ is the operator with integral kernel, $M_{K,z}(x,y)$, then

$$d_K(z)[zA_K(1 + zA_K)^{-1}] = M_K(z) \quad (3.11.31)$$

(b) If $d_K(1) \neq 0$, $(3.11.2)$ is solved by

$$f = g + d_K(1)^{-1}[M_K(1)]g \quad (3.11.32)$$

**Remark.** If $d_K(z)$ has a simple zero at $z_0$, it is easy to show (Problem 2) that $M_K(z_0)$ is rank 1 and its range is the solutions of $(1 + z_0 A_K)f = 0$. Higher-order zeros are more complicated but the Taylor coefficients of $M_K(z)$ at $z_0$ determine eigenfunctions and generalized eigenfunctions.

**Proof.** As in the last proof, Hadamard’s inequality implies the convergence of $M_{K,z}(x,y)$ uniformly in $x, y$ and $|z| < R$ and it shows $M_{P_m K P_m}(z) \to M_K(z)$ in Hilbert–Schmidt norm (in fact, the kernels converge uniformly in $x, y$ and $|z| < R$).
(a) By the limit results above and in that theorem, it suffices to prove this for the finite rank $P_m KP_m$. In fact, we’ll prove it when $A_K$ is trace class. By replacing $K$ by $zK$, we can take $z = 1$. \(3.11.31\) is then equivalent to

\[
\det(1 + A_K)[(1 + A^n)^{-1} - 1] = M_K(z)
\]

This in turn follows from \(3.10.30\) and some manipulations (Problem \(3\)).

(b) This follows from \(3.11.33\). \(\square\)

**Theorem 3.11.7.** Let $K$ be a continuous integral kernel on a compact metric space, $X$. Then $A_K$ given by \(3.11.1\) is a bounded linear transformation of $C(X)$ to itself. $1 + A_K$ is invertible on $C(X)$ if and only if $d_K(1) \neq 0$.

**Proof.** It is easy to see that $A_K$ maps $C(X)$ to $C(X)$ with norm $\|K\|_\infty$. Indeed, it maps $L^2(X, d\mu)$ to $C(X)$ with that norm. If $d_K(1) = 0$, there is a nonzero $f$ in $L^2$ with $A_K f = -f$. As noted, $A_K$ maps $L^2$ to $C(X)$ so $f \in C(X)$. Thus, $\text{Ker}_{C(X)}(1 + A_X) \neq 0$ and $1 + A_K$ is not invertible in $C(X)$.

If $d_K(1) \neq 0$, $M_{K, z \in \{1, 2, \ldots, n\}}$ is continuous, so $M_K(1)$ maps $C(X)$ to itself, and for $y \in C(X)$, the solution $f$ of \(3.11.32\) is in $C(X)$, so $1 + A_K$ is onto $C(X)$. If $A_K f = -f$ with $f \in C(X)$, $f \in L^2$ so $d_K(1) = 0$. Thus, $\text{Ker}_{C(X)}(1 + A_X) = \{0\}$ and $(1 + A_K)$ is invertible in $C(X)$. \(\square\)

We know that the integral $\alpha_n(A)$ on the right side of \(3.11.4\) is a polynomial in $\{\text{Tr}(A_{K_j}^{\ell_j})\}_{j=1}^n$ if $A_K$ is trace class. By the argument at the end of Section \(3.10\), the polynomials are the same for all such polynomial expressions. Note that if $A_K$ is trace class,

\[
\text{Tr}(A^k) = \int \cdots \int_{X^k} K(x_1, x_2) \cdots K(x_{k-1}, x_k) K(x_k, x_1) d\mu(x_1) \cdots d\mu(x_k)
\]

\(3.11.34\)

Every permutation, $\pi$, of $\{1, \ldots, n\}$ has a decomposition into cycles of length $\ell_1, \ldots, \ell_m$ with $\sum_{j=1}^m \ell_j = n$. By \(3.11.34\),

\[
\int \cdots \int_{X^n} \prod_{j=1}^n K(x_j, x_{\pi(j)}) d\mu(x_j) = \prod_{j=1}^n \text{Tr}(A^{\ell_j})
\]

\(3.11.35\)

The sign of such a $\pi$ is $(-1)^{n-m}$. If $N(\ell_1, \ldots, \ell_m)$ is the number of such permutations (see the Notes), then

\[
\alpha_n(A) = \sum_{\ell_1 + \cdots + \ell_m = n \atop \ell_j \geq 1} N(\ell_1, \ldots, \ell_m)(-1)^{n-m} \prod_{j=1}^m \text{Tr}(A^{\ell_j})
\]

\(3.11.36\)
This completes what we have to say about the general continuous integral kernel. We turn finally to the positive definite case. The following is left to the reader (Problem 4):

**Proposition 3.11.8.** Let $K$ be a continuous kernel on a compact metric space, $X$. Then $A_K \geq 0$ as an operator on $L^2(X, d\mu)$ if and only if for all $\{x_j\}_{j=1}^n$ in $\text{supp}(d\mu)$, $\{K(x_i, x_j)\}_{1 \leq i, j \leq n}$ is a positive matrix.

In this case, we say $K$ is a **positive definite kernel**. This is a notation we've seen already in Problems 4 and 5 of Section 3.3 of Part 1.

Here is the key result for positive definite kernels.

**Theorem 3.11.9** (Mercer’s Theorem). Let $K$ be a positive definite continuous kernel on a compact metric space, $X$, and $\mu$ a positive Baire measure on $X$. Let $A_K$ be given by (3.11.1). Then

(a) $A_K$ is trace class.

(b) $\text{Tr}(A_K) = \int K(x, x) d\mu(x)$ (3.11.37)

(c) The nonzero eigenvalues $\{\mu_j(A)\}_{j=1}^N$ have continuous eigenfunctions $\{\varphi_j(x)\}_{j=1}^N$ and, as $J \to \infty$,

$$\sum_{j=1}^J \mu_j(A) \overline{\varphi_j(y)} \varphi_j(x)$$  

(3.11.38)

converges uniformly to $K(x, y)$ for $x, y \in \text{supp}(d\mu)$.

As a preliminary, we note $K$ is Hilbert–Schmidt, so as an $L^2$-operator,

$$A_K = \sum_{j=1}^N \mu_j(A) \langle \varphi_j, \cdot \rangle \varphi_j$$  

(3.11.39)

If $\{\psi_\ell\}_{\ell=1}^M$ is an orthonormal basis for $\text{Ker}(A_K)$, we have $\{\varphi_j\}_{j=1}^N \cup \{\psi_\ell\}_{\ell=1}^M$ is an orthonormal basis for $L^2$.

As noted already, $A_K$ maps $L^2$ to $C(X)$, so we can define $(A_K f)(x)$ for all $x \in \text{supp}(d\mu)$ by (3.11.1) and it is continuous in $x$. We have

**Lemma 3.11.10.** (a) For fixed $x_0 \in X$, we have that as $J \to N$

$$\sum_{n=1}^J \mu_n(A) \overline{\varphi_n(\cdot)} \varphi_n(x_0) \to K(x_0, \cdot)$$  

(3.11.40)

as functions in $L^2(X, d\mu)$. 
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(b) For each \( x_0 \in \text{supp}(d\mu) \),
\[
\sum_{n=1}^{N} \mu_n(A)|\varphi_n(x_0)|^2 \leq K(x_0, x_0) \tag{3.11.41}
\]
\( K(x_0, x_0) \) is irrelevant for the definition of \( A_K \) on \((X \times X) \setminus (\text{supp}(d\mu) \times \text{supp}(d\mu))\), so its values there are arbitrary and need not be related to \( \varphi_n(x)\varphi_n(y) \) there. That explains our various references to \( x \in \text{supp}(d\mu) \). It would be simpler if we supposed \( \text{supp}(d\mu) = X \), which is no loss since we can restrict to the compact set \( \text{supp}(d\mu) \).

**Remark.**
\( K(x, y) \) is irrelevant for the definition of \( A_K \) on \((X \times X) \setminus (\text{supp}(d\mu) \times \text{supp}(d\mu))\), so its values there are arbitrary and need not be related to \( \varphi_n(x)\varphi_n(y) \) there. That explains our various references to \( x \in \text{supp}(d\mu) \). It would be simpler if we supposed \( \text{supp}(d\mu) = X \), which is no loss since we can restrict to the compact set \( \text{supp}(d\mu) \).

**Proof.** (a) \( K_{x_0} \equiv K(x_0, \cdot) \in L^2(X, d\mu) \), so with \( L^2 \)-convergence,
\[
K_{x_0}(\cdot) = \sum_{n=1}^{N} \langle \bar{\varphi}_n, K_{x_0} \rangle \bar{\varphi}_n(\cdot) \tag{3.11.42}
\]
\( K_{x_0}(\cdot) \) is (3.11.40).

(b) Fix \( x_0 \in \text{supp}(d\mu) \). Let \( U_m = \{ y \mid \text{dist}(x_0, y) < \frac{1}{m}\} \). Since \( x_0 \in \text{supp}(d\mu) \), \( \mu(U_m) \neq 0 \) and we can define \( \eta_m = \mu(U_m)^{-1}\chi_{U_m} \). By continuity of \( K \) and \( \varphi_j \),
\[
\lim_{n \to \infty} \langle \eta_m, A_K \eta_m \rangle = K(x_0, x_0), \quad \lim_{n \to \infty} \langle \eta_m, \varphi_j \rangle = \varphi_j(x_0) \tag{3.11.44}
\]
For each \( J < \infty \), by (3.11.39),
\[
\langle \eta_m, A_K \eta_m \rangle \geq \sum_{n=1}^{J} \mu_n(A)|\langle \eta_m, \varphi_n \rangle|^2 \tag{3.11.45}
\]
By (3.11.41), taking \( m \to \infty \), we get (3.11.41).
3. Compact Operators

(c) Call the left side of (3.11.40) $K_J(x_0, \cdot)$. Then by the Schwarz inequality,

$$\|K(x_0, \cdot) - K_J(x_0, \cdot)\|_\infty \leq \left( \sum_{n=J+1}^\infty \mu_n(A) |\varphi_n(x_0)|^2 \right)^{1/2} \|K\|_\infty \ (3.11.46)$$

since

$$\sum_{n=J+1}^\infty \mu_n(A) |\varphi_n(y)|^2 \leq K(y, y) \leq \|K\|_\infty \ (3.11.47)$$

Thus, $\|K(x_0, \cdot) - K_J(x_0, \cdot)\|_\infty \to 0$.

(d) This is immediate from (c) for $\cdot = x_0$.

(e) This is essentially Dini’s theorem (see Problem 6 of Section 4.4 of Part 1) since $K_J(x_0, x_0)$ is monotone in $J$. Here is the argument. Given $x_0$ and $\varepsilon$, first find $N_{x_0}$ so $|K_{N_{x_0}}(x_0, x_0) - K(x_0, x_0)| < \varepsilon/2$. $G_N(x) \equiv K_N(x, x) - K(x, x)$ is continuous in $x$, so find $V_{x_0}$ so that for $y \in V_{x_0}$, $|G_{N_x}(y) - G_{N_{x_0}}(y)| < \varepsilon/2$. Thus, in $V_x$, $|G_n(x_0)| < \varepsilon$ for all $n \geq N_x$ (by monotonicity of $G_N(x)$ in $N$). By compactness, there is $N_\varepsilon$ so $|G_n(x)| < \varepsilon$ for all $n \geq N_\varepsilon$ and all $x$. \hfill \square

Proof of Theorem 3.11.9 (a), (b) By Lemma 3.11.10(d), for each $x$,

$$K(x_0, x_0) = \sum_{n=1}^N \mu_n(A_K) |\varphi_n(x_0)|^2 \ (3.11.48)$$

Integrating $d\mu(x_0)$ and using positivity to justify exchanges of sum and integral, we conclude

$$\sum_{n=1}^N \mu_n(A_K) = \int K(x_0, x_0) d\mu(x_0) < \infty \ (3.11.49)$$

Thus, $A_K$ is trace class and the trace is given by (3.11.37).

(c) We’ve seen all eigenfunctions with nonzero eigenvalue are continuous. Uniform convergence of $K - K_J$ is immediate by (3.11.46) and the uniform convergence of $K(x_0, x_0) - K_J(x_0, x_0)$.

$A_K$ depends, of course, on $K$ and $\mu$. By Problem 5 of Section 3.3 of Part 1, $K$ is a reproducing kernel. By Problem 6 of Section 3.3 of Part 1, $K$ is an $L^2$ reproducing kernel if and only if there is a $\mu$ so that $\sigma(A_K) = \{0, 1\}$, that is, so that $A_K^2 = A_K$.

Notes and Historical Remarks. Most of this section realizing the abstract theory when kernels are continuous is folk wisdom, although the basic formulae (3.11.3)/(3.11.4) go back to Fredholm’s famous paper [206]. Mercer’s theorem was proven by James Mercer (1883–1932) in 1909 [473].
To write down the formula for the \( N(\ell_j, \ldots, \ell_m) \) of (3.11.36), it is convenient to parametrize in a different way. Pick \( k_1, \ldots, k_n \) so
\[
\sum_{j=1}^{n} jk_j = n \tag{3.11.50}
\]
and associate to \( k_1, \ldots, k_n \), \( k_1 \ell \)'s of length 1, \( k_2 \ell \)'s of length 2, \ldots. Then (see, e.g., [645, Sec. VI.1]) define
\[
\tilde{N}(k_1, \ldots, k_n) = \frac{n!}{\prod_{j=1}^{n} (k_j!)^j \cdot k_j} \tag{3.11.51}
\]
and (3.11.36) becomes
\[
\alpha_n(A) = \sum_{\{k_j \text{ obeying } (3.11.50)\}} (-1)^{n - \sum_{j=1}^{n} k_j} \tilde{N}(k_1, \ldots, k_n) \prod_{j=1}^{n} \text{Tr}(A^j)^{k_j} \tag{3.11.52}
\]

There is considerable literature on doing Fredholm theory in general Banach spaces, summarized in the monograph of Ruston [586].

**Problems**

1. This will refine the arguments in the proof of Theorem 3.11.5 to show if \(-z_0^{-1}\) is an eigenvalue of \( A \), then the order of the zeros of \( d_K(z) \) is the algebraic multiplicity of that eigenvalue.
   (a) Let \( A_n, A \) be compact and \( \|A_n - A\| \to 0 \). Let \( \lambda_0 \neq 0 \) with \( \lambda_0 \in \sigma(A) \). Prove that if \( n \) is large and the eigenvalues of \( A_n \) near \( \lambda_0 \) are \( \{\lambda_j^{(n)}\}_{j=1}^{N_n} \), then the sum of the algebraic multiplicities of the \( \lambda_j^{(n)} \) is, for \( n \) large, the algebraic multiplicity of \( \lambda_0 \).
   (b) Prove the order of zeros of \( d_K(A) \) at \(-z_0^{-1}\) is the algebraic multiplicity. (Hint: Hurwitz’s theorem or the argument principle.)

2. (a) Let \( A \) be a compact operator and \( z_0 \neq 0 \). If \(-z_0^{-1}\) is an eigenvalue of algebraic multiplicity 1, prove that \( \lim_{z \to z_0} (z - z_0)(1 + zA)^{-1} \) is rank 1 and its range is the set of solutions of \( (1 + z_0 A)f = 0 \).
   (b) If \( d_K(z) \) has a simple zero at \( z = z_0 \), prove that \( M_K(z_0) \) is rank 1 and its range is the solutions of \( (1 + z_0 A_K)f = 0 \).

3. Complete the proof of (3.11.33).

4. This will prove Proposition 3.11.8.
   (a) If \( K \) is a continuous kernel on a compact metric space and \( A_K \geq 0 \) as an operator, prove for \( \{x_j\}_{j=1}^{n} \subset \text{supp}(d\mu) \) and \( \{z_j\}_{j=1}^{n} \subset \mathbb{C} \), we have that
\[
\sum_{i=1}^{n} \bar{z}_i z_j K(x_i, x_j) \geq 0 \tag{3.11.53}
\]
Compact Operators

(Hint: Let $U_j^{(m)} = \{ x \mid \rho(x, x_j) \leq \frac{1}{m} \}$, $f_j^{(m)} = \mu(U_j^{(m)}) \chi_{U_j^{(m)}}$. Prove that, as $m \to \infty$, the left side of (3.11.53) is $\langle \sum_{i=1}^{n} z_i f_i^{(m)}, A_K(\sum_{j=1}^{n} z_j f_j^{(m)}) \rangle$.)

(b) If $K$ is a continuous kernel and (3.11.53) holds, prove $A_K$ is a positive operator. (Hint: Prove first that $\int K(x, y) \, d\eta(x) d\eta(y) \geq 0$ for any complex measure, $d\eta$, on $\text{supp}(d\mu)$.)

3.12. Lidskii’s Theorem

Our main goal in this section is to prove Lidskii’s theorem that $A \in \mathcal{I}_1$ implies (each $\lambda_j$ is repeated to count its algebraic multiplicity)

$$\text{Tr}(A) = \sum_{j=1}^{N(A)} \lambda_j(A) \quad (3.12.1)$$

We recall the following sharp Hadamard factorization theorem (Theorem 9.10.9 of Part 2A, specialized to order 1): If $f$ is an entire function with zeros (counting multiplicity), $\{z_j\}_{j=1}^{\infty}$, $f(0) \neq 0$, and

(i) $\forall \varepsilon > 0$, $\exists C_\varepsilon$ so $|f(z)| \leq C_\varepsilon \exp(\varepsilon|z|)$

(ii) $\sum_j |z_j|^{-1} < \infty$ \hspace{1cm} (3.12.2)

then

$$f(z) = f(0) \prod_{j=1}^{\infty} \left( 1 - \frac{z}{z_j} \right) \quad (3.12.3)$$

Lemma 3.12.1. Let $A \in \mathcal{I}_1$ and $f(z) = \det(1 + zA)$. Then for any $\varepsilon$, there is a $C_\varepsilon$ so that

$$|f(z)| \leq C_\varepsilon \exp(\varepsilon|z|) \quad (3.12.4)$$

Proof. Fix $\varepsilon > 0$. Since $\sum_{k=1}^{\infty} \mu_k(A) < \infty$, pick $N$ so

$$\sum_{k=N+1}^{\infty} \mu_k(A) < \frac{\varepsilon}{2} \quad (3.12.5)$$

By (3.10.15) and $1 + y \leq e^y$ for $y \geq 0$,

$$|f(z)| \leq \prod_{j=1}^{\infty} (1 + |z| \mu_k(A)) \quad (3.12.6)$$

$$\leq \left[ \prod_{j=1}^{N} (1 + |z| \mu_k(A)) \right] e^{\varepsilon|z|/2} \quad (3.12.7)$$
The first factor in (3.12.7) is a polynomial in $|z|$, so if times $e^{-|z|/2}$ goes
to zero as $|z| \to \infty$. Thus, this product has a finite sup, $C_\varepsilon$, over all $|z|$ in
$[0, \infty)$.

**Theorem 3.12.2.** Let $A \in \mathcal{I}_1$. Let $\{\lambda_k(A)\}_{k=1}^{N(A)}$ be the eigenvalues of $A$
counted up to algebraic multiplicity. Then

$$\det(1 + zA) = \prod_{k=1}^{N(A)} (1 + z\lambda_k(A)) \quad (3.12.8)$$

**Proof.** Let $f(z) = \det(1 + zA)$. By Theorem 3.10.5, $f(z)$ vanishes only at
$z$’s for which $1 + zA$ has a nonzero kernel, that is, $A$ has $-z^{-1}$ as an eigenvalue
and the multiplicity of the zero is the multiplicity of the eigenvalue, that is,
$$z_k = -\lambda_k(A)^{-1}$$
are the zeros of $f$. By the Schur–Lalesco–Weyl inequality (Theorem 3.9.1), we have $\sum_k |z_k|^{-1} < \infty$.

Since $f(0) = 1$ and we have (3.12.4), the refined Hadamard theorem applies. Thus, (3.12.3) is (3.12.8). 

**Corollary 3.12.3** (Lidskii’s Theorem). If $A \in \mathcal{I}_1$, then (3.12.1) holds.

**Proof.** We have

$$\text{LHS of (3.12.8)} = 1 + z \text{Tr}(A) + O(z^2) \quad (3.12.9)$$

$$\text{RHS of (3.12.8)} = 1 + z \sum_{k=1}^{N(A)} \lambda_k(A) + O(z^2) \quad (3.12.10)$$

so (3.12.8) implies (3.12.1). 

**Notes and Historical Remarks.** Let $n = 2, 3, \ldots$ and $A \in \mathcal{I}_n$. Then
$A^n \in \mathcal{I}_1$, so Lidskii’s theorem implies

$$A \in \mathcal{I}_n, \quad n = 2, \ldots \quad \Rightarrow \quad \sum_{k=1}^{N(A)} \lambda_k(A)^n = \text{Tr}(A^n) \quad (3.12.11)$$

However, this result does not imply the $\mathcal{I}_1$ result, for while any $A \in \mathcal{I}_1$ is a
product of two $\mathcal{I}_2$ operators, it is not necessarily the square of a single $\mathcal{I}_2$
operator (e.g., $\begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}$ is not a square).

One might think (3.12.8) is much stronger than Lidskii’s theorem because Lidskii’s theorem comes from first-order Taylor coefficients. There are
infinitely many Taylor coefficients, but the $n$-th coefficient equality is just
(3.12.11)! Thus, Lidskii’s theorem implies (3.12.8).

As first sight, it appears that Lidskii’s theorem should follow from the
existence of Schur bases since they have $(e_n, Ae_n) = \lambda_n(A)$, and $\text{Tr}(A)$
should be $\sum_n (e_n, Ae_n)$. This doesn’t work because, despite its name, a
Schur basis might not be a basis! Indeed, the hard case of Lidskii’s theorem is to show that quasinilpotent trace class $A$’s (i.e., with $\sigma(A) = \{0\}$) have zero trace.

That Lidskii’s theorem is subtle is shown by an example of Grothendieck [268]. As discussed in the Notes to Section 3.6 any Banach space has a natural class of operators, the nuclear operators, $N_1$, which have a trace. Moreover, $N_1 = \mathcal{I}_1$ on a Hilbert space (Problem 4 of Section 3.5). So one can ask if Lidskii’s theorem extends to arbitrary Banach spaces. What Grothendieck does is find $A \in N_1(\ell^1)$ so $\text{Tr}(A) = 1$ but $A^2 = 0$ (so the only eigenvalue is 0). Lidskii’s theorem does not extend to $\ell^1$!

In 1921, Carleman [101] proved for a Hilbert–Schmidt kernel (which we now know is just $\mathcal{I}_2$), one has a “Fredholm determinant,” which in modern language is $\det_2(1+A) \equiv \det((1+A)e^{-A})$ (see the discussion in Section 3.13), so that

$$\det((1 + zA)e^{-zA}) = \prod_{j=1}^{N(A)} (1 + z\lambda_j)e^{-z\lambda_j} \quad (3.12.12)$$

While Carleman defined the left side of (3.12.12) via a Fredholm series, he has

$$\det((1 + zA)e^{-zA}) = 1 - \frac{z^2}{2} \text{Tr}(A^2) + O(z^3)$$

So implicit in Carleman’s (3.12.12) is (3.12.11) for $n = 2$.

The full Lidskii theorem appeared first in Grothendieck [269] in 1956 by a method close to the one we use here. Because this paper was on Banach space theory and Lidskii’s theorem an aside, his work on this result was not widely known to those working on Hilbert space operator theory. In 1959, Lidskii [445], unaware of Grothendieck, rediscovered the theorem, and in a case of Arnol’d’s principle, got the theorem named after him.

Dunford–Schwartz [175] (who seemed not to know of either Grothendieck or Lidskii) have a proof of Lidskii’s theorem that proves it first for quasinilpotent operators by a proof close to our general proof here and then use a Schur basis argument to obtain the full result. To be explicit, they look at the closure of the span of $\bigcup_{\lambda \neq 0, \lambda \in \sigma(A)} P_{\lambda}$, the space we called $\mathcal{H}_1$ in the proof of Theorem 3.4.1 Let $\{e_j\}_{j=1}^J$ be a Schur basis for $A \upharpoonright \mathcal{H}_1$ and $\{f_k\}_{k=1}^K$ an orthonormal basis for $\mathcal{H}_1^\perp$. By construction of the Schur basis

$$\sum_{j=1}^J \langle e_j, Ae_j \rangle = \sum_{j=1}^J \lambda_j(A) \quad (3.12.13)$$
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Next they note that since $A : \mathcal{H}_1 \to \mathcal{H}_1$, $A^* : \mathcal{H}_1^\perp \to \mathcal{H}_1^\perp$. Moreover, since $P_\lambda(A^*) = P_\lambda(A)^*$, if $A^*g = \lambda g$ for $\lambda \in \sigma(A^*)$ and $g \in \mathcal{H}_1^\perp$, then

$$\|g\|^2 = \langle g, P_\lambda(A^*)g \rangle = \langle P_\lambda(A)g, g \rangle = 0$$

since $\text{Ran } P_\lambda(A) \in \mathcal{H}_1$ and $g \in \mathcal{H}_1^\perp$. Thus $A^* \upharpoonright \mathcal{H}_1^\perp$ is quasinilpotent. Moreover, since $A^*$ is trace class, so is $A^* \upharpoonright \mathcal{H}_1^\perp$. If one has Lidskii’s theorem for such quasinilpotent operators,

$$0 = \text{Tr}(A^*) = \sum_{k=1}^K \langle A^* f_k, f_k \rangle$$

$$= \sum_{k=1}^K \langle f_k, Af_k \rangle$$

so by (3.12.13) and completeness of $\{e_j\}_{j=1}^J \cup \{f_k\}_{k=1}^K$, we get Lidskii’s theorem for $A$.

The point is that once one has $\det(1 + B)$ for trace class $B$, if $A$ is quasinilpotent, $\det(1 + zA)$ is entire and nonvanishing, so $g(z) = \log[\det(1 + zA)]$ is entire and, by (3.12.4), $\lim \sup |z|^{-1} \log(z) \leq 0$ so $g'(z) = 0$ (by an improved Cauchy estimate), i.e., $\det(1 + zA) = 0 \Rightarrow \text{Tr}(A) = 0$.

We note that in place of the argument showing $A^* \upharpoonright \mathcal{H}_1^\perp$, we can use Theorem 3.4.1 and so get a simple proof of Lidskii’s theorem.

Simon [635] rediscovered Grothendieck’s proof. Leiterer–Pietsch have a proof via approximation by finite rank operators—they didn’t publish it but it is given in the books by König [401] and Garling [221]. Erdos [188] has a proof that relies on nests of invariant subspaces which he developed in [187]. There is a large literature on extending Lidskii’s theorem to suitable Banach spaces. Pisier [525] is an earlier paper on this subject and Reinov [553] is a current one with many references to earlier works on this subject. Goh’berg et al. [258] discuss determinants and trace on fairly general Banach spaces.

3.13. Bonus Section: Regularized Determinants

det$(1 + zA)$ is only defined for $A \in I_1$ and is generally infinite for $A \in I_\infty \setminus I_1$ with $A \geq 0$, $z > 0$ (Problem 1). In this section, we’ll define a set of regularized determinants, $\det_n(1 + zA)$, $n = 2, 3, \ldots$, defined for $A \in I_n$ (and so for $A \in I_p$, $1 \leq p \leq n$) with the critical property $1 + A$ is invertible $\Leftrightarrow \det_n(1 + A) \neq 0$. But we’ll lose the product rule. Here are the related ways of understanding what we’ll do.
Lidskii’s theorem says for $A \in \mathcal{I}_1$, we have that
\[
\det(1 + zA) = \prod_{j=1}^{N(A)} (1 + z\lambda_j(A))
\] (3.13.1)
which we realize as a canonical product with zeros exactly at $\{z_1 \equiv -\lambda_j^{-1}(A)\}_{j=1}^{N(A)}$. Since $\sum_{j=1}^{N(A)}|z_j|^{-1} < \infty$, this product converges. If $\sum_{j=1}^{N(A)}|z_j|^{-1} \equiv \infty$ but $\sum_{j=1}^{N(A)}|z_j|^{-n} < \infty$, we know we should use a product of Weierstrass factors. This is precisely what $\det_n$ will do. While we’ll define it differently, we’ll prove that
\[
\det_n(1 + zA) = \prod_{j=1}^{N(A)} (1 + z\lambda_j(A)) e^{\sum_{k=1}^{n-1}(-1)^k \lambda_j(A)^k z^k/k}
\] (3.13.2)

Another way of understanding $\det_n$ is in terms of (3.10.44), which says for $A$ small,
\[
\det(1 + A) = \exp\left(\sum_{k=1}^{\infty} (-1)^{k+1} \text{Tr}(A^k) / k\right)
\] (3.13.3)
If $A \in \mathcal{I}_n$, in general $\{\text{Tr}(A^k) \mid k = 1, \ldots, n-1\}$ are problematic, so divide them out (which won’t affect vanishing if $A \in \mathcal{I}_1$, since the exponential is never zero). We’ll prove

**Theorem 3.13.1.** Let $n = 2, 3, \ldots$. If $\det_n$ is defined on $\mathcal{I}_1$ by
\[
\det_n(1 + A) = \det(1 + A) \exp\left(\sum_{k=1}^{n-1}(-1)^k \text{Tr}(A^k) / k\right)
\] (3.13.4)
then $\det_n$ has a continuous extension to $\mathcal{I}_n$ and $1 + A$ is invertible if and only if $\det_n(1 + A) \neq 0$.

We won’t define $\det_n$ by (3.13.4) but rather derive this from our actual definitions, but it explains our intuition.

**Definition.** Let $n = 2, 3, \ldots$. Given a bounded operator, $A$, on a Hilbert space, $\mathcal{H}$, define $\mathcal{R}_n(A)$ by
\[
\mathcal{R}_n(A) = \left[(1 + A) \exp\left(\sum_{k=1}^{n-1}(-1)^k A^k / k\right)\right] - 1
\] (3.13.5)

**Lemma 3.13.2.** (a) If $A \in \mathcal{I}_n$, then $\mathcal{R}_n(A) \in \mathcal{I}_1$.
(b) For any $K \in (0, \infty)$, there is $C_K^{(n)}$ so that
\[
\|A\| \leq K, \quad A \in \mathcal{I}_n \Rightarrow \|\mathcal{R}_n(A)\|_1 \leq C_K^{(n)} \|A\|^n_n
\] (3.13.6)
(c) For $A_1, \ldots, A_\ell \in \mathcal{I}_n$, the map $F_\ell(z_1, \ldots, z_\ell) = \mathcal{R}_n(\sum_{k=1}^\ell z_j A_j)$ is an entire analytic function of $\mathbb{C}^\ell$ to $\mathcal{I}_1$. 
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(d) For \( \|A\| \leq K, \|B\| \leq K \), \( A, B \in \mathcal{I}_n \), we have
\[
\| \mathcal{R}_n(A) - \mathcal{R}_n(B) \|_1 \leq \|A - B\| n C_{2K+1}^{(n)}(\|A\|\|n + \|B\|\| + 1)^n \quad (3.13.7)
\]

Remark. \( f_n \) below is closely related to the Weierstrass factor, \( E_{n-1} \), of (9.4.2) of Part 2A; the factorization in (3.13.9) was used in Proposition 9.4.2 of Part 2A.

Proof. (a) Let
\[
f_n(z) = (1 + z) \exp \left( \sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{k} z^k \right) - 1 \quad (3.13.8)
\]
f\( _n \) is clearly an entire function with \( f_n(0) = 0 \). Moreover,
\[
f'_n(z) = \left[ 1 + (1 + z)(-1 + z + \cdots + (-1)^{n-1}z^{n-2}) \right] \exp \left( \sum_{k=1}^{n-1} \frac{(-1)^k z^k}{k} \right)
\]
\[
= (-1)^{n-1} z^{n-1} \exp \left( \sum_{k=1}^{n-1} \frac{(-1)^k z^k}{k} \right) \quad (3.13.9)
\]
by telescoping. Thus, there is an entire function, \( h_n(z) \), so
\[
f_n(z) = z^n h_n(z) \quad (3.13.10)
\]
It follows that \( \mathcal{R}_n(A) = A^n h_n(A) \) so, by Theorem 3.7.6 \( \mathcal{R}_n(A) \in \mathcal{I}_n \), and by (3.7.42),
\[
\| \mathcal{R}_n(A) \|_1 \leq \|A\|_n^n \|h_n(A)\| \quad (3.13.11)
\]
(b) Let \( h_n(A) = \sum_{\ell=0}^{\infty} a^{(n)}_{\ell} z^\ell \) and
\[
C_K^n = \sum_{\ell=0}^{\infty} |a^{(n)}_{\ell}| K^n \quad (3.13.12)
\]
(3.13.6) follows from (3.13.11).
(c) Let \( f_n^{(L)} \) be (3.13.8) with \( \exp(\cdot) \) replaced by \( \sum_{j=0}^{L} \frac{1}{j!}(\cdot)^j \). If \( \mathcal{R}_n^{(L)} \) is defined with \( f_n \) replaced by \( f_n^{(L)} \), then \( F^{(L)}_\ell(z_1, \ldots, z_\ell) \equiv f_n^{(L)}(\sum_{j=1}^{\ell} z_j A_j) \) is a polynomial in the \( A \)'s and so analytic. By the bounds in (3.13.6), \( F^{(L)}_\ell(z_1, \ldots, z_\ell) \) is bounded uniformly in \( L \) and in the \( z \)'s in compacts of \( \mathbb{C}_\ell \) and converges for each fixed \( (z_1, \ldots, z_\ell) \) as \( L \to \infty \), so we get the analyticity result.
(d) A straightforward application of Lemma 3.10.3 (Problem 2).

Thus, we define for \( A \in \mathcal{I}_n \),
\[
det_n(1 + A) = \det(1 + \mathcal{R}_n(A)) \quad (3.13.13)
\]
Theorem 3.13.3. $\det_n$ has the following properties for $A, B \in \mathcal{I}_n$.

(a) \((3.13.2)\) holds.

(b) For a constant $\Gamma_n$, we have

$$|\det_n(1 + A)| \leq \exp(\Gamma_n \|A\|_n^n)$$  \hspace{1cm} (3.13.14)

(c) $|\det_n(1 + A) - \det_n(1 + B)| \leq \|A - B\|_n \exp(\Gamma_n(\|A\|_n + \|B\|_n + 1)^n)$  \hspace{1cm} (3.13.15)

(d) For $A \in \mathcal{I}_1$, \((3.13.4)\) holds.

(e) $1 + A$ is invertible if and only if $\det_n(1 + A) \neq 0$. If $1 + A$ is not invertible, then $\det_n(1 + zA)$ has a zero at $z = 1$ of order equal to the algebraic multiplicity of $-1$ as an eigenvalue of $A$.

Remarks. 1. (d), (c) prove Theorem 3.13.1.

2. We lose the analog of $\det(1 + A)\det(1 + B) = \det(1 + A + B + AB)$, but there are replacements (Problems 3 and 4), for example,

$$\det_2(1 + A)\det_2(1 + B) = \det_2(1 + A + B + AB)e^{\text{Tr}(AB)}$$  \hspace{1cm} (3.13.16)

for $A, B \in \mathcal{I}_2$.

Proof. (a) By the spectral mapping theorem for entire functions, the eigenvalues of $\mathcal{R}_n(zA)$ are $f_n(\lambda_j(A))$ with $f_n$ given by \((3.13.8)\), so \((3.13.2)\) follows from Lidskii’s theorem in the form \((3.12.8)\).

(b) $1 + f_n(z)$ defined by \((3.13.8)\) clearly obeys

$$|1 + f_n(z)| \leq \exp\left(\frac{|z| + \sum_{k=1}^{n-1}|z|^k}{k}\right) \leq \exp(\Gamma_n^{(1)}|z|^n)$$  \hspace{1cm} (3.13.17)

for $|z| \geq 1$. By \((3.13.10)\), for $|z| \leq 1$,

$$|1 + f_n(z)| \leq 1 + \Gamma_n^{(2)}|z|^n \leq \exp(\Gamma_n^{(2)}|z|^n)$$  \hspace{1cm} (3.13.18)

so for all $z$ and $\Gamma_n = \max(\Gamma_n^{(1)}, \Gamma_n^{(2)})$,

$$|1 + f_n(z)| \leq \exp(\Gamma_n|z|^n)$$  \hspace{1cm} (3.13.19)

Therefore, by \((3.13.2)\),

$$|\det_n(1 + A)| \leq \exp\left(\Gamma_n \sum_{j=1}^{N(A)} |\lambda_j(A)|^n\right)$$  \hspace{1cm} (3.13.20)

$$\leq \exp(\Gamma_n\|A\|_n^n)$$  \hspace{1cm} (3.13.21)

by \((3.9.2)\).

(c) is a direct application of Lemma 3.10.3 (Problem 5).

(d) is an immediate consequence of \((3.13.2)\) and Lidskii’s theorem.
(e) By (3.13.2), \(\det(1 + A)\) is zero if and only if \(1 + \lambda_j(A) = 0\) for some \(j\) and only if \(1 + A\) is not invertible (since \(A\) is compact). The order of the zero of \(\det(1 + zA)\) is the number of \(j\)'s for which \(\lambda_j(A)\) is \(-1\). □

If \(A \in I_1\), \(\det_n(1 + zA)\) for small \(z\) is just \(\exp(\sum_{k=0}^{\infty} (-1)^{k+1} \text{Tr}(A^k)/k)\). Its Taylor coefficients are thus the same polynomials in \(\{\text{Tr}(A^j)\}_{j=1}^n\) as for \(\det(1 + zA)\), but with each \(\text{Tr}(A^j)\), \(j = 1, \ldots, n-1\) replaced by zero. As we saw (see Proposition 3.10.9), any two polynomial expressions are the same.

Thus, we have the following pair of results:

**Theorem 3.13.4** (Plemelj–Smithies Formulae for \(\det_n(1 + zA)\)). We have that

\[
\det_n(1 + zA) = \sum_{m=0}^{\infty} \frac{z^m \alpha_m^{(n)}(A)}{m!} \tag{3.13.22}
\]

where \(\alpha_m^{(n)}(A)\) is given by (3.10.40), except that \(\{\text{Tr}(A^j)\}_{j=1}^{n-1}\) is replaced by 0. In particular,

\[
\alpha_m^{(n)}(A) = 0 \quad \text{for } m \leq n - 1 \tag{3.13.23}
\]

**Theorem 3.13.5** (Fredholm Formulae for \(\det_n(1 + zA)\)). If \(K\) is a continuous integral kernel on a compact metric space, \(X\), with Borel measure \(\mu\), then \(\det_n(1 + zA)\) is given by the series (3.11.4), except that \(K(x_1, \ldots, x_m)\) is replaced by the sum (with \((-1)^\pi\) over only those permutations with no 1, 2, \ldots, \(n-1\) cycles. In particular, \(\det_2\) is given by \(\det(K(x_i, x_j))_{1 \leq i \leq j \leq m}\) with \(K(x_j, x_j)\) set to 0.

**Corollary 3.13.6** (Hilbert–Fredholm Kernel). Let \(K\) be a Hilbert–Schmidt kernel on \(L^2(M, d\mu)\). Then \(\det_2(1 + A_K)\) is given by the series (3.11.4), where

\[
K_m\left(\begin{array}{cccc}
x_1 & \cdots & x_m \\
x_1 & \cdots & x_m
\end{array}\right) = \left| \begin{array}{ccc}
0 & K(x_1, x_2) & \cdots & K(x_1, x_m) \\
K(x_2, x_1) & 0 & \cdots & K_2(x_2, x_m) \\
\vdots & \vdots & \ddots & \vdots \\
K(x_m, x_1) & K(x_1, x_2) & \cdots & 0
\end{array} \right| \tag{3.13.24}
\]

**Remark.** \(K(x, y)\) is only determined for \(d\mu \otimes d\mu\) a.e. \(x\). Thus, \(K(x, x)\) is not well-defined, even for a.e. \(x\), but \(K(x, y)K(y, x)\) is.

**Proof.** \(\det_2(1 + A_K)\) is given by a sum of polynomials in \(\{\text{Tr}(A^j)\}_{j=2}^{\infty}\). These are exactly the ones from Fredholm theory, except all \(\text{Tr}(A)\) terms are dropped. These are precisely the \(K(x, x)\) terms, that is, we just set the diagonal to zero. □

**Notes and Historical Remarks.** From the earliest days of understanding and extending Fredholm theory, it was clear that one wanted to go beyond...
continuous kernels. In applications, kernels were often infinite on the diagonal due to a power law divergence, as in a power of Green’s function. But they were usually Hilbert–Schmidt. In the first part of his series on integral equations, Hilbert \[317\] discovered Fredholm’s formula still gave a solution if \(K(x_j, x_j)\) is replaced by 0. Even though he didn’t realize the general det\(_2\) format, the resulting formulae are called Hilbert–Fredholm formulae.

Poincaré \[533\] had an approach to \(A\) with singular integral kernels where \(A^2\) has a continuous kernel based on \((1 - A)^{-1} = (1 + A)(1 - A^2)^{-1}\). It has a problem of extraneous zeros of \(\det(1 - A^2) = 0\) if \(1 - A\) is invertible but \(1 + A\) is not. In some sense, the \(\mathcal{R}_n(A)\) approach of this section can be viewed as a variant of Poincaré without extraneous zeros!

A major advance in understanding Fredholm theory for \(L^2\)-kernels is Carleman’s great 1921 paper \[101\] where he defined a modified determinant using Hilbert–Fredholm formulae and proved that it obeyed \(\text{(3.12.2)}\), thereby foretelling Lidskii’s theorem!

Other important contributions to Fredholm theory for nontrace class operators are works of Hille–Tamarkin \[321\], Smithies \[658\], Dunford–Schwartz \[175\], and Goh’berg–Krein \[257\].

The approach we follow using \(\mathcal{R}_n(A)\) is due to Seiler \[617\], with follow-up by Seiler–Simon \[618\] and Simon \[635, 650\]. The two Seiler papers involved application of the theory to construct certain quantum fields in two space-time dimensions and the extra \(e^{-\text{Tr}(A)}\) terms are related to quantum renormalization!

**Problems**

1. Let \(A\) be a compact operator on a Hilbert space, \(\mathcal{H}\). Suppose \(A \geq 0\), \(P_N\) is the projection onto the space of the eigenvectors for \(\{\lambda_j(A)\}_{j=1}^N\) and \(A_N = P_N AP_N\). For all \(z > 0\), prove that \(\lim_{N \to \infty} \det(1 + zA_N) = \infty\) if \(A \notin \mathcal{I}_1\).

2. Prove \(\text{(3.13.7)}\) using Lemma \(3.10.3\).

3. Prove \(\text{(3.13.16)}\). (Hint: Prove it first for \(A, B \in \mathcal{I}_1\).)

4. Find the analog of \(\text{(3.13.16)}\) for \(\det_n\).

5. Prove \(\text{(3.13.15)}\) using Lemma \(3.10.3\).

**3.14. Bonus Section: Weyl’s Invariance Theorem**

**Definition.** Let \(A\) be an operator on a Banach space, \(X\). We define \(\sigma_d(A)\), the *discrete spectrum* of \(A\), to be the isolated points, \(\lambda_0\), of \(\sigma(A)\), where the
spectral projection, \( P = (2\pi i)^{-1} \oint_{|\lambda - \lambda_0| = \varepsilon} (\lambda - A)^{-1} d\lambda \) is finite rank. The essential spectrum, \( \sigma_{\text{ess}}(A) \), is defined to be \( \sigma(A) \setminus \sigma_d(A) \).

**Remarks.**
1. We already discussed the discrete spectrum in Section 2.3.
2. There are distinct definitions of \( \sigma_{\text{ess}}(A) \) in the literature; see the Notes. For the main result of this section, what is critical is that all definitions of \( \sigma_{\text{ess}}(A) \) agree if \( A \) is a bounded self-adjoint operator on a Hilbert space.
3. For infinite-dimensional Banach spaces, \( \sigma_{\text{ess}}(A) \), as we defined it, is always nonempty (Problem 1).

A main result of this section is

**Theorem 3.14.1** (Weyl’s Invariance Theorem). Let \( A \) be a bounded self-adjoint operator on a Hilbert space, \( \mathcal{H} \), and let \( C \) be a self-adjoint compact operator. Then

\[
\sigma_{\text{ess}}(A + C) = \sigma_{\text{ess}}(A)
\]

(3.14.1)

**Remarks.**
1. That \( A \) is self-adjoint is not critical; what is are the two conditions (interior in \( \mathbb{C} \)):

\[
\sigma_{\text{ess}}(A)^{\text{int}} = \emptyset, \quad \mathbb{C} \setminus \sigma_{\text{ess}}(A) \text{ is connected}
\]

(3.14.2)

These hold automatically if \( \sigma_{\text{ess}}(A) \) is a bounded subset of \( \mathbb{R} \).
2. See Section 7.8 for extensions to unbounded self-adjoint \( A \).

**Example 3.14.2.** This example shows what can happen if (3.14.2) fails. Let \( \mathcal{H} = \ell^2(\mathbb{Z}) \), square summable sequences indexed by \( \mathbb{Z} \). Let \( \{\delta_n\}_{n \in \mathbb{Z}} \) be the standard basis. Let \( A \) be a unitary operator,

\[
A \varphi_n = \varphi_{n+1}
\]

(3.14.3)

It is easy to see (Problem 2) that

\[
\sigma(A) = \sigma_{\text{ess}}(A) = \partial \mathbb{D}
\]

(3.14.4)

We say \( \sigma(A) = \sigma_{\text{ess}}(A) \) since \( \sigma(A) \) has no isolated points. Define \( B \) by

\[
B \varphi_n = \begin{cases} 0 & \text{if } n = -1 \\ \varphi_{n+1} & \text{if } n \neq -1 \end{cases}
\]

(3.14.5)

Then under the direct sum decomposition \( \ell^2(\mathbb{Z}) = \ell^2(\{-1, -2, \ldots\}) \oplus \ell^2(\{0, 1, 2, \ldots\}) \), we see \( B \cong \mathbb{R} \oplus L \), where \( \mathbb{R} \) (respectively, \( L \)) is right (respectively, left) shift. As we saw in Example 2.2.5,

\[
\sigma(L) = \sigma(R) = \mathbb{D}
\]

(3.14.6)

Since this has no isolated points,

\[
\sigma(B) = \sigma_{\text{ess}}(B) = \mathbb{D}
\]

(3.14.7)
3. Compact Operators

\[ C = A - B \] is rank 1, hence compact. (3.14.1) obviously fails. \( C \setminus \sigma_{\text{ess}}(A) \) is not connected while \( \sigma_{\text{ess}}(B)^{\text{int}} \neq \emptyset \). Thus, one can have \( \sigma_{\text{ess}}(A + C) \neq \sigma_{\text{ess}}(A) \) and \( \sigma_{\text{ess}}(B - C) \neq \sigma_{\text{ess}}(B) \). \[ \square \]

The key to our proof of Weyl’s invariance theorem will be the following result of independent interest. (See Problems 5 and 6 for another approach to Weyl’s theorem.)

**Theorem 3.14.3** (Analytic Fredholm Theorem). Let \( \Omega \) be a region in \( \mathbb{C} \). Let \( f \) be an analytic function on \( \Omega \) with values in the compact operators on a Hilbert space, \( \mathcal{H} \). Then either

(a) \( 1 - f(z) \) is not invertible for any \( z \in \Omega \), and for any \( z_0 \in \Omega \), there is \( \psi \neq 0 \) so that

\[ f(z_0)\psi = \psi \quad (3.14.8) \]

(b) There is a set, \( S \subseteq \Omega \), which is discrete (i.e., no limit points in \( \Omega \)) so that \( 1 - f(z) \) is invertible if and only if \( z \notin S \). \( g(z) = (1 - f(z))^{-1} \) is analytic for \( z \in \Omega \setminus S \). The points in \( S \) are poles of finite order with finite rank residues.

**Remarks.** 1. The same proof works in a Banach space, \( X \), if we assume \( f(z) \) takes its values in \( \text{FA}(X) \), the operators which are norm limits of finite rank operators.

2. Picking \( f(z) = z A \) and \( \Omega = \mathbb{C} \), this result yields another proof of the Riesz–Schauder theorem (Theorem 3.3.1) in the Hilbert space case (or for operators in \( \text{FA}(X) \) for any Banach space). Using the Banach–Mazur theorem as mentioned in the Notes to Section 3.1, this allows an alternate proof even for \( \text{Com}(X) \) when \( \text{Com}(X) \neq \text{FA}(X) \).

**Proof.** By a simple connectedness argument (Problem 3), it suffices to show for any \( z_0 \in \Omega \), there is a neighborhood \( N_{z_0} \) of \( z_0 \) so (a) or (b) holds in \( N_{z_0} \).

We can pick \( N_{z_0} \) so that for \( z \in N_{z_0} \),

\[ \|f(z) - f(z_0)\| \leq \frac{1}{3} \quad (3.14.9) \]

Since \( f(z_0) \) is compact, find \( A_0 \) finite rank so that \( \|f(z_0) - A\| \leq \frac{1}{3} \) and thus,

\[ \|f(z) - A\| \leq \frac{2}{3} \quad (3.14.10) \]

By writing a geometric series, we know \( 1 - (f(z) - A) \) invertible. Thus, we can write

\[ 1 - f(z) = 1 - (f(z) - A) - A = [1 - A(1 - (f(z) - A))^{-1}] \{1 - (f(z) - A)\} \quad (3.14.11) \]

Therefore, if

\[ g(z) \equiv A(1 - (f(z) - A))^{-1} \quad (3.14.12) \]
we see

\[ 1 - f(z) \text{ is invertible} \iff 1 - g(z) \text{ is invertible} \quad (3.14.13) \]

and the invertibility of \( 1 - (f(z) - A) \) also implies \( \text{Ker}(1 - f(z)) \neq \{0\} \iff \text{Ker}(1 - g(z)) \neq \{0\} \), that is,

\[ f(z)\varphi = \varphi \text{ has solutions} \iff g(z)\psi = \psi \text{ has solutions} \quad (3.14.14) \]

We are thus reduced to the case where each \( g(z) \) is finite rank with \( \text{Ran}(g(z)) \subset F \), a fixed finite-dimensional space. Thus,

\[ g(z) = \sum_{n=1}^{N} \langle \psi_n(z), \cdot \rangle \varphi_n \quad (3.14.15) \]

where \( \{\varphi_n\}_{n=1}^{N} \) is a fixed orthonormal set and \( \psi_n(z) \) are antianalytic functions.

Notice if \( g(z_0)\varphi = \varphi \), then \( \varphi = \sum_{n=1}^{N} \alpha_n \varphi_n \) and if

\[ B_{nm}(z) = \langle \psi_n(z), \varphi_m \rangle, \quad n, m = 1, \ldots, N \quad (3.14.16) \]

(which are analytic in \( z \)), then \( g(z_0)\varphi = \varphi \) if and only if

\[ \sum_{m=1}^{N} B_{nm}(z_0)\alpha_m = \alpha_m \quad (3.14.17) \]

so we have proven that if \( (N \times N \text{ determinant}) \)

\[ d(z) = \text{det}(1 - B(z)) \quad (3.14.18) \]

then

\[ g(z)\varphi = \varphi \text{ has nonzero solutions} \iff d(z) = 0 \quad (3.14.19) \]

By a similar argument, one sees (Problem 4)

\[ d(z) \neq 0 \iff 1 - g(z) \text{ is invertible} \quad (3.14.20) \]

and that \( 1 - g(z) \) can be expressed in terms of \( (1 - B(z))^{-1} \).

Since \( d \) is analytic, either:

(a) \( d(z) \equiv 0 \) in \( N_{z_0} \). Then \( 1 - g(z) \) and so \( 1 - f(z) \) is never invertible for \( z \in N_{z_0} \) and \( g(z)\varphi = \varphi \) (and so, \( f(z)\varphi = \varphi \)) has solutions for all \( z \in N_{z_0} \).

(b) \( d(z) \) has isolated zeros in \( N_{z_0} \) so \( (1 - g(z))^{-1} \) and so \( (1 - f(z))^{-1} \) are analytic except at these zeros and the Laurent series at these zeros can be built from the Laurent series of \( (1 - B(z_0))^{-1} \) which only uses finite-order poles (by Cramer’s rule) with finite rank residues.
3. Compact Operators

Proof of Theorem 3.14.1 It suffices to prove $\sigma_{\text{ess}}(A + C) \subset \sigma_{\text{ess}}(A)$ for $A = (A + C) - C$, so the same result then implies $\sigma_{\text{ess}}(A) \subset \sigma_{\text{ess}}(A + C)$.

We can also suppose $\sigma_{\text{ess}}(A) = \sigma(A)$. For let $\{\lambda_j\}_{j=1}^N$ be a counting of the points in $\sigma_d(A)$, including multiplicity, and $\{\lambda_j\}_{j=1}^N$ an orthonormal set with

$$A\varphi_j = \lambda_j \varphi_j \quad (3.14.21)$$

and $P_j$ the orthogonal projection onto $\varphi_j$.

$\sigma_{\text{ess}}(A)$ is closed and nonempty, so we can find $\mu_j \in \sigma_{\text{ess}}(A)$ so $|\lambda_j - \mu_j| = \text{dist}(\lambda_j, \sigma_{\text{ess}}(A))$. Since the only limit points of $\{\lambda_j\}_{j=1}^\infty$ are in $\sigma_{\text{ess}}(A)$, we see $|\lambda_j - \mu_j| \to 0$. Let

$$K = \sum_{j=1}^N (\mu_j - \lambda_j)P_j, \quad \widetilde{A} = A + K \quad (3.14.22)$$

Thus, $\sigma(\widetilde{A}) = \sigma_{\text{ess}}(A)$ since the eigenvalues in $\sigma_d(A)$ have been moved to $\sigma_{\text{ess}}(A)$. Moreover, $\sigma_{\text{ess}}(\widetilde{A}) = \sigma_{\text{ess}}(A)$ since nonisolated points remain nonisolated and multiplicities only go up. $A + C = \widetilde{A} + (C - K)$ is a compact perturbation of $\widetilde{A}$, so we are reduced to the situation $\sigma(A) = \sigma_{\text{ess}}(A)$.

In that case, let $\Omega = \mathbb{C} \setminus \sigma_{\text{ess}}(A)$. For $z \in \Omega$, write

$$A + C - z = (A - z)(1 + (A - z)^{-1}C) \quad (3.14.23)$$

Thus, $z \in \Omega$ has $A + C - z$ invertible if and only if $1 + F(z)$ is invertible, where

$$F(z) = (A - z)^{-1}C \quad (3.14.24)$$

and if $1 + F(z)$ is invertible, then

$$(A + C - z)^{-1} = (1 + F(z))^{-1}(A - z)^{-1} \quad (3.14.25)$$

By (2.2.15), if $x, y \in \mathbb{R}$, $\|A - (x + iy)\|^{-1} \leq |y|^{-1}$ so $\lim_{y \to \infty} F(x + iy) = 0$ and $1 + F(z)$ is invertible for $|y|$ large. By the analytic Fredholm theorem, $1 + F(z)$ is invertible except for a discrete subset of $\Omega$, that is, points of $\sigma(A + C)$ in $\Omega$ are isolated. By the same theorem and (3.14.25), at points in $\sigma(A + C) \cap \Omega$, $(A + C - z)^{-1}$ has finite-order poles with finite-rank residues, so the multiplicities of such points are finite, that is, $\sigma(A + C) \cap \Omega \subset \sigma_d(A)$, so $\sigma_{\text{ess}}(A + C) \subset \sigma_{\text{ess}}(A)$. \hfill $\square$

Example 3.14.4. Let $J$ be the Jacobi matrix (see (4.1.13)) with Jacobi parameters $\{a_n, b_n\}_{n=1}^\infty$ obeying $a_n \to 1$, $b_n \to 0$. Then $\sigma_{\text{ess}}(J) = [-2, 2]$. For if $J_0$ has $a_n \equiv 1$, $b_n \equiv 0$, $J - J_0$ is compact. \hfill $\square$

We end with a discussion of the general min-max principle. If $A$ is a (bounded) self-adjoint operator on an infinite-dimensional Hilbert space,
then a simple argument (Problem 15) shows that \( \sigma_{\text{ess}}(A) \neq \emptyset \). Let
\[
\Sigma^\pm(A) = \sup \{ \lambda \mid \lambda \in \sigma_{\text{ess}}(A) \}
\tag{3.14.26}
\]
Let \( \lambda_1^-(A) \leq \lambda_2^-(A), \ldots \) be the points in \( \sigma_d(A) \cap (-\infty, \Sigma^-(A)) \) counting multiplicity. This set may be finite, in which case if \( \lambda_{N}^-(A) \) is the last point in \( \sigma_d(A) \cap (-\infty, \Sigma^-(A)) \), we set \( \lambda_j^-(A) = \Sigma^-(A) \) for \( j \geq N + 1 \). \( \lambda_1^+(A) \geq \lambda_2^+(A) \geq \ldots \) is defined similarly.

**Theorem 3.14.5** (Min-Max Principle). If \( A \) is a general (bounded) self-adjoint operator on an infinite-dimensional Hilbert space, \( \mathcal{H} \), we have
\[
\lambda_n^+(A) = \inf_{\psi_1, \ldots, \psi_{n-1}} \left( \sup_{\varphi \perp \psi_1, \ldots, \psi_{n-1}, \|\varphi\|=1} \langle \varphi, A\varphi \rangle \right)
\tag{3.14.27}
\]
\[
\lambda_n^-(A) = \sup_{\psi_1, \ldots, \psi_{n-1}} \left( \inf_{\varphi \perp \psi_1, \ldots, \psi_{n-1}, \|\varphi\|=1} \langle \varphi, A\varphi \rangle \right)
\tag{3.14.28}
\]
\[
\lim_{n \to \infty} \lambda_n^\pm(A) = \Sigma^\pm(A)
\tag{3.14.29}
\]

**Proof.** We prove the + case. By the same argument in the proof of Theorem 3.2.4, if \( \lambda_n^+(A) > \Sigma^+(A) \), then for all \( \psi_1, \ldots, \psi_{n-1} \),
\[
\sup_{\varphi \perp \psi_1, \ldots, \psi_{n-1}, \|\varphi\|=1} \langle \varphi, A\varphi \rangle \geq \lambda_n^+(A)
\tag{3.14.30}
\]
with equality if \( \psi_1, \ldots, \psi_{n-1} \) are the eigenvectors associated to \( \{\lambda_j^+(A)\}_{j=1}^{n-1} \).

That only leaves the case \( \lambda_1^+(A) = \Sigma^+(A) \). In that case \( \dim \text{Ran}(P_{\Sigma^+ - \varepsilon, \Sigma^+}(A)) = \infty \), so we can find \( \varphi \perp \psi_1, \ldots, \psi_{n-1} \) in that range, that is,
\[
\langle \varphi, A\varphi \rangle \geq \Sigma^+ - \varepsilon
\tag{3.14.31}
\]
Since \( \varepsilon \) is arbitrary, (3.14.30) holds.

If \( \psi_1, \ldots, \psi_{n-1} \) include all the eigenvectors associated to eigenvalues in \( (\Sigma_+, \infty) \), we have equality in (3.14.30).

(3.14.29) is an easy consequence of the fact that either \( \lambda_1^+(A) = \Sigma^+(A) \) for all large \( n \) or else \( \lambda_n^+ \) is decreasing to a point clearly in \( \sigma_{\text{ess}}(A) \).

**Notes and Historical Remarks.** Weyl’s invariance theorem goes back to his 1909 paper [741]. His approach is outlined in Problems 5 and 6 and some instructors may wish to use that proof instead. We use the proof here because we want to introduce the analytic Fredholm theorem, which is of independent interest (see, e.g., Problem 5).

There is a converse to Weyl’s theorem due to Weyl and von Neumann (see Section 5.9 where we prove the theorem and discuss its history): If \( A \) and
$B$ are two bounded self-adjoint operators on $\mathcal{H}_A$ and $\mathcal{H}_B$ respectively, with $\sigma_{\text{ess}}(A) = \sigma_{\text{ess}}(B)$, then there is a unitary $U : \mathcal{H}_A \to \mathcal{H}_B$ so that $UAU^{-1} - B$ is a compact operator on $\mathcal{H}_B$.

Many of the applications of Weyl’s theorem are to unbounded self-adjoint operators, especially to positive ones. One still defines $\sigma_d(A)$ and $\sigma_{\text{ess}}(A)$ by requiring $\lambda \in \sigma_d(A)$ to be an isolated point of $\sigma(A)$ which is an eigenvalue of finite multiplicity and $\sigma_{\text{ess}}(A) = \sigma(A) \setminus \sigma_d(A)$. Then, if $A \geq 0$,

$$\sigma_{\text{ess}}(A) = \{ z \mid (z + 1)^{-1} \in \sigma_{\text{ess}}((A + 1)^{-1}) \} \tag{3.14.32}$$

Formally,

$$(A + C + 1)^{-1} = (A + 1)^{-1} - (A + C + 1)^{-1}(A + 1)^{-1} \tag{3.14.33}$$

Thus, for example, if $C(A + 1)^{-1}$ is compact (we say then the $C$ is relatively compact), we get, by (3.14.11) and (3.14.33), that $\sigma_{\text{ess}}(A+C) = \sigma_{\text{ess}}(A)$. This applies, for example, if $A = -\Delta$ on $L^2(\mathbb{R}^n, dx)$ and $C$ is multiplication by $V(x)$, a continuous function with $|V(x)| \to 0$ as $|x| \to \infty$. Multiplication by $V$ is not compact, but $V(-\Delta + 1)^{-1}$ is. This is discussed further in Example 7.8.5.

For non–self-adjoint operators, the situation is complicated, as shown by Example 3.14.2. If $C$ is compact and both $A$ and $A+C$ are normal, one still has (3.14.11) (in Example 3.14.2 $A$ is normal but $A+C$ is not), as the reader will prove in Problem 7.

Otherwise, the truth of (3.14.11) depends on the meaning of $\sigma_{\text{ess}}$. For example, Gustafson–Weidmann [276] and the book of Edmunds–Evans [182] discuss a variety of alternate definitions. For example, $\bigcap C_{\text{compact}} \sigma(A+C)$ is obviously invariant under compact perturbations and can be seen (Problem 11) to agree with our definition if $A$ is self-adjoint.

Another definition, $\bar{\sigma}_{\text{ess}}(A)$, is as follows. We say $B$ is invertible modulo compacts (one also says $D$ is a pseudoinverse of $B$) if there is $D$ so both $BD - 1$ and $DB - 1$ are compact. It can be seen (see Section 3.15) that this is true if and only if (i) $\text{Ran}(B)$ is closed; (ii) $\text{Ran}(B)^\perp$ is finite-dimensional; and (iii) $\text{Ker}(B)$ is finite-dimensional. One then defines the index of $B$ to be $i(B) = \dim(\text{Ker}(B)) - \dim(\text{Ran}(B)^\perp)$. Then

$$\bar{\sigma}_{\text{ess}}(A) = \{ z \mid A - z \text{ is not invertible modulo compacts} \} \tag{3.14.34}$$

For $A$ bounded and self-adjoint, one has (Problem 12) that $\sigma_{\text{ess}}(A) = \bar{\sigma}_{\text{ess}}(A)$.

Notice that if $BD - 1$ and $DB - 1$ are compact and $K$ is compact, then $(B + K)D - 1$ and $D(B + K) - 1$ are compact, so trivially $\bar{\sigma}_{\text{ess}}(B + K) = \bar{\sigma}_{\text{ess}}(B)$. We discuss this further in Section 3.15.

One way to rephrase this is in terms of the Calkin algebra, an object named after work of Calkin [96]. $\mathcal{I}_\infty$, the compact operators, are a closed
two-sided ideal so $\mathcal{C} = \mathcal{L}(\mathcal{H})/\mathcal{I}_\infty$ is a Banach algebra (indeed, in the language of Sections 6.4 and 6.7 a C*-algebra, albeit one that can only be realized as a space of operators on a nonseparable Hilbert space!). Let $\pi : \mathcal{L}(\mathcal{H}) \to \mathcal{C}$ by taking $B$ to its equivalence class. Then $\tilde{\sigma}_{\text{ess}}(B)$ is exactly $\sigma(\pi(B))$, the spectrum of $\pi(B)$ as an element of $\mathcal{C}$.

Brown–Douglas–Fillmore (BDF) [92, 93] have found a complete set of unitary invariants for operators mod compacts. If $z \in \mathbb{C} \setminus \tilde{\sigma}_{\text{ess}}(A)$, then by the above, $A - z$ has an index $i_A(z)$. Fredholm theory (see Section 3.16) says $i_A(z)$ is continuous on each connected component of $\mathbb{C} \setminus \tilde{\sigma}_{\text{ess}}(A)$. The BDF theorem says that a pair of operators, $A, B$, obey $UAU^{-1} - B$ is compact for some $U$ if and only if $\tilde{\sigma}_{\text{ess}}(A) = \tilde{\sigma}_{\text{ess}}(B)$ and $i_A(z) = i_B(z)$ for all $z \in \mathbb{C} \setminus \tilde{\sigma}_{\text{ess}}(A)$. Thus, unitary classes mod compact operators are described by $\tilde{\sigma}_{\text{ess}}(A)$ and an integer on each connected component of $\mathbb{C} \setminus \tilde{\sigma}_{\text{ess}}(A)$ (and all sets of integers are possible for a given $\tilde{\sigma}_{\text{ess}}(A)$).

**Problems**

1. Let $X$ be a Banach space. Let $A \in \mathcal{L}(X)$. Suppose that $\sigma(A)$ is finitely many points, each an eigenvalue of finite multiplicity. Prove $\dim(X) < \infty$. Conclude that if $\dim(X) = \infty$, any $A$ has $\sigma_{\text{ess}}(A) \neq \emptyset$. ($\text{Hint:}$ For $R$ large, prove $(2\pi i)^{-1} \int_{|z|=R} (z - A)^{-1} \, dz = 1$.)

2. Let $A$ be the operator on $\ell^2(\mathbb{Z})$ given by (3.14.4). This problem will prove $\sigma(A) = \partial \mathbb{D}$.
   
   (a) For any unitary $U$, prove that $\sigma(U) \subset \partial \mathbb{D}$. ($\text{Hint:}$ For $|z| > 1$, find an explicit series in $U$ and $z^{-1}$ converging to $(U - z)^{-1}$ and if $|z| < 1$ in $U^*$ and $z$.)
   
   (b) Prove $\partial \mathbb{D} \subset \sigma(A)$. ($\text{Hint:}$ For any $z \in \partial \mathbb{D}$, find $\varphi_m$ with $\|\varphi_m\| = 1$ so that $\|(A - z)\varphi_m\| \to 0$.)

3. If one has (a) or (b) of Theorem 3.14.3 in a neighborhood of any point of $z \in \Omega$, prove (a) or (b) holds globally. ($\text{Hint:}$ Show $\{z_0 \mid 1 - f(z) \text{ is not invertible on a neighborhood of } z_0\}$ is open and closed.)

4. Let $g(z)$ have the form (3.14.15). Prove that $\varphi$ solves $\varphi = \eta + g(z)\varphi$ if and only if $\varphi = \eta + \sum_{n=1}^{N} \alpha_n \varphi_n$ where $\alpha_n$ solves

   $$\alpha_n = \langle \psi_n, \eta \rangle + \sum_{n=1}^{\infty} B_{nm}(z) \alpha_m$$

   (3.14.35)

   Conclude that $1 - g(z)$ is invertible $\iff d(z) \neq 0$, where $d(z)$ is given by (3.14.18).

5. This problem assumes the spectral theorem (see Theorem 2.4.13 or Chapter 5). Let $A$ be a bounded self-adjoint operator.
(a) Prove $\lambda \in \sigma_{\text{ess}}(A)$ if and only if for all $\varepsilon > 0$, $\dim(P_{(\lambda - \varepsilon, \lambda + \varepsilon)}(A)) = \infty$.

(b) If $\lambda \in \sigma_{\text{ess}}(A)$, find $\varphi$ orthonormal so that $\| (A - \lambda) \varphi \| \to 0$. (Hint: Use (a).)

(c) If $\lambda \notin \sigma_{\text{ess}}(A)$ and $\varphi_n \xrightarrow{w} 0$ with $\| \varphi_n \| = 1$, prove that $\| (A - \lambda) \varphi_n \| \to 0$.

(d) Conclude that
\[ \lambda \in \sigma_{\text{ess}}(A) \iff \exists \varphi_n, \| \varphi_n \| = 1, \varphi_n \xrightarrow{w} 0, \| (A - \lambda) \varphi_n \| \to 0 \quad (3.14.36) \]

Remark. A sequence $\varphi_n$, as in (d), is called a Weyl sequence for $A - \lambda$.

6. Let $A, C$ be self-adjoint with $C$ compact. Prove that $\varphi_n$ is a Weyl sequence for $A - \lambda$ if and only if it is a Weyl sequence for $A + C - \lambda$. Use this to provide another proof of Weyl’s invariance theorem.

7. By following the proof in Problems 5 and 6 and using the spectral theorem for normal operators, prove that if $A$ and $A + C$ are both normal and $C$ is compact, then (3.14.11) holds.

8. This problem will lead you through a proof of the Riesz–Schauder theorem in the Hilbert space case (indeed, for $A \in \mathcal{FA}(X)$ for any Banach space, $X$).

(a) By applying the analytic Fredholm theorem to $F(z) = zA$, prove that if $A$ is compact, $\{ z : z^{-1} \in \sigma(A) \}$ is a discrete subset of $\mathbb{C}$.

(b) Prove that each point in $\sigma(A) \setminus \{ 0 \}$ has a finite-dimensional spectral projection.

9. Let $\Omega$ be a region in $\mathbb{C}$. Let $F$ be meromorphic on $\Omega$ so that if $D$ is the discrete set of poles of $F$, that $F(z)$ is compact for $z \in \Omega \setminus D$ and the residues at points $z_0 \in D$ are all finite rank. Prove an extension of the analytic Fredholm theorem to $1 - F(z)$.

Remark. This meromorphic Fredholm theorem seems to have first appeared explicitly in Ribarič–Vidav [560].

10. Our proof of Theorem 3.14.1 began by eliminating the points in $\sigma_d(A)$. Using the meromorphic Fredholm theorem of Problem 9 find a proof that doesn’t need this preliminary step.

11. If $A$ is self-adjoint and $C$ is a perhaps not self-adjoint compact operator, prove that $\sigma_{\text{ess}}(A) \subset \sigma(A + C)$ (Hint: For $\lambda \in \sigma_{\text{ess}}(A)$, find $\varphi_n$ so $\| (A + C - \lambda) \varphi_n \| \to 0$) and conclude that $\sigma_{\text{ess}}(A) = \bigcap_{C \text{ compact}} \sigma(A + C)$.

12. This problem will prove $\sigma_{\text{ess}}(A) = \tilde{\sigma}_{\text{ess}}(A)$ for self-adjoint $A$. Assume below that $A$ is self-adjoint.
3.15. Fredholm Operators and Their Index

(a) Let $\lambda \in \sigma_d(A)$. Let $B = f(A)$ where

$$f(x) = \begin{cases} \frac{1}{x-\lambda}, & x \neq \lambda \\ 0, & x = \lambda \end{cases}$$

Prove that $B$ is bounded and $B(A - \lambda) - 1 = (A - \lambda)B - 1$ is finite rank.

(b) Suppose $K = (A - \lambda)B - 1$ is compact. For each $\varepsilon$, prove that

$$\|P_{[\lambda - \varepsilon, \lambda + \varepsilon]}(A) - P_{[1 - \varepsilon, 1 + \varepsilon]}(K)\| \leq \varepsilon \|B\| \quad (3.14.37)$$

(c) If $\varepsilon < \|B\|^{-1}$, prove that $P_{[\lambda - \varepsilon, \lambda + \varepsilon]}(A)$ is finite rank and conclude that $\lambda \in \sigma_d(A)$.

(d) Show $\sigma_{\text{ess}}(A) = \tilde{\sigma}_{\text{ess}}(A)$.

13. (a) Let $A$ be an arbitrary bounded operator on a Hilbert space, $\mathcal{H}$. Let $\Omega$ be the unbounded component of $\mathbb{C} \setminus \sigma_{\text{ess}}(A)$. Let $C$ be compact. Prove that any $\lambda \in \Omega \cap \sigma(A + C)$ is in $\sigma_d(A + C)$. (Hint: Analytic Fredholm theorem.)

(b) Conclude that $\sigma_{\text{ess}}(A + C) \subset \mathbb{C} \setminus \Omega$.

(c) Prove that the outer boundaries of $\sigma_{\text{ess}}(A)$ and $\sigma_{\text{ess}}(A + C)$ agree.

14. Let $A$ be an arbitrary bounded operator on a Hilbert space, $\mathcal{H}$. Let $\Omega$ be a bounded component of $\mathbb{C} \setminus \sigma_{\text{ess}}(A)$. Let $C$ be compact. Prove that either $\Omega \subset \sigma(A + C)$ or else $\Omega \cap \sigma_{\text{ess}}(A + C) = \emptyset$.

15. Let $A$ be an arbitrary bounded self-adjoint operator on a Hilbert space, $\mathcal{H}$. If $\sigma_{\text{ess}}(A) = \emptyset$, prove that $\dim(\mathcal{H}) < \infty$. (Hint: Show $A$ has a complete finite ON set of eigenvectors.)

3.15. Bonus Section: Fredholm Operators and Their Index

One of the striking properties of compact operators, $C$, is that $\text{Ker}(1 + C)$ is finite-dimensional, $\text{Ran}(1 + C)$ is closed and has finite codimension, and these two finite numbers are equal. In this section, we discuss a class of important operators, $A$, from $X$ to $Y$, two Banach spaces, where we ask $\dim(\text{Ker}(A))$ and $\text{codim}(\text{Ran}(A))$ are both finite, but no longer demand equality—rather we define their difference to be the index of $A$. This class is especially important because this index often has a geometric or topological significance and is also often given by some kind of integral formula. We’ll present the basic definitions and properties here and discuss some simple examples that illustrate the topological context. Since compact operators will play a major role, we discuss this topic in this chapter. We begin by recalling and developing the notion of finite codimension.
If \( Z \subset Y \) is a subspace, the *annihilator*, \( A(Z) \), is the set of linear functionals \( \ell \) on \( Y \) with \( \ell \mid Z = 0 \). Usually, we are interested in functionals in \( Y^* \), but we’ll sometimes also care about not necessarily continuous functionals, in which case we’ll refer to the *algebraic annihilator*, \( A_{\text{alg}}(Z) \). If \( T: X \to Y \) is a linear map, we define the *cokernel* of \( T \), \( \text{Coker}(T) \), to be the algebraic annihilator of \( \text{Ran}(T) \).

Recall (see Section 2.1 or see Section 5.4 of Part 1) a *complement*, \( \tilde{Z} \), of \( Z \subset Y \) is a subspace with \( \tilde{Z} \cap Z = \{0\} \), \( \tilde{Z} + Z = Y \) (3.15.1) that is, any \( y \in Y \) is uniquely \( y = z + \tilde{z} \) with \( z \in Z, \tilde{z} \in \tilde{Z} \). In that case, we write
\[
Y = \tilde{Z} \oplus Z \tag{3.15.2}
\]
We can map \( Y \mapsto Y \) by \( P y = z \) so \( (1 - P)y = \tilde{z} \). \( P \) is a projection, that is, \( P^2 = P \) and \( Q \equiv 1 - P \) is also a projection. \( P \in \mathcal{L}(Y) \) if and only if \( Z \) and \( \tilde{Z} \) are closed, as we saw in Proposition 2.1.2. We then call them topological conjugates.

We say \( \{y_1, \ldots, y_n\} \subset Y \) are independent over \( Z \subset Y \) if and only if \( \sum_{j=1}^{n} \alpha_j y_j \in Z \) with \( \alpha_j \in \mathbb{K} \) (\( = \mathbb{R} \) or \( \mathbb{C} \), the field over which \( X, Y \) are vector spaces) implies \( \alpha_1 = \cdots = \alpha_n = 0 \). The following includes Theorem 5.5.12 of Part 1 and is left to the reader (Problem 1).

**Proposition 3.15.1.** Let \( Z \subset Y \) be a subspace of a vector space. The following are equivalent:

1. \( A_{\text{alg}}(Z) \) has finite dimension.
2. \( Z \) has a finite-dimensional complement, \( \tilde{Z} \).
3. There are finitely many \( y_1, \ldots, y_\ell \in Y \) so
\[
\left\{ z + \sum_{j=1}^{\ell} \alpha_j y_j \mid z \in Z, \alpha_j \in \mathbb{K} \right\} = Y \tag{3.15.3}
\]
4. \( Y/Z \), the quotient space, is finite-dimensional.

If these hold, \( \dim(Y/Z), \dim(A_{\text{alg}}(Y)), \dim(\tilde{Z}) \), and the minimal number of \( y \)'s so (3.15.3) holds are all equal and called the codimension of \( Z \). We say \( Z \) has finite codimension in this case. A minimal set of \( y \)'s with (3.15.3) are linearly independent over \( Z \).

Moreover, if \( Y \) is a Banach space, then \( Z \) is closed if and only if all \( \ell \in A_{\text{alg}}(Y) \) are continuous, and in that case, \( \tilde{Z} \) is also closed.
A kind of dual statement is (Problem 2):

**Proposition 3.15.2.** Let \( Y \) be a Banach space with a subspace \( Z \subset Y \). If \( Z \) is finite-dimensional, it is always closed and it has a closed complement, \( \tilde{Z} \), whose codimension is \( \dim(Z) \).

The following is important to allow an “algebraic” definition of Fredholm operators.

**Theorem 3.15.3.** Let \( T: X \to Y \) be a bounded linear transformation between Banach spaces. If \( \text{Ran}(T) \) has finite codimension (i.e., if \( \text{Coker}(T) \) is finite-dimensional), then \( \text{Ran}(T) \) is closed. Moreover, any \( \ell \in \mathcal{A}_{\text{alg}}(\text{Ran}(T)) \) is in \( Y^* \).

**Remarks.**
1. If \( T: L^2([-1, 1], dx) \to L^2([1, 1], dx) \) by \( Tf(x) = xf(x) \), then \( \text{Coker}(T) \) is infinite-dimensional (Problem 3), which might seem surprising at first sight!
2. As a warning, we note that in the Hilbert space case, we have \( \text{dim}(\text{Ran}(T)) = \text{dim} \text{Ker}(T)^\perp \). If \( \text{Ran}(T) \) is closed, it has finite codimension if and only if \( \text{Ker}(T)^* \) is finite-dimensional. But as Remark 1 shows, it can happen that \( \text{Ker}(T)^* = \{0\} \) but \( \text{Ran}(T) \) is not closed. Thus, \( \text{Ran}(T) \) having finite codimension is not the same as \( \text{Ker}(T)^* \) being finite-dimensional, and in this theorem, we mean algebraic codimension, not the codimension of \( \text{Ran}(T) \).

**Proof.** Let \( \tilde{Z} \) be a finite-dimensional complement to \( \text{Ran}(T) \). Let \( \tilde{X} = X \oplus \tilde{Z} \) with the direct sum topology. Let \( \tilde{T}: \tilde{X} \to Y \) by \( \tilde{T}(x, \tilde{z}) = \tilde{z} + Tx \). \( \tilde{T} \) is clearly continuous and \( \text{Ran}(\tilde{T}) = Y \). Thus, by the open mapping theorem (Theorem 5.4.11 of Part 1), \( \tilde{T} \) is open. Therefore, \( \tilde{T}\{\{\tilde{x} \mid \|\tilde{x}\| < 1\}\} \) contains a ball of radius \( \varepsilon \) about 0, that is,

\[ \forall y \in Y, \exists \tilde{x} \in \tilde{X}, \|\tilde{x}\| \leq \varepsilon^{-1}\|y\| \text{ and } \tilde{T}\tilde{x} = y \quad (3.15.4) \]

Since \( \tilde{T}(x, \tilde{z}) = Tx + \tilde{z} \), we see if \( y \in \text{Ran}(T) \) the \( \tilde{x} \) of (3.15.4) lies in \( X \) (i.e., \( \tilde{z} = 0 \)).

Suppose \( y_\infty \in \overline{\text{Ran}(T)} \). Then there exists \( x_n \in X \) so \( Tx_n \to y_\infty \) and \( \|Tx_{n+1} - Tx_n\| \leq 2^{-n} \). By (3.15.4), there \( x^\#_n \in X \) so that \( Tx_n = Tx^\#_n \) and \( \|x^\#_{n+1} - x^\#_n\| \leq 2^{-n}\varepsilon^{-1} \). Thus, \( \{x^\#_n\}_{n=1}^{\infty} \) are Cauchy and so have a limit \( x^\#_\infty \). Thus, \( y_\infty = \lim Tx^\#_n = Tx^\#_\infty \), so \( y_\infty \in \text{Ran}(T) \), that is, \( \text{Ran}(T) \) is closed.

If \( \ell \in \mathcal{A}_{\text{alg}}(\text{Ran}(T)) \) and \( \tilde{z}_1, \ldots, \tilde{z}_\ell \) a basis for \( \tilde{Z} \), any \( y \in Y \) is, by the above, \( y = Tx + \sum_{j=1}^{\ell} \alpha_j \tilde{z}_j \) and \( y \to \alpha_j \) is continuous because \( \text{Ran}(T) \) is closed. Thus, \( \ell(y) = \sum_{j=1}^{\ell} \alpha_j(y)\ell(\tilde{z}_j) \) is continuous.

**Definition.** Let \( X, Y \) be Banach spaces. \( T: X \to Y \), a bounded linear map, is called a **Fredholm operator** if and only if \( T \) has finite-dimensional kernel and...
and cokernel. The \textit{index} of $T$ is

$$\text{ind}(T) = \dim(\ker(T)) - \text{codim}(\text{ran}(T)) \quad (3.15.5)$$

By Theorem \[3.15.3\], if $T$ is Fredholm, \text{ran}(T) is closed.

**Proposition 3.15.4.** Let $X, Y, Z, W$ be Banach spaces. $T \in \mathcal{L}(X, Y)$, $V : Z \to X$, and $U : Y \to W$ invertible maps (bounded with bounded inverses). Then

(a) If $Y_1 \subset Y$ has finite dimension, then so does $U[Y_1]$ and

$$\dim(U[Y_1]) = \dim(Y_1) \quad (3.15.6)$$

(b) If $Y_2 \subset Y$ has finite codimension, then so does $U[Y_2]$ and

$$\text{codim}(U[Y_2]) = \text{dim}(Y_2) \quad (3.15.7)$$

(c) If $T$ is Fredholm, so are $VT$ and $TU$ and

$$\text{ind}(VT) = \text{ind}(T) = \text{ind}(TU) \quad (3.15.8)$$

**Proof.** (a) If $y_1, \ldots, y_\ell$ are a basis for $Y_1$, $\{Uy_j\}_{j=1}^\ell$ is a basis for $U[Y_1]$.

(b) By Proposition \[3.15.1\], $Y_2$ has a complement, $Y_1$, with

$$\text{codim}(Y_2) = \text{dim}(Y_1) \quad (3.15.9)$$

It is immediate that $U[Y_1]$ is a complement to $U[Y_2]$ so \[3.15.7\] is implied by \[3.15.6\] and \[3.15.9\].

(c) We have

$$\ker(VT) = \ker(T), \quad \text{ran}(VT) = V[\text{ran}(T)] \quad (3.15.10)$$

$$\ker(TU) = U^{-1}[\ker(T)], \quad \text{ran}(TU) = \text{ran}(T) \quad (3.15.11)$$

Thus, (a) \& (b) $\Rightarrow$ (c). \hfill $\square$

**Proposition 3.15.5.** Let $X, Y$ be finite-dimensional Banach spaces. Then any $T \in \mathcal{L}(X, Y)$ is Fredholm and

$$\text{ind}(T) = \dim(X) - \dim(Y) \quad (3.15.12)$$

**Remark.** This helps explain why index is natural. In this finite-dimensional case, $\dim(\ker(T))$ is $T$-dependent but index is not.

**Proof.** By standard linear algebra, if $X_1 = \ker(T)$ and $X_2$ is a complement, then $T$ is a linear bijection of $X_2$ and $\text{ran}(T)$, so

$$\dim(\ker(T)) = \dim(X) - \dim(X_2)$$

$$= \dim(X) - \dim(\text{ran}(T))$$

$$= \dim(X) - \dim(Y) + \text{codim}(\text{ran}(T))$$

which is \[3.15.12\]. \hfill $\square$
We’ll eventually prove the set of Fredholm operators is open and \( \text{ind}(T) \) is invariant under small changes in operator norm. This will imply compact perturbations preserve index.

**Example 3.15.6** (Example 2.2.5 revisited). Recall \( R \) and \( L \) on \( \mathcal{H} = \ell^2(\mathbb{Z}_+) \) by

\[
R(a_1, a_2, \ldots) = (0, a_1, a_2, \ldots) \quad (3.15.13)
\]
\[
L(a_1, a_2, \ldots) = (a_2, a_3, \ldots) \quad (3.15.14)
\]

\( \text{Ran}(L) = \mathcal{H} \), so \( \dim \text{Coker}(L) = 0 \). \( \text{Ker}(L) = \{(\alpha, 0, \ldots) \mid \alpha \in \mathbb{C}\} \) so \( \dim(\text{Ker}(L)) = 1 \). Similarly, \( \text{Ker}(R) = 0 \), but \( \text{Ker}(R^*) = (\text{Ran}(R))^\perp = \{(\alpha, 0, 0, \ldots) \mid \alpha \in \mathbb{C}\} \), so \( \dim \text{Coker}(R) = 1 \). Thus, \( L \) and \( R \) are both Fredholm and

\[
\text{ind}(L) = 1, \quad \text{ind}(R) = -1 \quad (3.15.15)
\]

An easy extension of these calculations shows

\[
\text{ind}(L^n) = n, \quad \text{ind}(R^n) = -n \quad (3.15.16)
\]

including \( n = 0 \) (i.e., \( L^0 = 1 \)). Thus, any \( n \in \mathbb{Z} \) can be the value of an index. \( \square \)

**Definition.** Let \( T \) be a bounded operator from \( X \) to \( Y \). \( S \in \mathcal{L}(Y, X) \) is called a \textit{pseudoinverse} to \( T \) if and only if

\[
ST = 1 + K, \quad TS = 1 + L \quad (3.15.17)
\]

with \( K \) a compact operator on \( X \) and \( L \) a compact operator on \( Y \). If only the first equation is known to hold, we say \( S \) is a \textit{left pseudoinverse} and only the second \( S \) is a \textit{right pseudoinverse}.

**Proposition 3.15.7.** If \( S_1 \) is a left pseudoinverse to \( T \) and \( T \) has a right pseudoinverse, then \( S_1 \) is a pseudoinverse to \( T \).

**Proof.** If

\[
S_1T = 1 + K, \quad TS_2 = 1 + L \quad (3.15.18)
\]

then

\[
S_1TS_2 = S_1 + S_1L = S_2 + KS_2 \quad (3.15.19)
\]

so

\[
S_2 - S_1 = S_1L - KS_2 \quad (3.15.20)
\]

is compact. Thus,

\[
TS_1 = TS_2 + T(S_1 - S_2) = 1 + L + T(S_1 - S_2) \quad (3.15.21)
\]

is \( 1 + \) compact. \( \square \)
Theorem 3.15.8 (Atkinson’s Theorem). Let \( T \in \mathcal{L}(X,Y) \). Then the following are equivalent:

1. \( T \) is Fredholm.
2. \( T \) has a pseudoinverse.
3. There exists \( T \) so (3.15.17) holds where \( K \) and \( L \) are finite-rank operators.

Moreover, in that case, the index is \( \text{alg. dim}(K) = -1 - \text{alg. dim}(L) = -1 \). In particular, if \( \text{Ker}((1 + K)^2) = \text{Ker}(1 + K) \) and \( \text{Ker}((1 + L)^2) = \text{Ker}(1 + L) \), then

\[
\text{ind}(T) = \dim(\text{Ker}(1 + K)) - \dim(\text{Ker}(1 + L)) \tag{3.15.22}
\]

Remarks. 1. In fact, we’ll find a pseudoinverse so \(-K\) is a projection onto \( \text{Ker}(T) \) and \( 1 + L \) a projection onto \( \text{Ran}(T) \).

2. There is more than one \( S \) and so more than one \((K, L)\). (3.15.17) says the combination on the right is the same for different choices of \( S \).

3. For simplicity, we’ll only consider the case where \( \text{Ker}((1 + K)^2) = \text{Ker}(1 + K) \) and \( \text{Ker}((1 + L)^2) = \text{Ker}(1 + L) \).

Proof. We’ll first show \((1) \Rightarrow (3) \Rightarrow (2) \Rightarrow (1)\).

\((1) \Rightarrow (3)\). Let \( Z \subset X \) be a complementary subspace to \( \text{Ker}(T) \) and \( P \) the projection onto \( \text{Ker}(T) \) with \( \text{Ran}(1 - P) = Z \). Then \( T \upharpoonright Z \) is a continuous map of \( Z \) to \( \text{Ran}(T) \) which is a bijection from \( Z \) to \( \text{Ran}(T) \). Since \( \text{Ran}(T) \) is closed, the inverse mapping theorem (Theorem 5.4.14 of Part 1) implies there is a continuous inverse \( \tilde{S} : \text{Ran}(T) \to Z \). Let \( W \) be a complementary subspace to \( \text{Ran}(T) \) and \( Q \) the projection onto \( W \) with \( \text{Ran}(1 - Q) = \text{Ran}(T) \). Let \( S : Y \to X \) by

\[
S\eta = \tilde{S}(1 - Q)\eta \tag{3.15.23}
\]

For \( \varphi \in \text{Ker}(T) \), \( ST\varphi = 0 \). For \( \varphi \in Z \), \( ST\varphi = \varphi \). Thus, \( ST = 1 - P \). If \( \varphi \in \text{Ran}(T) \), \( TS\varphi = \varphi \), and if \( \varphi \in W \), \( TS\varphi = 0 \) since \( (1 - Q)\varphi = 0 \). Thus, \( TS = 1 - Q \).

\((3) \Rightarrow (2)\). This is trivial.

\((2) \Rightarrow (1)\). Since \( ST = 1 + K \), \( T\varphi = 0 \Rightarrow (1 + K)\varphi = 0 \). Thus, \( \text{Ker}(T) \subset \text{Ker}(1 + K) \) is finite-dimensional. Since \( TS = 1 + L \), \( \text{Ran}(T) \supset \text{Ran}(1 + L) \), so any functional \( \ell \in X^* \) that annihilates \( \text{Ran}(T) \) annihilates \( \text{Ran}(1 + L) \), that is, \( L^*\ell = -\ell \). Thus, the annihilators of \( \text{Ran}(T) \) lie in the finite-dimensional space \( \text{Ker}(1 + L^*) \).

Thus, \( \text{Ker}(1 + K) = \text{Ker}(1 - P) = \text{Ran}(P) = \text{Ker}(T) \) and \( \text{Ker}(1 + L) = \text{Ker}(1 - Q) = W \), which has dimension \( \dim(\text{Coker}(T)) \). Thus, (3.15.22) holds.
for this $S$. We just need to show (3.15.22) holds for any other choice of $S$. We’ll leave this result, which is straightforward but lengthy, to Problem 4. □

**Corollary 3.15.9.** If $T : X \to Y$ is a Fredholm operator, so is $T^t : Y^* \to X^*$ and

$$\text{ind}(T^t) = -\text{ind}(T) \quad (3.15.24)$$

**Remark.** One can show (Problem 5) that $\dim(\text{Ker}(T^t)) = \text{codim}(\text{Ran}(T))$ and $\text{codim}(\text{Ran}(T^t)) = \dim(\text{Ker}(T))$.

**Proof.** Let $S$ be a pseudoinverse for $T$. Then it is easy see that $S^t$ is a pseudoinverse for $T^t$. Indeed, if (3.15.17) holds, $T^t S^t = 1 + K^t$, $S^t T^t = 1 + L^t$. By the equality of the algebraic multiplicities of $K$ and $K^t$ and (3.15.22), we have (3.15.24). □

**Corollary 3.15.10.** Let $T : X \to Y$ be a Fredholm operator and $S$ a pseudoinverse. Then $S$ is a Fredholm operator and

$$\text{ind}(S) = -\text{ind}(T) \quad (3.15.25)$$

**Proof.** Immediate from (3.15.17) and (3.15.22). □

We turn next to several stability results for the index. We begin by considering $2 \times 2$ direct sum operators. Let $X, Y$ be Banach spaces and $X_1, X_2$ (respectively, $Y_1, Y_2$) a pair of closed complementary subspaces in $X$ (respectively, $Y$). Then (see Corollary 5.4.16 of Section 5.4 of Part 1), $X \cong X_1 \oplus X_2$, $Y \cong Y_1 \oplus Y_2$ in the sense of equivalent norms, and so any $L(X, Y)$ can be written as a matrix

$$T = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \quad (3.15.26)$$

with $A \in L(X_1, Y_1)$, $B \in L(X_2, Y_1)$, etc.

**Proposition 3.15.11.** Let $X = X_1 \oplus X_2$, $Y = Y_1 \oplus Y_2$, and $T = L(X, Y)$ be written in the form (3.15.26). Then

(a) If $T = A \oplus D$ (i.e., $B = C = 0$), $T$ is Fredholm if and only if $A$ and $D$ are Fredholm and

$$\text{ind}(T) = \text{ind}(A) + \text{ind}(D) \quad (3.15.27)$$

(b) If $D$ is invertible, then $T$ is Fredholm if and only if $A - BD^{-1}C$ is Fredholm and

$$\text{ind}(T) = \text{ind}(A - BD^{-1}C) \quad (3.15.28)$$

(c) If $D$ is invertible and $\dim(X_1) < \infty$, $\dim(Y_1) < \infty$, then $T$ is Fredholm and

$$\text{ind}(T) = \dim(X_1) - \dim(Y_1) \quad (3.15.29)$$
Remark. Since $B: X_2 \to Y_1$, $D^{-1}: Y_2 \to X_2$, and $C: X_1 \to Y_2$, $BD^{-1}C$, like $A$, maps $X_1$ to $Y_1$.

**Proof.** (a) Since $\text{Ker}(A \oplus D) = \text{Ker}(A) \oplus \text{Ker}(D)$ and $\text{Ran}(A \oplus D) = \text{Ran}(A) \oplus \text{Ran}(D)$, this is immediate.

(b) Let $U \in \mathcal{L}(Y)$, $V \in \mathcal{L}(X)$ by

\[
U = \begin{pmatrix}
1_{Y_1} & -BD^{-1} \\
0 & 1_{Y_2}
\end{pmatrix}, \quad V = \begin{pmatrix}
1_{X_1} & 0 \\
-D^{-1}C & 1_{X_2}
\end{pmatrix}
\]

Then $U, V$ are invertible, for example, $U^{-1} = ( \frac{1}{BD} BD^{-1} )$, and by a direct calculation,

\[
UTV = \begin{pmatrix}
A - BD^{-1}C & 0 \\
0 & D
\end{pmatrix}
\]

By Proposition 3.15.1(c), $T$ is Fredholm if and only if $UTV$ is and $\text{ind}(T) = \text{ind}(UTV)$. Since $D$ invertible means $D$ is Fredholm with $\text{ind}(D) = 0$, (a) implies (b).

(c) This is immediate from (b) and Proposition 3.15.5. □

Remark. The calculation (3.15.31) is due to Schur [609] and $A - BD^{-1}C$ is called the *Schur complement* (originally by Haynsworth [305]). Zhang [773] is an entire book of articles on it!

**Theorem 3.15.12** (Dieudonné’s Theorem). Let $T$ be a Fredholm operator for $X$ to $Y$. Then there is $\varepsilon > 0$ so that $\|T' - T\| < \varepsilon \Rightarrow T'$ is a Fredholm operator and

\[
\text{ind}(T') = \text{ind}(T)
\]

**Proof.** As in the proof of Atkinson’s theorem, if $X_1 = \text{Ker}(T)$, $Y_2 = \text{Ran}(T)$, and $X_2, Y_1$ closed complements of $X_1, Y_2$, respectively, then $X = X_1 \oplus X_2$, $Y = Y_1 \oplus Y_2$, and $T = (\begin{smallmatrix}0 & 0 \\ 0 & D\end{smallmatrix})$, where $D$ is a bijection in $\mathcal{L}(X_2, Y_2)$ and so invertible (by the inverse mapping theorem). Write $T' = (\begin{smallmatrix}A' & B' \\ C' & D'\end{smallmatrix})$. Clearly, $\|D - D'\| \leq \|T - T'\|$, so if $\|T - T'\| < \|D^{-1}\|^{-1} = \varepsilon$, then writing $D' = [(D' - D)D^{-1} + 1]D$, we see $D'$ is invertible. By Proposition 3.15.11 $D'$ is invertible, so since $X_1$ and $Y_1$ are finite-dimensional, $T'$ is Fredholm and

\[
\text{ind}(T') = \text{dim}(X_1) - \text{dim}(Y_1)
\]

Since $\text{dim}(X_1) = \text{dim}(\text{Ker}(T))$, $\text{dim}(Y_2) = \text{codim}(\text{Ran}(T))$, this implies (3.15.32). □

**Remark.** Since $\text{dim}(\text{Ker}(UT'V)) = \text{dim}(\text{Ker}(T'))$ where $U$ and $V$ are invertible, we see that

\[
\text{dim}(\text{Ker}(T')) = \text{dim}(\text{Ker}(A' - B'(D')^{-1}C'))
\]
which can be strictly smaller than \(\dim(X_1)\) but never larger. Thus, if \(T\) is Fredholm and \(\|T - T'\|\) is small, we see \(\dim(\ker(T')) \leq \dim(\ker(T))\) with inequality possible.

**Corollary 3.15.13.** In \(\mathcal{L}(X, Y)\) with the \(\|\cdot\|\)-topology, the Fredholm operators are open and \(\text{ind}(\cdot)\) is constant on each connected component.

**Corollary 3.15.14 (Homotopy Invariance of Index).** If \(\gamma : [0, 1] \to \mathcal{L}(X, Y)\) is norm-continuous and \(\gamma(t)\) is Fredholm for all \(t \in [0, 1]\), then
\[
\text{ind}(\gamma(0)) = \text{ind}(\gamma(1))
\] (3.15.34)

**Proof.** A simple compactness and connectedness argument (Problem 7).

**Corollary 3.15.15.** If \(T\) is a Fredholm operator from \(X\) to \(Y\) and \(C\) is compact from \(X\) to \(Y\) (i.e., \(C[\{x \mid \|x\| < 1\}]\) has compact closure in \(Y\)), then \(T + C\) is Fredholm and
\[
\text{ind}(T + C) = \text{ind}(T)
\] (3.15.35)

**Proof.** If \(S\) is a pseudoinverse for \(T\), \(S(T + C) = 1 + K + SC\) is \(1 + \) compact, so \(S\) is a pseudoinverse for \(T + C\). By Atkinson’s theorem, \(T + C\) is Fredholm.

Let \(\gamma(t) = T + tC\). By the above, it is Fredholm for each \(t\), so \(\text{ind}(\gamma(0)) = \text{ind}(\gamma(1))\), which is (3.15.37).

The next general result we want to consider is additivity of index, that is, if \(T : X \to Y\) is Fredholm and so is \(R : Y \to W\), then so is \(RT\) and
\[
\text{ind}(RT) = \text{ind}(R) + \text{ind}(T)
\] (3.15.36)

As a preliminary, we need

**Lemma 3.15.16.** Let \(T \in \mathcal{L}(X, Y)\) for a pair of Banach spaces and let \(\alpha, \beta \in \mathbb{C} \setminus \{0\}\). Then the map \(A : Y \oplus X \to Y \oplus X\) given by
\[
A = \begin{pmatrix}
\alpha 1_Y & T \\
0 & \beta 1_X
\end{pmatrix}
\] (3.15.37)
is invertible.

**Proof.** It is easy to check that
\[
B = \begin{pmatrix}
\alpha^{-1} 1_Y & -\alpha^{-1} (\alpha \beta)^{-1} T \\
0 & \beta^{-1} 1_X
\end{pmatrix}
\] (3.15.38)
is a two-sided inverse for \(A\).

**Theorem 3.15.17.** Let \(T : X \to Y\) and \(R : Y \to Z\) be Fredholm operators. Then so is \(RT\) and (3.15.36) holds.
**Proof.** Define $A \in \mathcal{L}(Z+Y, Y+Z)$, $B \in \mathcal{L}(Z+Y, Z+Y)$, $C \in \mathcal{L}(Y+X, Z+Y)$, $D \in \mathcal{L}(Y+X, Y+X)$, $E \in \mathcal{L}(Y+X, Y+Z)$ by

$$A = \begin{pmatrix} 0 & 1 \gamma \\ 1 \zeta & 0 \end{pmatrix}, \quad B = \begin{pmatrix} 1 \zeta & -\varepsilon^{-1} R \\ 0 & 1 \gamma \end{pmatrix}, \quad C = \begin{pmatrix} R & 0 \\ \varepsilon 1 \gamma & T \end{pmatrix} \quad (3.15.39)$$

$$D = \begin{pmatrix} \varepsilon^{-1} 1 \gamma & T \\ 0 & -\varepsilon 1 \zeta \end{pmatrix}, \quad E = \begin{pmatrix} 1 \gamma & 0 \\ 0 & R T \end{pmatrix} \quad (3.15.40)$$

where $\varepsilon \neq 0$ will be chosen shortly. By a direct calculation

$$ABCD = E \quad (3.15.41)$$

By the lemma, for any choice of $\varepsilon \neq 0$, $B$ and $D$ are invertible. Since $(0 1 \zeta 0)$ is a two-sided inverse for $A$, $A$ is invertible. By Proposition $3.15.11(a)$, $(R 0 0 T)$ is Fredholm, so by Theorem $3.15.12$ for $\varepsilon$ small, $C$ is Fredholm and

$$\text{ind}(C) = \text{ind}(R) + \text{ind}(T) \quad (3.15.42)$$

where we used Proposition $3.15.11(a)$ again.

By Proposition $3.15.4(c)$ and $(3.15.41)$, $E$ is Fredholm and

$$\text{ind}(E) = \text{ind}(C) \quad (3.15.43)$$

Finally, by Proposition $3.15.11(a)$, $E$ Fredholm implies $RT$ is Fredholm and

$$\text{ind}(E) = \text{ind}(1 \gamma) + \text{ind}(RT) = \text{ind}(RT) \quad (3.15.44)$$

By the last theorem and the ind equalities, $(3.15.36)$ holds. □

As a general application of the theory, we recall we defined $\tilde{\sigma}_{\text{ess}}(A)$ in $(3.14.34)$ by

$$\mathbb{C} \setminus \tilde{\sigma}_{\text{ess}}(A) = \{ z \mid A - z \text{ is a Fredholm operator} \} \quad (3.15.45)$$

See the discussion in the Notes to Section $3.14$.

Finally, we turn to some examples.

**Example 3.15.18** (Self-adjoint Operators). Let $A \in \mathcal{L}(\mathcal{H})$ be a self-adjoint operator on a Hilbert space, $\mathcal{H}$. We claim $A$ is a Fredholm operator if and only if $0$ is an isolated point of $\sigma(A)$ and the corresponding eigenspace is finite-dimensional; see Problems $8$ and $9$. If $A$ is Fredholm, $\text{ind}(A) = -\text{ind}(A^*)$ (see $(3.15.24)$), so $\text{ind}(A) = 0$. □

**Example 3.15.19** (Index of a Pair of Projections). Let $P, Q$ be two self-adjoint projections on a Hilbert space, $\mathcal{H}$, so that $P - Q$ is compact. We want to define their relative index, $\text{ind}(P, Q)$, to be the Fredholm index of $QP$. This requires some care in specifying where $P$ and $Q$ act! In most cases,
QP is not Fredholm as an operator on $\mathcal{H}$—indeed, it is (Problem 10(a)) if and only if $1-P$ and $1-Q$ are finite rank. Moreover (Problem 10(b)), if they are, $\text{ind}(PQ) = 0$.

However, we can view $QP$ as an operator from $X = \text{Ran}(P)$ to $Y = \text{Ran}(Q)$, that is, $QP\varphi = Q\varphi$ for $\varphi \in \text{Ran}(P)$. We claim $PQ$ as a map from $Y$ to $X$ is a pseudoinverse for $1_X - PQP = P(P - Q)P$ as a map of $X$ to $X$ and this is compact. Thus, $QP: X \to Y$ is Fredholm. $\text{Ker}(QP) = \{\varphi \mid P\varphi = \varphi, Q\varphi = 0\}$ and $\text{Ran}(QP) \perp = \text{Ker}(PQ) = \{\varphi \mid Q\varphi = \psi, P\varphi = 0\}$. Thus,

$$\text{ind}(P, Q) \equiv \text{ind}(QP: X \to Y) = \dim(\text{Ran}(P) \cap (\text{Ran}(Q) \perp))$$

$$- \dim(\text{Ran}(Q) \cap (\text{Ran}(P) \perp)) \quad (3.15.46)$$

Suppose now that $P - Q$ and $Q - R$ are compact. Then $(RQ)(QP) = (RQ - P)P + RP$ and $R(Q - P)P$ is compact as a map from $\text{Ran}(P)$ to $\text{Ran}(R)$. Thus, $\text{ind}((RQ)(QP)) = \text{ind}(RP)$, so (3.15.35) implies

$$\text{ind}(P, R) = \text{ind}(Q, R) + \text{ind}(P, Q) \quad (3.15.47)$$

Here is a dangling question. Since $P - Q$ is trace class, in the finite-dimensional case, $\text{Tr}(P - Q)$ is the difference of dimensions, so an integer. Is this true in general, and if so, how is this integer related to their relative index?

The answer involves a beautiful symmetry argument. Let

$$A = P - Q, \quad B = 1 - P - Q \quad (3.15.48)$$

Then $P^2 = P$, $Q^2 = Q$ implies (Problem 13)

$$A^2 + B^2 = 1$$

$$\{A, B\} \equiv AB + BA = 0 \quad (3.15.50)$$

Clearly, $P - Q$ commutes with $A^2$ and $P + Q$ with $B^2 = 1 - A^2$. Thus, $P$ and $Q$ commute with $A^2$.

For $\lambda \in \mathbb{R}$, let $\mathcal{H}_\lambda = \{\varphi \in \mathcal{H} \mid A\varphi = \lambda\varphi\}$. By (3.15.50), if $\varphi \in \mathcal{H}_\lambda$,

$$AB\varphi = -BA\varphi = -\lambda B\varphi$$

$$B^2\varphi = (1 - A^2)\varphi = (1 - \lambda^2)\varphi \quad (3.15.51)$$

Thus, $B$ maps $\mathcal{H}_\lambda$ to $\mathcal{H}_{-\lambda}$, and if $\lambda \neq \pm 1$, $(1 - \lambda^2)^{-1}B$ is an inverse to this map, that is, $\lambda \neq \pm 1 \Rightarrow \dim(\mathcal{H}_\lambda) = \dim(\mathcal{H}_{-\lambda})$. In general, (3.15.49) implies $\|A\| \leq 1$, so $\mathcal{H}_\lambda \not= 0 \Rightarrow |\lambda| \leq 1$. In particular, if $A \in \mathcal{I}_{2k+1}$ ($k = 0, 1, 2, \ldots$), then

$$\text{Tr}((P - Q)^{2k+1}) = \sum_{\lambda|\mathcal{H}_\lambda \neq \{0\}} \dim(\mathcal{H}_\lambda)\lambda^{2k+1} = \dim(\mathcal{H}_{+1}) - \dim(\mathcal{H}_{-1}) \quad (3.15.53)$$
This is an integer, is independent of $k$, and noting $A\varphi = \varphi \iff P\varphi = \varphi$, $Q\varphi = 0$ (since $\langle \varphi, A\varphi \rangle = \langle \varphi, P\varphi \rangle - \langle \varphi, Q\varphi \rangle$ and $\langle \varphi, P\varphi \rangle \in [0,1]$), and similarly, $A\varphi = -\varphi \iff P\varphi = 0$, $Q\varphi = \varphi$, we conclude the right side of (3.15.53) is $\text{ind}(P,Q)$. We summarize in the theorem below. □

**Theorem 3.15.20.** Let $P, Q$ be orthogonal projections on a Hilbert space, $\mathcal{H}$, so that $P - Q$ is compact. Then $QP$ as an operator from $\text{Ran}(P)$ to $\text{Ran}(Q)$ is Fredholm. If $\text{ind}(P,Q)$ is its index, then whenever $P - Q$ and $Q - R$ are compact, (3.15.47) holds. Moreover, if $P - Q \in I_{2k+1}$ for $k \in \{0, 1, \ldots \}$, we have

$$\text{Tr}((P - Q)^{2k+1}) = \text{ind}(P,Q)$$

(3.15.54)

**Example 3.15.21** (Toeplitz Operator with Continuous Symbols). A Toeplitz matrix is an infinite matrix, $T$, indexed by $n,m \in \mathbb{Z}_+$ with

$$t_{n,m} = \varphi_{n-m}$$

(3.15.55)

for a sequence $\{\varphi_k\}_{k=-\infty}^{\infty}$. Thus, $T$ has the form

$$T = \begin{pmatrix}
\varphi_0 & \varphi_{-1} & \varphi_{-2} & \cdots \\
\varphi_{+1} & \varphi_0 & \varphi_{-1} & \cdots \\
\varphi_{+2} & \varphi_{+1} & \varphi_0 & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{pmatrix}$$

(3.15.56)

We’ll be interested in such matrices where $T$ defines a bounded operator on $\ell^2(\mathbb{Z}_+)$, that is, $\sum_{k=-\infty}^{\infty} |\varphi_k|^2 < \infty$ for all $n$ (so we can define $Ta$ for any $a \in \ell^2$) and for some $C$,

$$\|Ta\|_2 \leq C\|a\|_2$$

(3.15.57)

Here is one way to get such bounded Toeplitz matrices (the only way, as we’ll see). Let $f \in L^\infty(\partial \mathbb{D}, \frac{d\theta}{2\pi})$. Let $u \in L^2(\partial \mathbb{D}, \frac{d\theta}{2\pi})$. Then if $Mfg = fg$,

$$\|Mfu\|_2 \leq \|f\|_\infty \|u\|_2$$

(3.15.58)

In the standard Fourier basis, $\{e^{in\theta}\}_{n=\infty}^{-\infty}$, we have

$$\langle e^{in\theta}, Mfe^{im\theta} \rangle = \int f(e^{i\theta})e^{i(m-n)\theta} \frac{d\theta}{2\pi}$$

(3.15.59)

$$= f^\sharp \varphi_{n-m}$$

(3.15.60)

where, as usual (see Section 3.5 of Part 1),

$$f^\sharp_k = \int_0^{2\pi} e^{-ik\theta} f(e^{i\theta}) \frac{d\theta}{2\pi}$$

(3.15.61)

Of course, $Mf$ in this basis looks like (3.15.56) but as a doubly infinite matrix. What we’ve, of course, done here is realize $T$ as a truncated convolution of sequences.
If $H^2(\partial \mathbb{D}, \frac{d\theta}{2\pi})$ is the boundary values of $H^2(\mathbb{D})$ functions (see Section 5.2 of Part 3 for a discussion of $H^2$), they are precisely the subset of $L^2(\partial \mathbb{D}, \frac{d\theta}{2\pi})$ of those $f$’s with $f_n^* = 0$ for $n < 0$. If $P_+$ is the projection onto $H^2(\partial \mathbb{D}, \frac{d\theta}{2\pi})$, then

$$T_fu \equiv P_+Mfu$$  \hspace{1cm} (3.15.62)

For any $f \in L^\infty(\partial \mathbb{D}, \frac{d\theta}{2\pi})$, $T_f$ is a bounded operator whose matrix element in $\{e^{im\theta}\}_m=0$ basis is the Toeplitz matrix with $\varphi_k = f_k^*$. $T_f$ given by (3.15.64) is called the Toeplitz operator with symbol, $f$. In Problem [14] the reader will prove that any bounded Toeplitz matrix arises in this way.

We want to focus here on Toeplitz matrices whose symbol $f$ is continuous. In Problem [15] the reader will prove that the $C^*$-algebra generated by the operator $R$ of (3.15.13) (which is $T_f$ for $f(e^{i\theta}) = e^{i\theta}$) is precisely all operators of the form $T_f + K$, where $K$ is compact and $f$ is continuous.

We want to see which $T_f$, $f \in C(\partial \mathbb{D})$, are Fredholm operators and compute their index and then compute the spectra of $T_f$’s when $f \in C(\partial \mathbb{D})$. As a preliminary, we look at $P_-MfP_+$, where $P_- = 1 - P_+$ on $L^2(\partial \mathbb{D}, \frac{d\theta}{2\pi})$, that is, $u \in \text{Ran}(P_-)$ if and only if $u_n^* = 0$ for $n \geq 0$. If

$$f_m(e^{i\theta}) = e^{im\theta}$$  \hspace{1cm} (3.15.63)

then $P_-Mf_mP_+ = 0$ if $m \geq 0$ and rank $|m|$ if $m < 0$, since $P_-MfP_+u = 0$ if $u_k^* = 0$ for $k = 0, 1, 2, \ldots, |m| - 1$; equivalently, $\text{Ran}(P_-MfP_+) = \{u \mid u_k^* = 0$ if $k \notin \{m, m+1, \ldots, -1\}\}$. Thus, $P_-MfP_+$ is compact if $f$ is a trigonometric polynomial. Since

$$\|Mf - Mg\| \leq \|f - g\|_\infty$$  \hspace{1cm} (3.15.64)

by the Weierstrass approximation theorem, $P_-MP_+$ is compact for any $f \in C(\partial \mathbb{D})$.

Since $MfMg = Mfg$ and $T_f = P_+MfP_+$, we see that

$$T_fT_g - T_fg = P_+MfP_+MgP_+ - P_+MfMgP_+ = -P_+MfP_-MgP_+$$  \hspace{1cm} (3.15.65)

is compact for any $f, g \in C(\partial \mathbb{D})$.

Suppose $f$ is everywhere nonvanishing on $\partial \mathbb{D}$ and $g = 1/f$. Since $T_1 = 1$ on $\text{Ran}(P_+)$, we see $T_g$ is a pseudoinverse for $T_f$, that is,

$$f \text{ nonvanishing on all of } \partial \mathbb{D} \Rightarrow T_f \text{ is Fredholm}$$  \hspace{1cm} (3.15.66)

In Problem [16] the reader will show that if $f$ does vanish, then $T_f$ is not Fredholm.

A nonvanishing function $f$ is equivalent to a closed curve in $\mathbb{C} \setminus \{0\}$. Every such curve has a winding number, $W(f)$, as we discussed in the Notes to Section 3.3 of Part 2A; see also Problem [17] If $W(f) = n$, there is a function $F: \partial \mathbb{D} \times [0, 1] \to \mathbb{C} \setminus \{0\}$ so that $F(e^{i\theta}, 0) = f(e^{i\theta})$, $F(e^{i\theta}, 1) = e^{in\theta}$. Since $t \mapsto f_t \equiv F(\cdot, t)$ is continuous in $\|\cdot\|_\infty$, $t \mapsto T_{f_t}$ is continuous in
operator norm and each $T_{f_t}$ is Fredholm. By the homotopy invariance of index, $\text{ind}(T_f) = \text{ind}(T_{f_m})$ with $f_m$ given by (3.15.63) and $m = W(f)$.

But $T_{f_m}$ is $R^m$ for $m \geq 0$ and $L^{-m}$ if $m \leq 0$, so by (3.15.15) and $\text{ind}(A^m) = m \text{ind}(A)$, we see that $\text{ind}(T_{f_m}) = -m$. Thus, for any $f \in C(\partial \mathbb{D})$, we have proven that

$$f \text{ everywhere nonvanishing } \Rightarrow \text{ind}(T_f) = -W(f) \quad (3.15.67)$$

Finally, in studying Toeplitz operators with continuous symbols, we note that if $W(f) = 0$, one can prove that (Problems 18, 19)

$$W(f) = 0 \Rightarrow \text{Ker}(T_f) = 0 = \text{Ker}(T_f^*) \quad (3.15.68)$$

In particular,

$$W(f) = 0 \Rightarrow T_f \text{ is invertible} \quad (3.15.69)$$

This in turn lets us find the spectrum of any $T_f$, $T_f - z = T_{f-z}$. $T_{f-z}$ is Fredholm if and only if $z \notin \text{Ran}(f)$. $\text{ind}(T_{f-z})$ is continuous on each connected component of $\mathbb{C} \setminus \text{Ran}(f)$. If $T_{f-z}$ is invertible, its index is 0, and by (3.15.69), if the index is 0, it is invertible. Thus,

$$\sigma(T_f) = \text{Ran}(f) \cup \{\text{components of } \mathbb{C} \setminus \text{Ran}(f) \mid \text{ind}(T_f) \neq 0\} \quad (3.15.70)$$

We summarize in a theorem:

**Theorem 3.15.22.** Let $T_f$ be the Toeplitz operator with continuous symbol, $f$. Then

(a) $T_f$ is Fredholm if and only if $f(e^{i\theta}) \neq 0$ for all $e^{i\theta} \in \partial \mathbb{D}$.
(b) If $T_f$ is Fredholm, $\text{ind}(T_f) = -W(f)$, the winding number of $f$.
(c) $\sigma(T_f)$ is given by (3.15.70).

**Example 3.15.23** (Aharonov–Casher Theorem). Our final example involves physical poetry rather than careful mathematics. It also involves an unbounded operator which is not Fredholm, but where there is still an interesting index theorem-like quality. In two dimensions, $p_1 = \frac{1}{i} \frac{\partial}{\partial x_1}$, $p_2 = \frac{1}{i} \frac{\partial}{\partial x_2}$. If $a = (a_1, a_2)$, a vector potential, is a smooth function then

$$B(x) = \left( \frac{\partial}{\partial x_1} a_2 - \frac{\partial}{\partial x_2} a_1 \right)(x) \quad (3.15.71)$$

represents the magnetic field. We’ll be interested in situations where $B$ is $C^\infty$ of compact support, but where

$$\phi_0 = \int B(x) \, d^2x \quad (3.15.72)$$
the flux, is not zero. Of necessity, \( a \) will not have compact support since, by Stoke’s theorem, if \( B \) is supported inside \( \{ x \mid |x| < R \} \), then

\[
\oint_{|x|=R} a \cdot dx = \phi_0
\]  

(3.15.73)

A convenient choice for \( a \) will be to define

\[
\phi(x) = \frac{1}{2\pi} \int \log(|x - x'|)B(x')\,d^2x'
\]  

(3.15.74)

so \( \Delta \phi = -B \), and so

\[
a \equiv \left( \frac{\partial \phi}{\partial y}, -\frac{\partial \phi}{\partial x} \right)
\]  

(3.15.75)

will obey (3.15.71).

The **Pauli equation** describes the quantum energy operator of an electron in magnetic field, \( B \). The wave function is a function from \( \mathbb{R}^2 \) to \( \mathbb{C}^2 \) and

\[
H = (p_1 - a_1)^2 + (p_2 - a_2)^2 + \sigma_3 B(x)
\]  

(3.15.76)

where \( \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \). The connection between the first two terms in (3.15.76) and the spin term, \( \sigma_3 B \), is made transparent by defining

\[
\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}
\]  

(3.15.77)

If for \( c = (c_1, c_2) \), we define \( \mathbf{c} = c_1 \sigma_1 + c_2 \sigma_2 \), then

\[
H = (\mathbf{p} - \mathbf{c})^2
\]  

(3.15.78)

Among other things, this shows that \( H \geq 0 \), something that isn’t obvious from (3.15.76). Indeed, if

\[
Q = (p_1 - a_1) - i(p_2 - a_2)
\]  

(3.15.79)

(3.15.78) says

\[
Q^*Q = (p_1 - a_1)^2 + (p_2 - a_2)^2 + B, \quad QQ^* = (p_1 - a_1)^2 + (p_2 - a_2)^2 - B
\]  

(3.15.80)

A suitable variant of \( \sigma(xy) \setminus \{0\} = \sigma(yx) \setminus \{0\} \) (see (2.2.61) and Problem 5 of Section 2.2) says that the operators with \( +B \) and \( -B \) have the same spectrum except perhaps for zero.

Moreover, \( Q^*Q \varphi = 0 \iff Q \varphi = 0 \) and \( QQ^* \varphi = 0 \iff Q^* \varphi = 0 \) so that a measure of the difference between spin up and spin down is \( \dim(\text{Ker}(Q)) - \dim(\text{Ker}(Q^*)) \), which is a kind of index of \( Q \) (even though \( \text{Ran}(Q) \) is not closed and \( Q \) is not Fredholm in this \( \mathbb{R}^2 \) case).
Next, notice that
\[
Q \psi = 0 \iff \left( \frac{\partial}{\partial x_1} - i \frac{\partial}{\partial x_2} \right) e^{\phi(x_1, x_2)} \psi = 0 \tag{3.15.81}
\]
\[
Q^* \psi = 0 \iff \left( \frac{\partial}{\partial x_1} + i \frac{\partial}{\partial x_2} \right) e^{-\phi(x_1, x_2)} \psi = 0 \tag{3.15.82}
\]
Thus, by the Cauchy–Riemann equations (for \( z = x_1 + ix_2 \)),
\[
Q^* \psi = 0 \iff e^{-\phi} \psi \text{ is analytic}
\]
\[
Q \psi = 0 \iff e^{\phi} \psi \text{ is antianalytic} \tag{3.15.83}
\]
We also want \( L^2 \)-solutions (i.e., true eigenvalues). By \( \text{(3.15.74)} \),
\[
\phi(x) = \frac{\phi_0}{2\pi} \log |x| + O(|x|^{-1}) \tag{3.15.84}
\]
If \( \phi_0 > 0 \), then \( e^{\pm \phi} = |x|^{\pm \phi_0/2\pi} (1 + O(|x|^{-1})) \). If \( [\phi_0/2\pi] \) is the biggest integer less than \( \phi_0/2\pi \), then \( e^{+\phi} \psi \) is never \( L^2 \) and antianalytic. And \( e^{-\phi} \psi \) is \( L^2 \) and analytic if and only if \( \psi \) is a polynomial of degree at most \( [\phi_0/2\pi] - 1 \), that is,
\[
\phi_0 \geq 0 \Rightarrow \text{Ker}(Q) = \{0\}, \quad \text{dim}(\text{Ker}(Q^*)) = \left[ \frac{\phi_0}{2\pi} \right] \tag{3.15.85}
\]
Similarly,
\[
\phi_0 \leq 0 \Rightarrow \text{Ker}(Q^*) = \{0\}, \quad \text{dim}(\text{Ker}(Q)) = \left[ \frac{|\phi_0|}{2\pi} \right] \tag{3.15.86}
\]
Thus, the “index” of \( Q \) is not given by an integral, but only the integral part of the integral. As we’ll explain in the Notes, if one replaces \( \mathbb{R}^2 \) by \( S^2 \) (the two-sphere), the flux, \( \phi_0 \), is quantized, the analog of \( Q \) is Fredholm, and its index is \(-\phi_0\).

**Notes and Historical Remarks.** In one sense, the name “Fredholm operator” is a misnomer since Fredholm’s operators were all of the form \( 1 - K \) with \( K \) compact, so of index 0, as established by Riesz in his analysis discussed in Section 3.3. The phenomenon of nonzero index was first discovered by Fritz Noether (1884–1941) who found in 1921 [506] that certain singular integral equations related to the Hilbert transform could have nonzero index and even expressed the index as an integral, the first example of an index theorem.

Fritz Noether was Emmy Noether’s brother and, like her, was dismissed in 1934 from his “permanent” professorship in Breslau because he was Jewish. Emmy accepted a position in Bryn Mawr in the U.S. (and died of complications connected to surgery for cancer a year later), but Fritz made
the fateful decision of going to the Soviet Union, accepting a professorship in Tomsk. In 1937, he was arrested by the NKVD and sentenced for being a German spy. He was then accused of anti-Soviet propaganda and shot in 1941. In 1988, the Supreme Court of the Soviet Union exonerated him!

In 1943, in connection with the Bourbaki book on topological vector spaces, Dieudonné [160] noted the invariance under small perturbations of the index (Theorem 3.15.12). Because of the war, it was some time before this work was taken up, but in 1951, three mathematicians—Atkinson [37] (he was British but published his paper in a Russian journal), Goh’berg [255], and Yood [767]—published independent works on Fredholm operators. All three noted the invariance under compact operators; Atkinson introduced the notion of pseudoinverse and proved Theorem 3.15.8. Atkinson and Goh’berg proved that the composition of Fredholm operators is Fredholm and that (3.15.36) holds.

Lax [432] and Arveson [31] present approaches to the basics of Fredholm theory that first show \( \text{ind}(ST) = \text{ind}(S) + \text{ind}(T) \) and use that to prove Dieudonné’s theorem and invariance under compact perturbations. Our proof that \( \text{ind}(ST) = \text{ind}(S) + \text{ind}(T) \) is taken from Kirillov–Grishiani [390]. Problems 11/12 have a third proof which is not as slick as these other proofs but may be more illuminating as to why the result is true. For another book reference, see Schechter [599].

It was, of course, the Atiyah–Singer index theorem that captured the imagination of mathematicians and raised the theory of Fredholm operators to an important place in the canon of analysis. In 1960, Gelfand [229] suggested that the index of elliptic differential operators acting on vector bundles over compact manifolds should have a topological expression—he reasoned that changes in the leading term that preserved ellipticity and all changes of lower order were relatively compact, and so the index should be independent of the details of the operator, and thus intrinsic to the manifold. In 1963, Atiyah–Singer [35] announced their results, with a detailed paper appearing in 1968 [36]. In 1973, Atiyah–Bott–Patodi [34], following up on an idea of Patodi (that we would now call supersymmetry), gave a heat kernel proof. Getzler [244] found a simpler version of this proof. For a textbook version of this approach, see the book of Gilkey [246]. For the argument specialized to the case of the Gauss–Bonnet theorem, see Cycon et al. [144].

The extra element of the index theorem is that, often, the index has a formula as an integral—something we saw in some of the examples at the end of this section.

Our discussion of the index of a pair of projections follows Avron–Seiler–Simon [40, 41]. Earlier, Kato [374] had introduced the operator \( B \) and
noted that \( A^2 + B^2 = 1 \). The supersymmetry relation \( \{A, B\} = 0 \) appeared first in [41] with the various consequences noted here. A complementary view of pairs of projections is in the paper of Davis [149]. That \( P - Q \in \mathcal{I}_1 \Rightarrow \text{Tr}(P - Q) \in \mathbb{Z} \) was proven earlier by Effros [183]; see Problem 20. We’ll provide another proof of this fact in Problem 1 of Section 5.9. Amrein–Sinha [17] have a different proof that \( \text{Tr}(P - Q) \in \mathbb{Z} \) using, in part, an analysis of pairs of projections due to Halmos [283]. Kelton [386] has a proof that extends to a large class of Banach spaces, and in particular, to non-self-adjoint projections on a Hilbert space.

There is an enormous literature on Toeplitz operators (Example 3.15.21) because of their role in the theory of orthogonal polynomials [648] and to the exact solution of the two-dimensional Ising model; see, for example, Deift–Its–Krasovsky [153]. There is a close connection (both by analogy and via conformal mapping) to Wiener–Hopf operators. The connection of index of \( T_f \) and winding numbers for \( f \in C(\partial \mathbb{D}) \) is due to Gohberg [256]. The result (3.15.70) on \( \sigma(T_f) \) is due to Krein [413]. For comprehensive books on the subject, see Böttcher–Silbermann [84] and Douglas [169].

Matrices with \( h_{n,m} = \varphi_{n+m} \) (+ rather than the – of Toeplitz matrices) are called Hankel matrices. Just as bounded Toeplitz matrices have the form \( P_+ M_f P_+ \) for \( f \in L^\infty \), bounded Hankel matrices have the form \( P_+ M_f P_- \) for \( f \in L^\infty \). This result, Nehari’s theorem, was proven in Problem 6 of Section 5.11 of Part 3 and Hartman’s theorem on when Hankel matrices are compact was Problem 7 there. For a comprehensive book on Hankel matrices and operators, see Peller [517].

The Aharonov–Casher theorem (Example 3.15.23) appeared first in Aharonov–Casher [7] without rigor. Its analog for \( S^2 \) rather than \( \mathbb{R}^2 \), which is a strict use of a Fredholm operator, is due to Avron–Tomes [39]. \( C^2 \) in that case is a bundle and the total flux is its Chern integer; see [144] for details of that case. Erdős–Vougalter [189] discuss the extension to \( B \)'s with finite flux but not compact support.

Problems.

1. This problem will prove Proposition 3.15.1. \( Y \) is a vector space over \( K = \mathbb{R} \) or \( \mathbb{C} \) (no topology is given).

   (a) Using Zorn’s lemma, prove that if \( Z \subset Y \) is a subspace, \( Z \) always has a complement (i.e., \( W \) so \( W \cap Z = \{0\}, W + Z = Y \)).

   (b) If \( \widetilde{Z} \) is a complement and \( y_1, \ldots, y_k \) are in \( \widetilde{Z} \) and independent, prove there are \( \ell_1, \ldots, \ell_k \) in \( \mathcal{A}_\text{alg}(Z) \) so \( \ell_j(y_k) = \delta_{jk} \) and conclude that \( \dim(\mathcal{A}_\text{alg}(Z)) \geq k \).

   (c) If \( \ell_1, \ldots, \ell_k \) in \( \mathcal{A}_\text{alg}(Z) \) are linearly independent, prove there must be \( y_1, \ldots, y_k \in \widetilde{Z} \) so the matrix \( \ell_j(y_k) \) is invertible and conclude
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3.15.2. (Hint: See Corollary 5.1.5 of Part 1 and use the Hahn–Banach theorem.)

2. Prove Proposition 3.15.2. (Hint: See Corollary 5.1.5 of Part 1 and use the Hahn–Banach theorem.)

3. (a) Let $f \in L^2([-1,1], dx)$ with $f \geq 0$. Prove there is $g \in L^2([-1,1], dx)$ so that for a.e. $x$, $g(x) \geq f(x)$ and $\lim_{x \to 0} f(x)/g(x) = 0$.

(b) Use (a) to prove $\{xf \mid f \in L^2([-1,1], dx)\}$ does not have finite codimension.

4. This problem will prove (3.15.22). Suppose that $T: X \to Y$ is a Fredholm operator $S: Y \to X$ such that $ST = 1 + K$, $TS = 1 + L$ with $K, L$ compact. $P$ is the projection onto $\text{Ker}(1 + K)^k$ and $Q$ the projection onto $\text{Ker}(1 + L)^k$ for large $k$ (i.e., the algebraic eigenspaces).

(a) Show it suffices to prove $X = X_0 + X_1 + X_2$, $Y = Y_0 + Y_1 + Y_2$ with $\text{Ran}(P) = X_1 + X_2$, $\text{Ran}(Q) = Y_1 + Y_2$, $\text{Ker}(T) = X_2$, $\text{Ran}(T) = Y_0 + Y_1$, and $T$ is a bijection of $X_1$ onto $Y_1$.

(b) Show there exist bounded invertible maps $B: X \to X$ and $C: Y \to Y$ so

$$BST = STB = 1 - P, \quad CTS = TSC = 1 - Q$$

(Hint: Functional calculus.)

(c) Prove $X_2 = \text{Ker}(T) \subset \text{Ran}(P)$. Let $X_1$ be a complementary subspace to $X_2$ in $\text{Ran}(P)$ and $X_0 = \text{Ran}(1 - P)$. Show that $X = X_0 + X_1 + X_2$.

(d) Let $Y_0 = T[X_0]$, $Y_1 = T[X_1]$ and $Y_2$ a complement of $\text{Ran}(T) \cap \text{Ran}(Q)$ in $\text{Ran}(Q)$.

(e) Prove that $\text{Ran}(1 - Q) \subset \text{Ran}(T)$ and show that $Y = X_0 + Y_1 + Y_2$.

(f) Let $y_0 = Tx_0$ for $x_0 \in X_0$ so $y_0 \in Y_0$. Prove that

$$(1 - Q)y_0 \neq 0$$

(Hint: First show $Sy_0 \neq 0$ since $B$ is invertible and $BSTx_0 = x_0$. Then show $STSy_0 = B^{-1}STx_0 \neq 0$ so $TSy_0 \neq 0$. Then show $CTSy_0 \neq 0$ and use $CTS = 1 - Q$.)

(g) If $(1 - Q)[y_0 + y_1 + y_2]$ with $y_a \in Y_a$, show $y_0 = 0$ and conclude $\text{Ran}(Q) = Y_1 + Y_2$.

(h) Check that this completes the proof.
5. (a) Prove $\ell \in \text{Ker}(T^t)$ if and only if $\ell \upharpoonright \text{Ran}(T) = 0$ and conclude that
\[ \dim(\text{Ker}(T^t)) = \text{codim}(\text{Ran}(T)) \] (3.15.89)

(b) Prove that
\[ \dim(\text{Ker}(T)) = \text{codim}(\text{Ran}(T^t)) \] (3.15.90)

(Hint: Use (3.15.24).)

6. Suppose $A \in \mathcal{L}(\mathcal{H})$ is such that there exists $\{\varphi_n\}_{n=1}^{\infty} \in \mathcal{H}$ with $\varphi_n \xrightarrow{w} 0$, $\|\varphi_n\| = 1$, and $\|A\varphi_n\| \rightarrow 0$. Prove that $A$ is not Fredholm. (Hint: If $B$ is a pseudoinverse, use $1 = \|(BA - K)\varphi_n\|$ for $K$ compact.)

7. Let $f : [0, 1] \rightarrow \mathbb{R}$ so that for all $x \in [0, 1]$, $\exists \varepsilon > 0$ so that $f$ is constant on $(x - \varepsilon, x + \varepsilon) \cap [0, 1]$. Prove that $f(\gamma(0)) = f(\gamma(1))$. (Hint: Cover $[0, 1]$ with finitely many such intervals and show you can order them to overlap.)

8. Let $A$ be a self-adjoint operator on a Hilbert space, $\mathcal{H}$.
   (a) If 0 is not an isolated point of $\sigma(A)$, prove that $\text{Ran}(A)$ is not closed.
   (b) Prove $A$ is Fredholm if and only if 0 is not in $\sigma(A)$ or is in $\sigma_d(A)$.

9. If $A$ is self-adjoint and 0 is not an isolated point of $\sigma(A)$, find $A_n$ so $\|A - A_n\| \rightarrow 0$ and so $\text{Ker}(A_n)$ is infinite-dimensional. Why does this show that $A$ is not Fredholm?

10. (a) Let $P - Q$ be compact. If $\text{Ker}(QP)$ is finite-dimensional, prove $\text{Ran}(1 - P)$ is finite-dimensional and thus, so is $\text{Ran}(1 - Q)$.
    (b) If $\text{Ran}(1 - P)$ and $\text{Ran}(1 - Q)$ are finite-dimensional, prove that $QP$ as an operator on $\mathcal{L}(\mathcal{H})$ is Fredholm and $\text{ind}(PQ) = 0$. (Hint: $Q - QP$ is compact.)

11. Let $T$ in $\mathcal{L}(X, Y)$ be Fredholm. You can use the invariance of index under compact perturbation but not that $\text{ind}(RT) = \text{ind}(R) + \text{ind}(T)$.
   (a) Prove $\text{Ker}(T) = \{0\} \iff \exists S \in \mathcal{L}(Y, X)$ so that $ST = 1_X$.
   (b) If $\text{ind}(T) \leq 0$, prove there is a compact $C$ so that $\text{Ker}(T + C) = \{0\}$ and conversely, if there is such a $C$, then $\text{ind}(T) \leq 0$.
   (c) Prove $\text{Ran}(T) = Y \iff \exists S \in \mathcal{L}(Y, X)$ so that $TS = 1_Y$.
   (d) If $\text{ind}(T) \geq 0$, prove there is a compact $C$ so that $\text{Ran}(T + C) = Y$ and conversely, if there is such a $C$, then $\text{ind}(T) \geq 0$.
   (e) Prove there is a compact $C$ with $T + C$ invertible if and only if $\text{ind}(T) = \{0\}$. 
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12. This problem will lead the reader through an alternate proof of Theorem 3.15.17.

(a) If \( R \in \mathcal{L}(Y,Z) \) and \( T \in \mathcal{L}(X,Y) \) are Fredholm, and \( S \) is a pseudoinverse for \( T \) and \( Q \) for \( R \), prove that \( SQ \) is a pseudoinverse for \( RT \) and conclude that \( RT \) is Fredholm.

(b) Prove that
\[
\text{ind}(RT) = \text{ind}(R) + \text{ind}(T) \tag{3.15.91}
\]
if \( \ker R = 0, \ker T = 0 \).

(c) Prove \( \text{(3.15.91)} \) holds if \( \text{ind}(R) \leq 0, \text{ind}(T) \leq 0 \) (Hint: Use Problem 11 (b))

(d) As in (b), (c), prove \( \text{(3.15.91)} \) holds if \( \text{ind}(R) \geq 0, \text{ind}(T) \geq 0 \).

(e) Suppose \( \text{ind}(T) \geq 0, \text{ind}(R) < 0, \text{and \ind}(RT) \leq 0 \). Let \( S \) be a pseudoinverse for \( T \). Prove that \( \tilde{R} \equiv (RT)(S) \) has \( \text{ind}(\tilde{R}) = \text{ind}(R) \) and then that \( \text{ind}(RT)S = \text{ind}(RT) + \text{ind}(S) \) and conclude \( \text{(3.15.91)} \) holds.

(f) Part (e) discusses one case where \( \text{ind}(T) \) and \( \text{ind}(R) \) have opposite signs. Do the other three cases.

13. Verify \( \text{(3.15.49)} / \text{(3.15.50)} \).

14. This problem will prove that any Toeplitz matrix is the matrix of a Toeplitz operator with \( L^\infty \)-symbol.

(a) If \( T \) is a matrix of the form \( \text{(3.15.56)} \) with \( \|Tu\| \leq C\|u\| \), prove that \( \sum_{n=-\infty}^{\infty} |\varphi_j|^2 < \infty \).

(b) Prove that if \( f \) is the \( L^2 \)-function with \( f_k^n = \varphi_k \), then \( \text{(3.15.62)} \) holds for \( n \) a trigonometric polynomial in \( \text{Ran}(P_+) \).

(c) If \( g \in L^2 \), prove \( \|g\|_2 = \lim_{n \to \infty} \|P_+(z^n g)\|_2 \) and conclude that if \( \|Tf u\|_2 \leq C\|u\|_2 \) for all trigonometric polynomials in \( H \), then \( \|Mf u\|_2 \leq C\|u\|_2 \) for all trigonometric polynomials, \( u \), in \( L^2 \).

(d) Prove that \( T \) is a \( T_f \) for some \( f \in L^\infty \).

15. Let \( R \) be the operator \( \text{(3.15.13)} \). This problem will prove that the smallest \( C^* \)-algebra containing \( R \) is \( \{T_f + K \mid f \in C^\infty(\partial \mathbb{D}), K \text{ compact}\} \equiv \mathfrak{A}_0 \).

(a) Prove that \( \|T_f\| = \|f\|_\infty \) for \( f \in C(\partial \mathbb{D}) \).

(b) Prove that \( \mathfrak{A}_0 \) is norm-closed.

(c) Prove that \( \mathfrak{A}_0 \) is an algebra.

(d) Prove that \( T_f^* = T_{\bar{f}} \) and conclude that \( \mathfrak{A}_0 \) is a \( C^* \)-algebra.

(e) Compute \( F = R^* R - RR^* \) and then \( R^k F(R^*)^\ell \) and conclude that the \( C^* \)-algebra generated by \( R \) contains all compact operators.
18. (a) Let \( \gamma \colon [0, 1] \to \partial \mathbb{D} \) with \( f(e^{i\theta}) = 0 \). This problem will show that \( T_f \) is not Fredholm.

(b) By picking \( k_n \to \infty \), suitably find \( g_n \) so \( \| P_+ z^{k_n} g_n \| \to 1 \) and conclude there is \( h_n \) with \( \| h_n \|_2 = 1 \), \( h_n \in \text{Ran}(P_+) \), \( h_n \to 0 \) weakly, and \( \| T_f h_n \| \to 0 \).

(c) Conclude the \( T_f \) is not Fredholm. (Hint: See Problem [6])

17. (a) Let \( \gamma : [0, 1] \to \partial \mathbb{D} \). Prove there exists \( \tilde{\gamma} : [0, 1] \to \mathbb{R} \) so that \( \gamma(t) = \exp(2\pi i \tilde{\gamma}(t)) \). If \( \gamma(0) = \gamma(1) \), prove that \( \tilde{\gamma}(1) = \tilde{\gamma}(0) + W(\gamma) \) for an integer, \( W(\gamma) \).

(b) Let \( \gamma, \tilde{\gamma} : [0, 1] \to \partial \mathbb{D} \) with \( \gamma(0) = \gamma(1) = \tilde{\gamma}(0) = \tilde{\gamma}(1) = 1 \). Prove there exists \( \Gamma : [0, 1] \times [0, 1] \to \partial \mathbb{D} \) with \( \gamma(0, s) = \Gamma(1, s) \) and \( \gamma(t, 0) = \gamma(t) \), \( \tilde{\gamma}(t, 1) = \tilde{\gamma}(t) \) if and only if \( W(\gamma) = W(\tilde{\gamma}) \). In particular, for any \( \gamma \), if \( \tilde{\gamma}(t) = \exp[2\pi i t W(\gamma)] \), then there exists such a \( \Gamma \).

(c) Let \( f \in C(\partial \mathbb{D}) \) with \( f(e^{i\theta}) \neq 0 \) for all \( \theta \). Let \( m = W(f(e^{i\theta})/|f(e^{i\theta})|) \).

16. Let \( f \in C(\partial \mathbb{D}) \) with \( f(e^{i\theta}) = 0 \). This problem will show that \( T_f \) is not Fredholm.

(a) Find \( g_n \) so \( \| g_n \|_2 = 1 \) and \( \| fg_n \| \to 0 \) as \( n \to \infty \).

(b) By picking \( k_n \to \infty \), suitably find \( g_n \) so \( \| P_+ z^{k_n} g_n \| \to 1 \) and conclude there is \( h_n \) with \( \| h_n \|_2 = 1 \), \( h_n \in \text{Ran}(P_+) \), \( h_n \to 0 \) weakly, and \( \| T_f h_n \| \to 0 \).

(c) Conclude the \( T_f \) is not Fredholm. (Hint: See Problem [5])

19. (a) If \( W(f) \geq 0 \), prove that \( \text{Ker}(T_f) = 0 \). (Hint: If \( \text{Ker}(T) = \text{Ker}(S) = \{0\} \), then \( \text{Ker}(TS) = 0 \).

(b) If \( W(f) \leq 0 \), prove that \( \text{Ran}(T_f) = H_+ \).
20. This will lead the reader through Effros’ proof that \( \text{Tr}(P - Q) \in \mathbb{Z} \) if \( P, Q \) are self-adjoint projections with \( P - Q \in \mathcal{I}_1 \).

(a) Let \( S = (P - Q)^2 \). Prove that \( [P, S] = [Q, S] = 0 \) (either by direct calculation or using \( A^2 + B^2 = 1 \)).

(b) Let \( S = \sum_{j=0}^{M} \alpha_j R_j \) be the Hilbert–Schmidt expansion for \( S \) where \( R_j \) are projections and \( R_{\infty} = \) projection onto \( \text{Ker}(S) \). Prove that \( \text{Tr}(P - Q) = \text{Tr}((P - Q)R_\infty) + \sum_{j=1}^{M} \text{Tr}((P - Q)R_j) \) where the sum is absolutely convergent.

(c) Prove that \( \text{Tr}((P - Q)R_\infty) = 0 \) and \( \text{Tr}((P - Q)R_j) \in \mathbb{Z} \).

(d) Conclude that \( \text{Tr}(P - Q) \in \mathbb{Z} \).

3.16. Bonus Section: M. Riesz’s Criterion

To see if an operator is compact on \( L^p(\mathbb{R}^\nu, d^\nu x) \), it is useful to know when subsets are compact. Remarkably, there is a simple necessary and sufficient condition for \( S \subset L^p(\mathbb{R}^\nu, d^\nu x) \) to be \( \| \cdot \|_p \)-compact. Clearly, if \( S \) is compact, it must lie in a ball since \( \| \cdot \|_p \) is continuous, so we’ll state it for \( S \subset [L^p(\mathbb{R}^\nu, d^\nu x)]_1 \), the unit ball.

**Theorem 3.16.1 (M. Riesz’s Criterion).** Let \( 1 \leq p < \infty \). Let \( S \subset [L^p(\mathbb{R}^\nu, d^\nu x)]_1 \). Then \( S \) is compact if and only if

(i) \( S \) is uniformly small at infinity, that is, for all \( \varepsilon > 0 \), \( \exists R_\varepsilon \) so

\[
\sup_{f \in S} \int_{|x| \geq R_\varepsilon} |f(y)|^p d^\nu y \leq \varepsilon^p
\]

(ii) \( S \) is uniformly \( L^p \)-continuous, that is, for all \( \varepsilon > 0 \), \( \exists \delta \) so that

\[
\sup_{f \in S} \sup_{y \in \mathbb{R}^\nu} \int_{|y| < \delta} |f(x - y) - f(x)|^p d^\nu x \leq \varepsilon^p
\]

**Proof.** Suppose first \( \overline{S} \) is compact. Given \( \varepsilon \), find \( f_1, \ldots, f_n \) in \( S \) so that the \( \varepsilon/3 \) balls about \( f_j \) cover \( \overline{S} \). For each \( j \),

\[
\lim_{R \to \infty} \int_{|x| \geq R} |f_j(x)|^p d^\nu x = 0
\]

so we can find \( R \) so that the integral is less than \((2\varepsilon/3)^p\) for each \( j \). With \( \tilde{x}_R \) the characteristic function of \( \{ x \mid |x| \geq R \} \), we have for \( f \in B_{\varepsilon/3}(f_j) \),

\[
\| \tilde{x}_R f \|_p \leq \| \tilde{x}_R f_j \|_p + \| f - f_j \|_p \leq \varepsilon
\]

Similarly, if

\[
(\tau_y f)(x) = f(x - y)
\]
then \( y \mapsto \tau_y g \) is \( L^p \)-norm continuous for each \( g \in L^p \) (first for \( C_0^\infty \)-functions and then, by density, for all \( g \)). Thus, find \( \delta \) so that
\[
\sup_{j=1, \ldots, n} \sup_{|y| < \delta} \| f_j - \tau_y f_j \|_p < \frac{\varepsilon}{3}
\]
(3.16.6)
If \( f \in B_{\varepsilon/3}(f_j) \), then
\[
\| f - \tau_y f \|_p \leq 2 \| f - f_j \|_p + \| f_j - \tau_y f_j \| < \varepsilon
\]
if \( |y| < \delta \). Therefore, compactness of \( \overline{S} \) implies (i), (ii).

Conversely, suppose \( S \) obeys (i), (ii). Let \( Q_{\alpha, \beta, \gamma} \) be defined as
\[
Q_{\alpha, \beta, \gamma} = \{ f \in C(\overline{B_\alpha(0)}) : \| f \|_\infty \leq \beta, |f(x) - f(y)| \leq \gamma |x - y| \}
\]
(3.16.8)
By the Ascoli–Arzelà theorem (Theorem 2.3.14 of Part 1), \( Q_{\alpha, \beta, \gamma} \) is compact in \( C(\overline{B_\alpha(0)}) \) and so, since \( \| f \|_p \leq \| f \|_\infty |B(0)|^{1/p} \) (which means the identity map of \( C(\overline{B_\alpha(0)}) \) to \( L^p(\mathbb{R}^\nu) \) is continuous), \( Q_{\alpha, \beta, \gamma} \) is compact in \( L^p(\mathbb{R}^\nu) \).

Suppose we prove that for each \( \varepsilon \), there is \( \alpha, \beta, \gamma \) so that
\[
S \subset \{ g : \inf_{f \in Q_{\alpha, \beta, \gamma}} \| f - g \|_p \leq \varepsilon \}
\]
(3.16.9)
Then \( \overline{S} \) is compact. For given \( \{ g_n \}_{n=1}^\infty \subset S \) and \( m = 1, 2, \ldots \), find \( Q_{\alpha_m, \beta_m, \gamma_m} \) so (3.16.9) holds with \( \varepsilon = 1/2m \). Find \( f_n^{(m)} \) so \( \| f_n^{(m)} - g_n \|_m \leq 1/m \) and a convergent subsequence of the \( f_n^{(m)} \). Then \( \| g_{n(j)} - g_{n(k)} \| \leq 2/m \) if \( j, k \geq N_m \). Doing this inductively so each subsequence is a subsubsequence of the one before and using the diagonalization trick, we get a Cauchy and so convergent subsequence of \( \{ g_n \}_{n=1}^\infty \). Therefore, (3.16.9) implies compactness of \( \overline{S} \).

Given \( \varepsilon \), pick \( R \) so (3.16.1) holds for \( (\varepsilon/4)^p \) and \( \delta \) so that (3.16.2) holds for \( (\varepsilon/4)^p \). Pick \( \eta \in C_0^\infty \) supported in \( B_\delta(0) \) with \( \eta \geq 0 \) and \( \int \eta(x) \, d^\nu x = 1 \). Let (with \( q \) the dual index to \( p \))
\[
\alpha = R + \delta, \quad \beta = \| \eta \|_q, \quad \gamma = \| \nabla \eta \|_q
\]
(3.16.10)
We’ll prove that (3.16.9) holds.

Let \( \chi_R \) be the characteristic function of \( \overline{B_R(0)} \). Since \( \| \tau_\eta(\chi_R f) - \chi_R f \|_p \leq \| \tau_\eta f - f \|_p + 2 \| (1-\chi_R) f \|_p \), we see that
\[
\sup_{|y| \leq \delta} \sup_{f \in S} \| \tau_\eta(\chi_R f) - \chi_R f \| \leq \frac{3\varepsilon}{4}
\]
(3.16.11)
Let \( g = \eta * (\chi_R f) \), the convolution of \( \chi_R f \) and \( \eta \). Then \( g \) is \( C^\infty \) and, by Hölder’s inequality,
\[
\| g \|_\infty \leq \beta, \quad \| \nabla g \|_\infty \leq \gamma
\]
(3.16.12)
Clearly, \( g \) is supported on \( \overline{B_\alpha(0)} \). Thus, \( g \in Q_{\alpha,\beta,\gamma} \) and
\[
\|g - f\|_p \leq \|g - \chi_R f\|_p + \|(1 - \chi_R) f\|_p \leq \frac{3\varepsilon}{4} + \frac{\varepsilon}{4}
\] (3.16.13)
on account of (3.16.11).

As an immediate corollary, we have

**Theorem 3.16.2** (Rellich’s Criterion). Let \( F, G \) be two continuous functions on \( \mathbb{R}^\nu \) with
\[
\forall y, \ |F(y)| \geq 1, \ |G(y)| \geq 1, \ \lim_{|y| \to \infty} |F(y)| = \infty = \lim_{|y| \to \infty} |G(y)|
\] (3.16.14)

Fix \( a, b \geq 0 \). Let \( S \subset L^2(\mathbb{R}^\nu, d^\nu x) \) be given by
\[
S = \left\{ \varphi \mid \int F(x)|\varphi(x)|^2 d^\nu x \leq a, \int G(k)|\hat{\varphi}(k)|^2 d^\nu x \leq b \right\}
\] (3.16.15)

Then \( S \) is compact.

**Remark.** Unlike Riesz’s criterion, this one is only sufficient, not necessary, but it covers many applications.

**Proof.** Given \( \varepsilon \), pick \( R_\varepsilon \) so that \( F(x) \geq a/\varepsilon^2 \) if \( |x| \geq R_\varepsilon \). Thus, by the first inequality in (3.16.4),
\[
\int_{|x| \geq R_\varepsilon} |\varphi(x)|^2 d^\nu x \leq \frac{\varepsilon^2}{a} \int F(x)|\varphi(x)|^2 d^\nu x \leq \varepsilon^2
\] (3.16.16)
proving (3.16.1) for \( S \).

In the same way, we can find \( K_\varepsilon \) so that for \( \varphi \in S \),
\[
\int_{|k| \geq K_\varepsilon} |\hat{\varphi}(k)|^2 d^\nu x \leq \left( \frac{\varepsilon}{3} \right)^2
\] (3.16.17)
Let \( \delta = \varepsilon/3K_\varepsilon \). Then \( |e^{i\alpha} - 1| \leq |\alpha| \) (for \( \alpha \) real) implies
\[
\sup_{|k| \leq K_\varepsilon \atop |y| \leq \delta} |e^{ik \cdot y} - 1|^2 \leq \left( \frac{\varepsilon}{3} \right)^2
\] (3.16.18)
It follows that for \( \varphi \in S \),
\[
\|\tau_y \varphi - \varphi\|_2 = \|\tau_y \varphi - \hat{\varphi}\|_2
\leq \frac{2\varepsilon}{3} + \|\chi_{|k| \leq K_\varepsilon}(e^{ik \cdot y} - 1)\hat{\varphi}\|_2
\leq \frac{2\varepsilon}{3} + \frac{\varepsilon}{3} = \varepsilon
\] (3.16.19)
proving (3.16.2). Thus, by Riesz’s criterion, \( S \) is compact. 
\( \square \)
Some of the more significant applications of Rellich’s criterion involve unbounded operators on $L^2(\mathbb{R}^\nu)$. We’ll quote here two results discussed later:

1. (See Section 7.2) There is a class of densely defined operators called self-adjoint so if $B$ is such an operator, we can define $f(B)$ for any Borel function $f : \mathbb{R} \to \mathbb{R}$ and $f(B)$ is also self-adjoint. If $f$ is bounded, so is $f(B)$. If $\langle \psi, B\psi \rangle \geq 0$ for all $\psi$ in the domain of $B$ (we write $B \geq 0$), $f$ need only be defined on $[0, \infty)$. In particular, if $a > 0$, $(B + a)^{-1}$ is well-defined. Moreover, formulae like

$$ (B + 1)^{-1/2}(B - 1)(B + 1)^{-1/2} = 1 $$

(3.16.20)

that are true for bounded self-adjoint operators continue to hold.

2. (See Section 7.5) Let $D \subset \mathcal{H}$ be a dense subset of a Hilbert space, $\mathcal{H}$, and $A : D \to \mathcal{H}$ a linear operator with $\langle \varphi, A\varphi \rangle \geq 0$ for all $\varphi \in D$. Then there is a (perhaps unbounded) self-adjoint operator, $A_F$, the Friedrichs extension, so that for $\varphi \in D$, $A_F\varphi = A\varphi$, and $A_F \geq 0$, and for any $\psi \in D(A_F^{1/2})$, there is $\{\varphi_n\} \subset D$, so $\|\varphi - \varphi_n\| + \|A_F^{1/2}(\varphi - \varphi_n)\| \to 0$.

These two facts imply the following: In the context of (2), if

$$ \{\varphi \in D \mid \langle \varphi, (A + 1)\varphi \rangle \leq 1 \} $$

then $(A_F + 1)^{-1}$ is a compact operator. For, by (2),

$$ \{(A_F + 1)^{-1/2}\eta \mid \|\eta\| \leq 1, (A_F + 1)^{-1/2}\eta \in D\} \equiv X $$

(3.16.22)

is dense in $(A_F + 1)^{-1/2}[\{\eta \in \mathcal{H} \mid \|\eta\| = 1\}]$, so it suffices to prove $X$ has compact closure. But, by (3.16.20), if $\varphi \in X$,

$$ \langle \varphi, (A + 1)\varphi \rangle = \langle \eta, (A_F + 1)^{-1/2}(A_F + 1)(A_F + 1)^{-1/2}\eta \rangle = \|\eta\| \leq 1 $$

so the compactness criterion (3.16.21) implies $(A_F + 1)^{-1/2}$ is compact, which implies $(A_F + 1)^{-1} = [(A_F + 1)^{-1/2}]^2$ is compact. By the Hilbert–Schmidt theorem, this implies in turn that $A_F$ has a complete set of eigenvectors, that is, there is an orthonormal basis of vector $\{\varphi_n\}_{n=1}^{\infty}$ in $D(A_F)$ so $A_F\varphi_n = \lambda_n\varphi_n$ with $\varphi_n \geq 0$ and $\lambda_n \to \infty$.

**Example 3.16.3** (Dirichlet Laplacians). Let $\Omega$ be a bounded region (connected open set) in $\mathbb{R}^\nu$. Let $D = C_0^{\infty}(\Omega)$ viewed initially as a subset of $L^2(\mathbb{R}^\nu)$. We claim

$$ S = \left\{ \varphi \in D \mid \int(|\nabla\varphi|^2 + |\varphi|^2)\,d^\nu x \leq 1 \right\} $$

(3.16.23)

is a compact subset of $L^2(\mathbb{R}^\nu)$. For let $F(y) = G(y) = |y|^2 + 1$. Then $\varphi \in S \Rightarrow \int F(x)|\varphi(x)|^2\,d^\nu x \leq (1 + b^2)$, where $b = \sup_{y \in \Omega}|y|$ and $\int G(k)|\hat{\varphi}(k)|^2\,d^\nu k \leq 1$. By Rellich’s criterion, $S$ is contained in a compact
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set and so compact. Since \( \mathcal{H}_\Omega \equiv L^2(\Omega, d\nu) \to L^2(\mathbb{R}^\nu, d\nu x) \) a homeomorphism onto its range, \( S \) is also compact in \( \mathcal{H}_\Omega \). \( D \) is dense in \( \mathcal{H}_\Omega \) (but not in \( L^2(\mathbb{R}^\nu, d\nu x) \), of course). If \( A\varphi = -\Delta \varphi \), we have

\[
\langle \varphi, A\varphi \rangle = \|\nabla \varphi\|^2
\]

(3.16.24)

Its Friedrichs extension defines an operator called the Dirichlet Laplacian for \( \Omega \), \( H^0_\Omega \). When \( \Omega \) has a smooth boundary, there is a sense in which this is a Laplacian with Dirichlet boundary conditions, that is, \( \varphi = 0 \) on \( \partial \Omega \). This will be discussed in Section 7.5.

By the above analysis, \((H^0_\Omega + 1)^{-1}\) is a compact operator and it has a complete set of eigenfunctions.

\(\square\)

Example 3.16.4 (Higher-Dimensional Sturm–Liouville Theory). Let \( \Omega \) be a bounded region as above, \( V \) a nonnegative \( L^2 \)-function on \( \Omega \). If \( D = C_0^\infty(\Omega) \) and \( A\varphi = -\Delta \varphi + V\varphi \), we have

\[
\langle \varphi, A\varphi \rangle = \|\nabla \varphi\|^2 + \langle \varphi, V\varphi \rangle \geq \|\nabla \varphi\|^2
\]

(3.16.25)

so, as above, the Friedrichs extension has a compact resolvent. For \( \Omega = (a, b) \subset \mathbb{R} \), this specializes to a Sturm–Liouville operator, so the \( \mathbb{R}^\nu \)-result generalizes Theorem 3.2.7. As we’ll see in Sections 7.5 and 7.6, one can handle \(-\Delta + V \) with \( V \in L^1(\Omega, d\nu x), V \geq 0 \) with “quadratic form methods.”

\(\square\)

Example 3.16.5 (Trapping Schrödinger Operators). Let \( V \) be continuous on \( \mathbb{R}^\nu \) with

\[
\lim_{|x| \to \infty} V(x) = \infty
\]

(3.16.26)

Let \( D = C_0^\infty(\mathbb{R}^\nu) \) and \( A\varphi = -\Delta \varphi + V\varphi \). Then

\[
\langle \varphi, (A + 1)\varphi \rangle = \|\nabla \varphi\|^2 + \|\varphi\|^2 + \int V(x)|\varphi(x)|^2 d\nu x
\]

(3.16.27)

By Rellich’s criterion with \( F(y) = 1 + V(y), G(y) = 1 + |y|^2 \), \( \{\varphi \in D \mid \langle \varphi, (A + 1)\varphi \rangle \leq 1\} \) lies in a compact subset, so \( A_F \) has compact resolvent and a complete set of eigenfunctions.

\(\square\)

Example 3.16.6. In \( \mathbb{R}^2 \), let

\[
V(x_1, x_2) = x_1^2 x_2^2
\]

(3.16.28)

We’ll show \(-\Delta + V \) has compact resolvent even though (3.16.26) fails, showing that condition is not necessary.

In Section 6.4 of Part 1, we proved there is an orthonormal basis on \( L^2(\mathbb{R}, dx) \) of eigenfunctions, \( \{\varphi_n\}_{n=0}^\infty \), of \( H_0 = \frac{1}{2}(-\frac{d^2}{dx^2} + x^2 - 1) \) with \( H_0 \varphi_n = n\varphi_n \). In particular, if \( f \in S \),

\[
\|\nabla f\|^2 + \|xf\|^2 \geq \|f\|^2
\]

(3.16.29)
By scaling $x \to \omega^{1/2}x$,
\[-\frac{d^2}{dx^2} + \omega^2 x^2 \geq |\omega| \quad (3.16.30)\]

Thus, in $\mathbb{R}^2$,
\[-\frac{\partial^2}{\partial x_1^2} + x_1^2 x_2^2 \geq |x_2| \quad (3.16.31)\]

Multiplying by $\frac{1}{2}$ and using $x_1 \leftrightarrow x_2$ symmetry, we see
\[A_1 \equiv -\Delta + x_1^2 x_2^2 \geq -\frac{1}{2} \Delta + \frac{1}{2} (|x_1| + |x_2|) \equiv A_2 \quad (3.16.32)\]

Since $|x_1| + |x_2| \to \infty$ as $|x| \to \infty$, $\{\varphi \mid \langle \varphi, A_2 \varphi \rangle \leq 1\}$ has compact closure, so by (3.16.32), $\{\varphi \mid \langle \varphi, A_1 \varphi \rangle \leq 1\}$ has compact closure, that is, $(A_1)_F$ has compact resolvent.

\[\square\]

**Notes and Historical Remarks.** $L^p(\mathbb{R}^n, dx)$-compactness criteria were heavily studied in the early 1930s. In 1931, Kolmogorov [399] found necessary and sufficient conditions for $S \subset L^p([a,b], dx)$ to be compact:
\[\sup_{f \in S} \|f\|_p < \infty \quad \text{and} \quad \forall \varepsilon, \exists \delta \text{ so that } |y| \leq \delta \Rightarrow \|A_y f - f\|_p \leq \varepsilon, \]
where $(A_y f)(x) = |2y|^{-1} \int_{x-y}^{x+y} f(w) \, dw$. This has caused some authors to call Theorem 3.16.1 the “Kolmogorov compactness criteria.” Theorem 3.16.1 first appeared in 1933 in M. Riesz [568]. Theorem 3.16.2 (Rellich’s criterion) is from Rellich’s 1930 paper [555].

We will have a lot more to say about Dirichlet Laplacians in Section 7.5. The argument in Example 3.16.6 is taken from Simon [643], which has five proofs that the operator $A_1$ in (3.16.32) has compact resolvent! For more on this and related phenomena, see Rellich [557], Robert [574], Simon [642, 652], Solomyak [660] and Tamura [695]. For a more general context, see Fefferman–Phong [196] and Maz’ya [471].
Orthogonal Polynomials

**Big Notions and Theorems:** Orthogonal Polynomials, OPRL, OPUC, Recursion Relations, Jacobi Parameters, Verblunsky Coefficients, Favard’s Theorem, Real Roots for OPRL, Interlacing Roots for OPRL, Classical OPs, Hermite Polynomials, Laguerre Polynomials, Jacobi Polynomials, Bessel Polynomials, Bochner–Brenke Theorem, $L^2$-Variational Principle, Chebyshev Polynomials, Alternation Principle, Faber–Fekete–Szegő Theorem, Fekete Points, Szegő Recursion, Zeros in Unit Disk, Verblunsky’s Theorem, Geronimus–Wendroff Theorem, Bernstein–Szegő Approximation, Szegő’s Theorem, Szegő Condition, Szegő Asymptotics

Let $\mu$ be a probability measure on $\mathbb{C}$ with finite moments, that is,

$$\int |z|^n \, d\mu(z) < \infty$$

(4.0.1)

for all $n = 0, 1, 2, \ldots$. Let $\mu$ be nontrivial in the sense that it is not supported at a finite set of points. Then $\{z^n\}_{n=0}^\infty$ are in $L^2(\mathbb{C}, d\mu)$ (by (4.0.1)) and are independent (by nontriviality, if $\int |f(z)|^2 \, d\mu = 0$, then $f$ vanishes at infinitely many points). Thus, by Gram–Schmidt (see Section 3.4 of Part 1), we can form monic orthogonal polynomials, $\Phi_n(z)$, that is,

$$\Phi_n(z) = z^n + \text{lower order}$$

(4.0.2)

and orthonormal polynomials,

$$\varphi_n(z) = \frac{\Phi_n(z)}{\|\Phi_n\|_{L^2(\mathbb{C}, d\mu)}}$$

(4.0.4)
Two special cases which concern us in this chapter are orthogonal polynomials on the real line (OPRL) and on the unit circle (OPUC) where \( \text{supp}(d\mu) \subset \mathbb{R} \) and \( \text{supp}(d\mu) \subset \partial \mathbb{D} \). They are special because they are associated with three-term recurrence relations, as we’ll see.

This chapter will present the basics and some of the more advanced features of the theory of OPs. In some sense, this whole chapter is a bonus chapter, although we’ll regard Section 4.1 as nonbonus for two reasons: we believe a comprehensive real analysis course should at least expose students to the three-term recurrence relation for OPRL. Secondly, as we’ll explain shortly, one basic result for OPRL is a variant of the spectral theorem and will be our “official” proof of that theorem, although we’ll have several other proofs.

The orthonormal polynomials for OPRL (denoted \( p_n \), not \( \varphi_n \)) will obey a three-term recurrence relation \((p_{-1} = 0)\)

\[
 xp_n(x) = a_{n+1}p_{n+1}(x) + b_{n+1}p_n(x) + a_n p_{n-1}(x) \quad (4.0.5)
\]

The \( a_n \in (0, \infty) \), \( b_n \in \mathbb{R} \) are called Jacobi parameters and

\[
 \sup_n (|a_n| + |b_n|) < \infty \iff \text{supp}(\mu) \text{ is bounded} \quad (4.0.6)
\]

A basic result we’ll prove in Section 4.1 is Favard’s theorem that any set of numbers \( \{a_n, b_n\}_{n=0}^{\infty} \), \( a_n \in (0, \infty) \), \( b_n \in \mathbb{R} \) obeying the right side of \( (4.0.6) \) are the Jacobi parameters of a unique measure. (In Section 7.7 we’ll see if \( (4.0.6) \) is dropped, one still has existence of \( \mu \) but uniqueness may fail.) This will imply the spectral theorem (and, in turn, could be proven from the spectral theorem) as follows: If \( A \) is a bounded self-adjoint operator and \( \varphi \in \mathcal{H} \) is such that \( \{A^n \varphi\}_{n=0}^{\infty} \) are independent, then one can apply Gram–Schmidt to these vectors and get \( \psi_n = p_n(A) \varphi_n \) are orthonormal with \( \text{span}\{\varphi, A\varphi, \ldots, A^n \varphi\} = \text{span}\{\psi_0, \psi_1, \ldots, \psi_n\} \). One proves the \( p_n(A) \) obey a three-term recurrence relation and then, by Favard’s theorem, its Jacobi parameters are associated to a measure, \( d\mu \). One shows \( A \upharpoonright \text{span}\{A^n \varphi\}_{n=0}^{\infty} \) is unitarily equivalent to multiplication by \( x \) on \( L^2(\mathbb{R}, d\mu) \).

The theory of OPs is roughly divided in two: the analytic theory which discusses general relations between measures \( d\mu \) and the recursion parameters, the zeros of \( p_n \), and the asymptotics of \( p_n(x) \) as \( n \to \infty \); and the algebraic theory which discusses the many specific, special cases of OPs, which are often crucial elements in the study of problems in analysis (or, more generally, in mathematics and applied science). Section 4.2 will illustrate the algebraic theory by providing a theorem that classifies all OPRL that also obey a second-order differential equation in \( x \).

One central tool of the theory of OPs is the use of \( L^2 \)-variational principles—Section 4.3 discusses solutions of \( L^\infty \)-variational principles and
Section 4.4 includes a result on asymptotics of $\|\varphi_n\|$ for OPUC obtained via a variational principle. More generally, Section 4.4 discusses OPUC which also obey a three-term recurrence relation, called the Szegő recurrence relation,

$$z\Phi_n(z) = \Phi_{n+1}(z) - \bar{\alpha}_n z^n \Phi_n(1/\bar{z})$$  (4.0.7)

The parameters $\{\alpha_n\}_{n=0}^\infty$ lie in $\mathbb{D}$ and are called Verblunsky coefficients. We’ll prove an analog of Favard’s theorem called Verblunsky’s theorem and a result on $\lim_{n \to \infty} \|\Phi_n\|_{L^2(\mathbb{C},d\mu)}$.

**Notes and Historical Remarks.** OPRL were developed slowly in the hundred years after 1790, initially as special cases (Legendre polynomials, then Hermite polynomials by Laplace, ...). OPUC were developed initially by Szegő around 1920, especially in a two-part paper [683].

Szegő’s book [686] is a classic in both the analytic and algebraic sides of the subject. Monographs on the algebraic side include Andrews et al. [19], Beals–Wong [48], and especially Ismail [334]. Monographs on the analytic side include Geronimus [240], Chihara [123], Nikishin–Sorokin [504], Stahl–Totik [662], and three books by Simon [648, 649, 653] (the first two on OPUC, the third mainly on OPRL).

### 4.1. Orthogonal Polynomials on the Real Line and Favard’s Theorem

In this section, we’ll focus on the case where the measure, $\mu$, on $\mathbb{C}$ with

$$\int |z|^n \, d\mu(z) < \infty$$  (4.1.1)

for all $n$ is supported on $\mathbb{R}$—thus, orthogonal polynomials on the real line or OPRL for short. We use $P_n(x)$ and $p_n(x)$ for which the general theory uses $\Phi_n$ and $\varphi_n$. Thus, $P_n(x)$ is the unique degree-$n$ polynomial with

$$P_n(x) = x^n + \text{lower order}, \quad \int P_n(x)x^j \, d\mu(x) = 0, \quad j = 0, 1, \ldots, n-1$$  (4.1.2)

The uniqueness implies $P_n$ is real, that is,

$$\overline{P_n(z)} = P_n(\bar{z})$$  (4.1.3)

equivalently, all coefficients are real. We also define

$$p_n(x) = \frac{P_n(x)}{\|P_n\|}$$  (4.1.4)

where $\| \cdot \|$ is $L^2(\mathbb{R},d\mu)$-norm.

For $P_n, p_n$ to exist for all $n$, we need that $\{x^j\}_{j=0}^\infty$ are linearly independent in $L^2(\mathbb{R},d\mu)$ so we can apply Gram–Schmidt. $\mu$ is called trivial if
supp(μ) is a finite set of points \( \{x_k\}_{k=1}^N \) and nontrivial if it is not trivial. If \( \int |\sum_{j=0}^k a_j x^j|^2 \, d\mu(x) = 0 \), then \( Q(x) = \sum_{j=0}^k a_j x^j \) must be a.e. zero, which can only happen if \( \mu \) is supported on the zeros of \( Q \). Conversely, if \( \mu \) is supported on \( \{x_k\}_{k=1}^N \), then

\[
P_N(x) = \prod_{j=1}^N (x - x_j) \tag{4.1.5}
\]

has

\[
\int |P_N(x)|^2 \, d\mu(x) = 0 \tag{4.1.6}
\]

That is, \( \{x^j\}_{j=0}^\infty \) are linearly independent if and only if \( \mu \) is nontrivial. Equivalently, if \( \mu \) is nontrivial, we can define \( \{P_n\}_{j=0}^\infty \) and \( \{p_n\}_{n=0}^\infty \); if \( \text{supp}(\mu) = \{x_j\}_{j=0}^N \), then \( L^2(\mathbb{R}, d\mu) \) is \( N \)-dimensional, and we can define \( \{P_j\}_{j=0}^N \) and \( \{p_j\}_{j=0}^{N-1} \) with \( P_N \) given by (4.1.5). By (4.1.6), \( p_N \) cannot be defined.

If \( \mu \) is trivial, \( \{p_j\}_{j=0}^{N-1} \) are an ON basis of \( L^2(\mathbb{R}, d\mu) \). If \( \mu \) is nontrivial and \( \text{supp}(\mu) \) is a bounded set, by the Weierstrass approximation theorem, \( \{p_j\}_{j=0}^\infty \) is an ON basis. If \( \text{supp}(d\mu) \) is unbounded, it can be proven (see Section 7.7) that \( \{p_j\}_{j=0}^\infty \) is an ON basis if the moment problem is determinate (in the sense of Section 5.6 of Part 1) and for some but not all \( \mu \)'s if the moment problem is indeterminate.

We will mainly discuss the nontrivial case, although we’ll see that the trivial case is useful tool. For now, unless we state otherwise, we’ll suppose \( \mu \) is nontrivial.

Our main initial result is that in this case (and not more general cases of measures on \( \mathbb{C} \)), the \( p_n \) and \( P_n \) obey a three-term recursion relation,

\[
x P_n(x) = P_{n+1}(x) + b_{n+1} P_n(x) + a_n^2 P_{n-1}(x) \tag{4.1.7}
\]

with \( b_n \in \mathbb{R} \) (and \( P_{-1} \equiv 0 \)),

\[
a_n = \frac{\|P_n\|}{\|P_{n-1}\|} > 0 \tag{4.1.8}
\]

This implies that

\[
\|P_n\| = a_1 \ldots a_n \mu(\mathbb{R})^{1/2} \tag{4.1.9}
\]

and

\[
x p_n(x) = a_n p_{n+1}(x) + b_{n+1} p_n(x) + a_n p_{n-1}(x) \tag{4.1.10}
\]

\( \{a_n, b_n\}_{n=1}^\infty \) are called the Jacobi parameters of \( \mu \). In particular, (4.1.9) implies that if \( \mu(\mathbb{R}) = 1 \), then

\[
p_n(x) = \frac{1}{a_1 \ldots a_n} x^n + \text{lower order} \tag{4.1.11}
\]
Once we have (4.1.10), we’ll prove that
\[ \sup_n(|a_n| + |b_n|) < \infty \Leftrightarrow \text{supp}(d\mu) \text{ is bounded} \] (4.1.12)
and we’ll focus only on that case. If \( A \) is the self-adjoint operator of multiplication by \( x \), then the conditions in (4.1.12) imply that \( A \) is bounded and its matrix in the ON basis \( \{p_j\}_{j=0}^\infty \) is the Jacobi matrix
\[
J = \begin{pmatrix}
    b_1 & a_1 & 0 & 0 & \cdots \\
    a_1 & b_2 & a_2 & 0 & \cdots \\
    0 & a_2 & b_3 & a_3 & \cdots \\
    \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}
\] (4.1.13)

We have thus seen that any \( \mu \) of bounded support leads to a bounded matrix of the form (4.1.13). The converse, namely, any matrix of the form \( J \) with (4.1.12) and \( b_j \in \mathbb{R}, a_j > 0 \) is the Jacobi matrix of some measure, \( d\mu \), is known as Favard’s theorem and will be a major goal for us. We especially care about it since it is equivalent to the spectral theorem for bounded self-adjoint operators. Indeed, it will be the basis for our proof of that theorem in Section 5.3. We now turn to the details.

**Theorem 4.1.1** (Three-Term Recurrence for OPRL). Let \( \mu \) be a nontrivial measure on \( \mathbb{R} \) with (4.1.1). Then there exist \( \{b_n\}_{n=0}^\infty \subset \mathbb{R} \) so that (4.1.7) holds, with \( a_n \) given by (4.1.8). Moreover, (4.1.9) and (4.1.10) hold.

If \( \mu \) is trivial with \( \text{supp}(\mu) = \{x_j\}_{j=1}^N \), \( N \) distinct points, (4.1.7)–(4.1.10) hold for \( n = 0, 1, 2, \ldots, N-1 \), where \( P_N \) is given by (4.1.5) and \( p_N = 0 \).

**Remark.** In the nontrivial case, (4.1.7), (4.1.10) hold for all \( x \) and \( n \) (not just as functions in \( L^2 \)). In the trivial case, (4.1.7), (4.1.10) hold for all \( x \) and \( j = 0, \ldots, N-2 \), and (4.1.7) for all \( x \) and \( j = N-1 \) (with \( P_n \) given by (4.1.5)). But for \( j = N-1 \), (4.1.10) holds only as a statement of \( L^2 \)-functions with \( p_N = 0 \). This is so since \( \|P_N\| = 0 \), so either \( a_{N+1} \) is infinite or undefined.

**Remark.** \( \text{supp}(\mu) \subset \mathbb{R} \) enters via (4.1.15) below; equivalently, because it implies multiplication by \( x \) is self-adjoint.

**Proof.** By a simple induction, since \( P_j(x) \) is monic, \( \{P_j(x)\}_{j=0}^{n+1} \) is a basis for the polynomials of degree at most \( n+1 \). Since these functions are orthogonal in \( L^2 \), we have for \( \deg(Q) \leq n+1 \),
\[
Q = \sum_{j=0}^{n+1} \frac{\langle P_j, Q \rangle}{\langle P_j, P_j \rangle} P_j
\] (4.1.14)

Since \( \deg(xP_j) = j+1 \), if \( j+1 < n \) (i.e., \( j < n-1 \)), we have
\[
\langle P_j, xP_n \rangle = \langle xP_j, P_n \rangle = 0
\] (4.1.15)
Thus, by (4.1.14),

$$xP_n(x) = \alpha P_{n+1}(x) + \beta P_n(x) + \gamma P_{n-1}(x)$$

(4.1.16)

Since $xP_n$ and $P_{n+1}$ are both monic and $P_n, P_{n-1}$ of lower degree, $\alpha = 1$.

In particular, by (4.1.14) for all $n$,

$$\langle xP_n, P_{n+1} \rangle = \|P_{n+1}\|^2$$

(4.1.17)

Replacing $n$ by $n - 1$,

$$\langle xP_{n-1}, P_{n+1} \rangle = \langle P_{n-1}, xP_{n} \rangle = \|P_{n}\|^2$$

(4.1.18)

so the $\gamma$ in (4.1.16) is $\|P_{n}\|^2 / \|P_{n-1}\|^2$, that is, we have (4.1.8).

Since

$$b_{n+1} = \frac{\langle xP_n, P_n \rangle}{\langle P_n, P_n \rangle}$$

(4.1.19)

we see that $b_{n+1}$ is real. We have thus proven (4.1.7)/(4.1.8) and that

$$\|P_n\| = \left(\prod_{j=1}^{n} \frac{\|P_j\|}{\|P_{j-1}\|}\right) \|P_0\| = \mu(\mathbb{R}) \sqrt[\frac{1}{2}]{} a_1 \ldots a_n$$

that is, (4.1.9).

Dividing (4.1.19) by $\|P_n\|$, we get

$$xp_n(x) = \left(\frac{\|P_{n+1}\|}{\|P_n\|}\right)P_{n+1}(x) + b_{n+1}P_n(x) + a_n^2 \left(\frac{\|P_{n-1}\|}{\|P_n\|}\right)P_{n+1}(x)$$

(4.1.20)

which, given (4.1.8), is (4.1.10).

Henceforth, we suppose $\mu(\mathbb{R}) = 1$.

**Proposition 4.1.2.** Given a measure, $\mu$, on $\mathbb{R}$ obeying (4.1.1), let

$$\eta = 2 \sup_n |a_n| + \sup_n |b_n|$$

(4.1.21)

Then

(a) If $\eta$ is finite,

$$\text{supp}(\mu) \subset [-\eta, \eta]$$

(4.1.22)

(b) If

$$\text{supp}(\mu) \subset [-R, R]$$

(4.1.23)

then

$$\eta \leq 3R$$

(4.1.24)

In particular, $\text{supp}(\mu)$ is bounded if and only if $\eta$ is finite.
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**Proof.** (a) If $\eta < \infty$, then the matrix $J$ is the matrix of multiplication by $x$ in $\{p_n\}_{n=0}^\infty$ basis (even if the polynomials aren’t dense, they are left invariant by multiplication by $x$) and $J$ is the matrix of this operator on polynomials. A matrix with nonzero elements along a single diagonal clearly has norm the sup of the elements on that diagonal. So writing $J$ as a sum of three such matrices, we get $\|J\| \leq \eta$. In particular,

$$\int x^n d\mu(x) = |\langle 1, J^n 1 \rangle| \leq \eta^n \quad (4.1.25)$$

which it is easy to see (Problem [1] implies (4.1.22)).

(b) For any $f, g$ with $\|f\|_{L^2} = \|g\|_{L^2} = 1$, we have

$$\left| \int x|f(x)g(x)| d\mu(x) \right| \leq R \quad (4.1.26)$$

since $|fg| \leq \frac{1}{2}|f|^2 + \frac{1}{2}|g|^2$. Moreover,

$$b_n = \langle xp_n, p_n \rangle, \quad a_n = \langle xp_n, p_{n+1} \rangle \quad (4.1.27)$$

which leads from (4.1.26) to (4.1.24). \qed

We have seen that any measure nontrivial on $\mathbb{R}$ of bounded support leads to an infinite Jacobi matrix with $\eta < \infty$. That this has a converse is called Favard’s theorem:

**Theorem 4.1.3** (Favard’s Theorem). Let $\{a_n\}_{n=1}^\infty, \{b_n\}_{n=1}^\infty$ be a set of Jacobi parameters (i.e., $a_n > 0, b_n \in \mathbb{R}$) with $\eta, \eta$ given by (4.1.21), finite. Then there exists a unique probability measure, $\mu$, with the given Jacobi parameters.

**Remarks.** 1. There is a result also if $\eta = \infty$, which is more subtle and also called Favard’s theorem. We’ll prove it in the bonus chapter on unbounded self-adjoint operators; see Section 7.7.

2. Uniqueness is easy. For let $\mu, \nu$ be two probability measures with the same Jacobi parameters as above. By Proposition [1,1.2] since $\eta < \infty$, they both have bounded support. So by the Weierstrass approximation theorem (see Theorem 2.4.1 of Part 1), it suffices to prove for all $n$ that

$$\int x^n d\mu = \int x^n d\nu \quad (4.1.28)$$

(see Section 4.17, especially Theorem 4.17.1, of Part 1). This holds for $n = 0$. Suppose it holds for $n = 0, 1, 2, \ldots, k - 1$. Since the $a_n$’s and $b_n$’s determine $P_k(x)$, we have

$$\int P_k(x) d\mu = \int P_k(x) d\nu \quad (4.1.29)$$
by orthogonality of $P_k$ to 1. This expresses the $k$-th moment in terms of the $n$-th moments for $n = 0, \ldots, k - 1$, so by the induction hypothesis, (4.1.28) holds for $n = k$.

The full proof of the existence part of Theorem 4.1.3 requires some preliminaries. Essentially, we will first prove the spectral theorem and analog of Favard’s theorem for finite Jacobi matrices and then get Favard’s theorem by approximating $J$ by its finite approximations:

$$J_{n;F} = \begin{pmatrix}
    b_1 & a_1 & \cdots & \cdots & 0 \\
    a_1 & b_1 & \ddots & \ddots & \vdots \\
    \vdots & \ddots & \ddots & b_{n-1} & a_{n-1} \\
    0 & \cdots & \cdots & a_{n-1} & b_n
\end{pmatrix} \quad (4.1.30)$$

Eventually (see Theorem 4.1.5), we’ll prove that

$$\det(x - J_{n;F}) = P_n(x) \quad (4.1.31)$$

so zeros of $P_n$ as eigenvalues of $J_{n;F}$ are important. We begin with

**Proposition 4.1.4.** Let $J \equiv J_{n;F}$ be an $n \times n$ Jacobi matrix as in (4.1.30). Let $P_n$ be the monic polynomial obtained from these Jacobi parameters and (4.1.7). Then

(a) All roots of $P_n$ are real.
(b) All roots of $P_n$ are simple.
(c) The roots of $P_n$ and $P_{n-1}$ strictly interlace.

**Remarks.** 1. The proof below is an adaptation of a standard argument that proves the same thing for orthogonal polynomials.

2. To say the zeros of two polynomials, $P$ and $Q$, *strictly interlace* means they are simple for each and the zeros of $P$ and $Q$ are disjoint sets, and between any two zeros of $P$, there are zeros of $Q$ and vice-versa.

3. See Problem 2 for proofs using the theory of rank-one perturbations of finite matrices discussed in Section 1.3. Problem 6 has an extended notion of interlacing.

**Proof.** Let $Q$ be a monic polynomial of degree $n - 1$ and $P$ a monic polynomial of degree $n$. Suppose $Q$ has all its zeros on $\mathbb{R}$ as $n - 1$ distinct points $y_1^Q < \cdots < y_{n-1}^Q$ and $P$ is nonvanishing with sign $(-1)^j$ at $y_j^Q$. Then $P$ has zeros $y_1^P < \cdots < y_n^P$, all on $\mathbb{R}$, with

$$y_1^P < y_1^Q < y_2^P < y_2^Q < \cdots < y_{n-1}^Q < y_n^P \quad (4.1.32)$$

For since $P$ changes sign from $y_k^Q$ to $y_{k+1}^Q$, $P$ has to have at least one zero between them. Since $P \to \infty$ as $x \to \infty$ and is negative at $y_n^Q$, $P$ has
to have a zero in \((y_{n-1}^Q, \infty)\). Similarly, \((-1)^n P \to \infty\) as \(x \to -\infty\) and \((-1)^n P(y_1^Q) < 0\). \(P\) has a zero in \((-\infty, y_1^Q)\). So we accounted for all zeros of \(P\) and get (4.1.32).

We now prove (a)–(c) inductively by proving inductively that \(P_n\) is negative at the largest zero of \(P_{n-1}\) and has alternating signs at successive zeros. The key fact is implied by (4.1.7):

\[
P_n(y) = 0 \Rightarrow P_{n+1}(y) + a_n^2 P_{n-1}(y) = 0
\]

\[
\Rightarrow P_n \text{ and } P_{n-1} \text{ have opposite signs at } y
\]

We’ll leave the details of the induction from here to the reader (Problem 2).

\[\square\]

Here is the main finite-dimensional result that concludes both the spectral theorem for \(J_{n;F}\) and the analog of Favard’s theorem:

**Theorem 4.1.5.** Let \(J \equiv J_{n;F}\) be an \(n \times n\) Jacobi matrix of the form (4.1.30). Let \(\{P_j\}_{j=1}^n\) and \(\{p_j\}_{j=1}^{n-1}\) be the polynomials defined by (4.1.7)/(4.1.8) inductively, with \(p_{-1} = P_{-1} = 0\), \(p_0 = P_0 = 1\). Then

(a) All the zeros of \(P_n(x)\) are real and simple.
(b) If \(y_j, j = 1, \ldots, n\), is a zero of \(P_n\), then it is an eigenvalue of \(J\). Indeed, if \(\varphi^j\) is the \(n\)-component vector with components

\[\langle \varphi^j \rangle_k = \frac{p_{k-1}(y_j)}{\left(\sum_{\ell=1}^n|p_{\ell-1}(y_j)|^2\right)^{1/2}}\]

\[k = 1, \ldots, n, \text{ then}\]

\[
(J - y_j)\varphi^j = 0 \quad (4.1.34)
\]

(c) For \(j \neq k\) \(\langle \cdot, \cdot \rangle = \text{normal } \mathbb{C}^n \text{ inner product}),

\[
\langle \varphi^j, \varphi^k \rangle = 0 \quad (4.1.35)
\]

so \(\{\varphi^j\}_{j=1}^n\) is an orthonormal basis for \(\mathbb{C}^n\), that is, \(J\) has an orthonormal basis of eigenvectors.

(d) Let \(\mu\) be the measure (\(\delta_y = \text{point mass at } y\))

\[\mu = \sum_{j=1}^n |(\varphi^j)_1|^2 \delta_{y_j}\]

then \(\mu\) is a probability measure with monic OPs \(\{P_j\}_{j=1}^n\) and orthonormal OPs \(\{p_j\}_{j=1}^{n-1}\). The Jacobi parameters for \(\mu\) are \(\{a_j\}_{j=1}^{n-1}, \{b_j\}_{j=1}^n\).

(e) (4.1.31) holds.

**Remarks.** 1. (b) + (c) is essentially the spectral theorem for \(J\). In Sections 5.2 and 5.3 we’ll see any finite-dimensional operator is a direct sum of finite Jacobi matrices in some orthonormal basis, so this implies the full finite-dimensional spectral theorem.
2. (d) is an explicit form of the analog of the Favard theorem for the finite Jacobi parameters.

3. Since $P_n$ is monic and its zeros are the eigenvalues of $J_n; F$, we have (4.1.31).

**Proof.** (a) This is essentially a restatement of Proposition 4.1.4.

(b) Define vectors $\nu(x)$ in $\mathbb{C}^n$ by $(\nu(x))_k = p_{k-1}(x)$. Then

$$[(J - x)\nu(x)]_j = -(a_1 \ldots a_{n-1})^{-1}\delta_{jn}P_n(x) \quad (4.1.37)$$

This follows from (4.1.10) and, for $j = n$, from (4.1.7), (4.1.9). It follows that if $P_n(y) = 0$, then $y$ is an eigenvalue of $J$ and $\phi^j = \nu(y_j)/N_j$ is that eigenvalue normalized so $\langle \phi^j, \phi^j \rangle = 1$. Since there are $n$ distinct zeros, we have $n$ eigenvectors.

(c) If $j \neq k$, by self-adjointness of $J$,

$$0 = \langle J\phi^j, \phi^k \rangle - \langle \phi^j, J\phi^k \rangle = (y_j - y_k)\langle \phi^j, \phi^k \rangle$$

so since $y_j - y_k \neq 0$, $\langle \phi^j, \phi^k \rangle = 0$. By counting dimensions, $\{\phi^j\}_{j=1}^n$ is an orthonormal basis.

(d) Since $\phi^j$ is an orthonormal basis, the matrix

$$U_{\ell j} = (\phi^j)_\ell \quad (4.1.38)$$

has

$$\sum_{\ell=1}^n U_{\ell j}U_{\ell k} = \delta_{jk} \quad (4.1.39)$$

that is, $U^*U = 1$. Since we are in finite dimensions, $UU^* = 1$, that is,

$$\sum_{j=1}^n U_{\ell j}U_{mj} = \delta_{\ell m} \quad (4.1.40)$$

Since $(\phi^j)_\ell = p_{\ell-1}(y_j)(\phi^j)_1$, (4.1.40) says

$$\sum_{j=1}^n |(\phi^j)_1|^2 p_{\ell-1}(y_j)p_{m-1}(y_j) = \delta_{\ell m} \quad (4.1.41)$$

that is, the $p$’s are the orthogonal polynomials for the measure (4.1.36). Thus, the $a$’s and $b$’s are this measure’s Jacobi parameters.

(e) Since the zeros and eigenvalues are both simple, this is an immediate consequence of the fact that $\det(B)$ is the product of eigenvalues of $B$. □

To handle the infinite case, we need to extend the argument in Remark 2 after Theorem 4.1.3 to handle partial uniqueness.
Proposition 4.1.6. Fix \( n \) among \( 1, 2, \ldots \). Let \( d\rho, d\mu \) be two probability measures on \( \mathbb{R} \), each of which has a support with at least \( n \) points. Then their first \( 2n - 1 \) Jacobi parameters \( \{a_j\}_{j=1}^{n-1} \cup \{b_j\}_{j=1}^{n-1} \) are equal if and only if
\[
\int x^k \, d\rho = \int x^k \, d\mu \quad (4.1.42)
\]
for \( k = 0, 1, \ldots, 2n - 1 \).

Remark. Since \( k = 0 \) is assured by the assumption of their being probability measures, (4.1.42) has \( 2n - 1 \) conditions, the same number as the \( n - 1 \) \( a_j \)'s and \( n b_j \)'s.

Proof. If (4.1.42) holds, for any polynomials \( P \) and \( Q \) of degree at most \( n - 1 \),
\[
\int P(x)Q(x) \, d\rho = \int P(x)Q(x) \, d\mu \\
\int xP(x)Q(x) \, d\rho = \int xP(x)Q(x) \, d\mu \quad (4.1.43)
\]
Thus, by Gram–Schmidt, \( \{p_j(x)\}_{j=0}^{n-1} \) are determined with the same \( \{a_j, b_j\}_{j=1}^{n-1} \). \( b_j \) is given by \( \int xp_{j-1}(x)^2 \, d\mu(x) \), and so the second equation in (4.1.43) proves the \( b_j \)'s are equal.

Conversely, if the \( a \)'s and \( b \)'s are equal for the given values by (4.1.7), \( \{P_j(x)\}_{j=1}^{n} \) are equal. The conditions
\[
\int P_j(x)x^\ell \, d\mu = 0, \quad j = 1, \ldots, n; \, \ell = 0, 1, \ldots, j - 1 \quad (4.1.44)
\]
inductively determine \( \int x^k \, d\mu(x) \) for \( k = 0, 1, \ldots, 2n - 1 \) (Problem 3). \( \square \)

Finally, we can prove Favard’s theorem.

Proof of Theorem [4.1.3]. Given a Jacobi matrix with \( \eta < \infty \), let \( J_{n:F} \) be the truncated matrices in (4.1.30). By Theorem [4.1.5], there are measures \( \mu_n \) supported by \( n \) points for which \( J_{n:F} \) is the associated finite Jacobi matrix. Since \( \|J_{n:F}\| \leq \eta \), eigenvalues lie in \([-\eta, \eta]\), so all measures, \( d\mu_n \), are supported in \([-\eta, \eta]\).

By Proposition 4.1.6, if \( n \leq m \),
\[
\int x^\ell \, d\mu_n = \int x^\ell \, d\mu_m \quad (4.1.45)
\]
for \( \ell \leq 2n - 1 \). Thus, \( \int x^\ell \, d\mu_n \) is \( n \)-independent once \( n \geq \frac{1}{2}(\ell + 1) \), so \( \lim \int x^\ell \, d\mu_n \) exists for each fixed \( \ell \). Thus, \( \lim \int f(x) \, d\mu_n \) exists for each polynomial, \( f \), and so, by the Weierstrass approximation theorem for all \( f \in C([-\eta, \eta]) \).
The limit function is a positive functional on \( C([-\eta, \eta]) \) and so (by Section 4.4 of Part 1) defines a measure \( d\mu \) on \([-\eta, \eta]\). By construction for \( \ell \leq 2n - 1 \),

\[
\int x^\ell \, d\mu_n = \int x^\ell \, d\mu \quad (4.1.46)
\]

By Proposition 4.1.6 in the opposite direction, \( \mu \) and \( \mu_n \) have the same \( \{a_j\}_{j=1}^{n-1} \cup \{b_j\}_{j=1}^n \) Jacobi parameters, so \( \mu \) has all the required Jacobi parameters. □

Notes and Historical Remarks.

The classical orthogonal polynomials are mostly attributed to someone other than the person who introduced them. Szegő refers to Abel and Lagrange and Tschebyscheff for work on the Laguerre Polynomials.

— R. Askey

OPRL had its start via the special examples mentioned in the introductory notes and which star in the next section. The general theory came out of work on the moment problem. If \( \mu \) is a measure on \( \mathbb{R} \) with finite moments,

\[
F(z) = \int \frac{d\mu(x)}{x - z} \quad (4.1.47)
\]

then \( F(z) \) has a formal continued fraction expansion at infinity

\[
F(z) = \frac{1}{-z + b_1 - \frac{a_1^2}{-z + b_2 - a_2^2}...} \quad (4.1.48)
\]

and one way of defining the Jacobi parameters is from this expansion.

As far as OPRL is concerned, the point is, as we’ll see in Section 7.7, if one truncates by setting \( a_n = 0 \), the truncated continued fraction is

\[
F_n(z) = -Q_n(z)/P_n(z) \quad (4.1.49)
\]

where \( P_n \) is the \( n \)-th monic orthogonal polynomial (and \( Q \) is a polynomial of degree \( n - 1 \)). In Theorem 7.5.1 of Part 2A, we saw that numeric truncated continued fractions are related by a three-term recursion relation called the Euler-Wallis equations. Their derivation was purely algebraic and so applies here. The resulting recursion relation for the \( P_n \)’s is exactly (4.1.7)!  

One can go further (see e.g., Theorem 7.7.22) and prove that if \( \{a_n, b_n\}_{n=1}^\infty \) are bounded, then \( F_n \) converges on \( \mathbb{C} \setminus [\alpha, \beta] \) (for \( \alpha, \beta \) defined in terms of \( \text{sup}(a_n) \) and \( \text{sup}(b_n) \)) to a \( F(z) \) for which there is a measure \( d\mu \) obeying (4.1.47). The orthogonality of the \( P_n \)’s and the relation to the moments of \( \mu \) are, in this approach, an afterthought.

\footnote{in Notes on Szegő’s paper, An outline of the history of orthogonal polynomials.}
The above, while differing in technical details is essentially historically how the process of going from Jacobi parameters to measure was discussed! In 1848, Jacobi [345], in trying to diagonalize a general real quadratic form, was lead to finite Jacobi matrices, found the finite continued fraction (4.1.48), and showed that the zeros of the denominator were the eigenvalues of his matrix (or rather the coefficients in an eventual diagonalization of the form), so in essence he had (4.1.31).

In [119], Chebyshev looked at the moment problem as part of his attempts to prove the central limit theorem. He asked how to go from moments to $\mu(c,d)$ for $c,d$ in the support of $\mu$. He computed the weight of the finite approximations one gets by truncating the continued fraction and claimed, but did not prove, inequalities that implied convergence as $N \to \infty$. These were proven independently by Markov [467] and Stieltjes [666]. Stieltjes was unaware of the work of either Chebyshev or Markov but once he was, he wrote a note agreeing to their priority.

All this work started with $d\mu(x) = w(x)dx$ and did not address the issue of going from the moments of the Jacobi parametrization to the measure without knowing a priori that $d\mu$ existed. Indeed, without the Stieltjes integral, they couldn’t study the general moment problem.

It was Stieltjes [667] who invented this integral and then implicitly had what we have called Favard’s theorem already in 1895 (and its analog for positive, even unbounded, Jacobi matrices).

Favard’s theorem appeared in Favard’s 1935 paper [195] and this name is used extensively within the OP literature. Not only was the result already implicit in Stieltjes, but explicitly in Stone’s 1932 book [670] which had a whole chapter on Jacobi matrices! We also note the OPUC analog predated Favard (see the Notes to Section 4.4).

Problems
1. Let $\mu$ be a Baire measure on $\mathbb{R}$ with finite moments.
   (a) If $\text{supp}(\mu)$ is not in $[-R,R]$, prove that for a constant $C_R$ and all $n$ that
   $$\int x^{2n} \, d\mu \geq C_R R^{2n}$$
   (b) If (4.1.25) holds, prove that (4.1.22) is true.
2. Complete the proof of Proposition 4.1.4 by induction in $n$.
3. Prove that (4.1.44) for $\ell = 0$ determines $c_k \equiv \int x^k \, d\mu(x)$ for $k = 0, 1, \ldots, n$, then for $\ell = 1$, we get $c_{n+1}$ until for $\ell = n - 1$, we get $c_{2n-1}$. 
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4. (a) Suppose $p_n(x)$ has a zero at $\zeta + i\kappa$ with $\kappa \neq 0$. Show this implies that
\[
\int p_n(x)q(x)d\mu(x) > 0, \quad q(x) = p_n(x)/|x - \zeta - i\kappa|^2
\] (4.1.50)
and conclude there cannot be such zeros.

(b) Let $[\alpha, \beta]$ be an interval with $\text{supp}(\mu) \subset [\alpha, \beta]$. By considering $p_n(x)/(x - \zeta)$ if $\zeta < \alpha$ or $p_n(x)/(\zeta - x)$ if $\zeta > \beta$, prove that $p_n$ has all its zeros in $[\alpha, \beta]$.

(c) Prove that $p_n(x)$ cannot have a real zero at $\zeta$ of multiplicity $\geq 2$ by considering $p_n(x)/(x - \zeta)^2$.

(d) If $(\gamma, \lambda) \subset [\alpha, \beta]$ so $\text{supp}(\mu) \subset [\alpha, \gamma] \cup [\lambda, \beta]$, prove that $p_n(x)$ cannot have two zeros $\zeta, \kappa \in (\gamma, \lambda)$ by considering $p_n(x)/(x - \zeta)(x - \kappa)$.

(e) Find a $\mu$ so $p_n(\lambda)$ has a zero in $(\gamma, \lambda)$. (Hint: Pick $\mu$ so that $p_n(x) = (-1)^np_n(-x)$.)

5. This will reprove Proposition 4.1.4 by using the theory of rank-one perturbations of finite matrices (see Section 1.3).

(a) Let $D_n(z) = \det(z - J_{n;F})$. By expanding in minors prove that
\[
D_n(z) = (z - b_n)D_{n-1}(z) - a_n^2D_{n-2}(z) \quad (4.1.51)
\]
(b) Conclude by induction that (4.1.31) holds.
(c) Prove that the zeros of $P_n$ are real using (4.1.31).
(d) Prove that the zeros are simple.
(e) Prove that the zeros of $P_n$ and $P_{n-1}$ interlace by using Theorem 1.3.5.

6. (a) Let $J_{n;F}^{(j)}(\alpha)$ be the Jacobi matrix $J_{n;F}$ with $b_j$ replaced by $b_j + \alpha$. Show that as $\alpha \to \infty$, the zeros of $P_n(x)$ converge to the zeros of $P_j(x)$ together with the zeros of the orthogonal polynomial $Q_{n-j-1}(x)$ with Jacobi parameters $\{a_j+\ell, b_j+\ell\}_{\ell=1}^{n-j}$. (Hint: See Problem 2 of Section 1.3)

(b) Prove Stieltjes interlacing: If $j < n$ and $P_j$ and $P_n$ have no common zeros, then each interval between successive zeros of $P_n$ has exactly one or exactly zero eigenvalues of $P_j$ and all eigenvalues of $P_j$ occur in those intervals.

Remark. This approach to Stieltjes interlacing is due to de Boor–Saff [150].

4.2. The Bochner–Brenke Theorem

Note. In this section, we will use the Pochhammer symbol, $(a)_n$, defined for $n = 0, 1, 2, \ldots,$ and $a \in \mathbb{C}$ by
\[
(a)_n = a(a + 1) \ldots (a + n - 1) \quad (4.2.1)
\]
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(with \((a)_0 = 1\)). If \(a \notin \{0, -1, -2, \ldots\}\), we have

\[
(a)_n = \frac{\Gamma(n + a)}{\Gamma(a)}
\]

in terms of the Gamma function. In particular, \((1)_n = n!\).

As discussed in this chapter’s introduction, there is an algebraic side of the theory of OPs. This section will describe one aspect of that side. We’ve seen that OPRL, \(\{p_n(x)\}_{n=0}^\infty\), obey a three-term recurrence relation in \(n\). Here we’ll ask which OPs also obey a particular equation in \(x\), namely, we’d like them to all be eigenfunctions of the same second-order differential equation, that is, for there to be functions, \(f(x), g(x), h(x)\), and complex numbers, \(\{\lambda_n\}_{n=0}^\infty\), so that

\[
f(x) \frac{d^2}{dx^2} p_n(x) + g(x) \frac{d}{dx} p_n(x) + h(x)p_n(x) = \lambda_n p_n(x)
\]

Our goal will be to prove a remarkable theorem of Bochner and Brenke that classified all such OPs.

We begin by describing them—all have appeared already in Chapter 14 of Part 2B.

**Definition.** The Hermite polynomials are defined by

\[
H_n(x) = (-1)^n e^{x^2} \left( \frac{d}{dx} \right)^n (e^{-x^2})
\]

The Laguerre polynomials are defined (depending on complex parameter \(\alpha\)) by

\[
L_n^{(\alpha)}(x) = (n!)^{-1} x^{-\alpha} e^x \left( \frac{d}{dx} \right)^n (e^{-x}x^{n+\alpha})
\]

The Jacobi polynomials are defined (depending on the complex parameters \(\alpha\) and \(\beta\)) by

\[
P_n^{(\alpha,\beta)}(x) = \frac{(-1)^n}{n!2^n} (1-x)^{-\alpha} (1+x)^{-\beta} \left( \frac{d}{dx} \right)^n [(1-x)^n + \alpha(1+x)^{n+\beta}]
\]

The \(H_n, L_n^{(\alpha)}\) with \(\alpha > -1\), \(P_n^{(\alpha,\beta)}\) with \(\alpha, \beta > -1\) are called the classical orthogonal polynomials.

**Remarks.** 1. The parameters are often restricted to real values with \(\alpha > -1\) for Laguerre and to \(\alpha, \beta > -1\) for Jacobi. We will often do this below but will sometimes want to consider general complex \(\alpha, \beta\).

2. These are the conventional normalizations—they are neither monic nor normalized! Indeed, the leading term for \(L_n^{(\alpha)}\) is \((-1)^n/n^2 x^n + O(x^{n-1})\), which is not even always positive! For \(P_n^{(\alpha,\beta)}\) and \(H_n\), it is at least positive for the classical values of \(\alpha\) and \(\beta\).
3. These are known as Rodrigues formulae. We’ll use them as definitions in this section, although there are often other definitions and these are then derived formulae.

4. The Hermite and Laguerre polynomials are constants times hypergeometric functions of \( z^2 \) and \( z \), respectively. The Jacobi polynomials are \( {}_2F_1 \) hypergeometric functions of \( \frac{1}{2}(1 - z) \); see Examples 14.4.16 and 14.4.17 of Part 2B.

5. \( L_n^{(\alpha=0)} \) are sometimes called Laguerre polynomials and \( L_n^{(\alpha)} \) generalized Laguerre polynomials.

6. Special cases of Jacobi polynomials include Legendre and Chebyshev polynomials; see Section 14.4 of Part 2B.

7. The definition \( (4.2.6) \) is intended near \( x = 0 \) taking the branch with \( (1 \pm x)^\gamma = 1 \). Once we know it is a polynomial, it is defined for all \( x \)!

**Theorem 4.2.1.** (a) \( H_n, L_n^{(\alpha)}, P_n^{(\alpha,\beta)} \) are polynomials in \( x \) of degree \( n \) for any complex values of \( \alpha, \beta \).

(b) The \( H_n(x) \) are orthogonal with weight \( e^{-x^2} \) dx on \( \mathbb{R} \), that is,

\[
\int_{-\infty}^{\infty} H_m(x)H_n(x)e^{-x^2} \, dx = 0 \quad (n \neq m) \quad (4.2.7)
\]

For \( \alpha \in (-1, \infty) \), the \( L_n^{(\alpha)} \) are orthogonal with weight \( x^\alpha e^{-x} \) on \( (0, \infty) \), that is,

\[
\int_0^{\infty} L_n^{(\alpha)}(x)L_m^{(\alpha)}(x)x^\alpha e^{-x} \, dx = 0 \quad (n \neq m) \quad (4.2.8)
\]

For \( \alpha, \beta \in (-1, \infty) \), the \( P_n^{(\alpha,\beta)} \) are orthogonal on \( [-1,1] \) with weight \( (1 - x)^\alpha(1 + x)^\beta \), that is,

\[
\int_{-1}^{1} (1 - x)^\alpha(1 + x)^\beta P_n^{(\alpha,\beta)}(x)P_m^{(\alpha,\beta)}(x) \, dx = 0 \quad (n \neq m) \quad (4.2.9)
\]

(c) \( H_n \) obeys the differential equations

\[
\left(-\frac{d^2}{dx^2} + 2x \frac{d}{dx}\right)H_n(x) = 2nH_n(x) \quad (4.2.10)
\]

\( L_n^{(\alpha)} \) obeys the differential equations

\[
\left(-x \frac{d^2}{dx^2} + (x + 1 - \alpha) \frac{d}{dx}\right)L_n^{(\alpha)}(x) = nL_n^{(\alpha)}(x) \quad (4.2.11)
\]
$P_n^{(\alpha,\beta)}(x)$ obeys the differential equation
\[
\left(- (1-x^2) \frac{d}{dx} + [(\alpha + \beta + 2)x + \alpha - \beta] \frac{d}{dx}\right) P_n^{(\alpha,\beta)}(x) = n(n + \alpha + \beta + 1) P_n^{(\alpha,\beta)}(x)
\]
\[\text{(4.2.12)}\]

**Remarks.**
1. One can prove the normalization formulae (see the Notes)
\[
\int_{-\infty}^{\infty} H_n(x)^2 e^{-x^2} \, dx = \sqrt{\pi} n! 2^n
\]
\[\text{(4.2.13)}\]
\[
\int_0^\infty x^\alpha e^{-x} L_n^{(\alpha)}(x)^2 \, dx = \frac{\Gamma(n + \alpha + 1)}{n!}
\]
\[\text{(4.2.14)}\]
\[
\int_{-1}^{1} [P_n^{(\alpha,\beta)}(x)]^2 (1-x)^\alpha (1+x)^\beta \, dx = \frac{2^{\alpha+\beta+1} \Gamma(n + \alpha + 1) \Gamma(n + \beta + 1)}{(2n + \alpha + \beta + 1) \Gamma(n + \alpha + \beta + 1) n!}
\]
\[\text{(4.2.15)}\]

2. These polynomials have degree exactly $n$ in the Hermite and Laguerre cases, and in the Jacobi case if $\alpha + \beta + 2$ is not in \{-1, -2, ...\} and, in particular, if $\alpha, \beta \in (-1, \infty)$.

**Proof.** (a) For $H_n$, note that as operators
\[
e^{+x^2} \frac{d}{dx} e^{-x^2} = \left( \frac{d}{dx} - 2x \right)
\]
\[\text{(4.2.16)}\]
so
\[
H_n(x) = \left(2x - \frac{d}{dx}\right)^n 1
\]
\[\text{(4.2.17)}\]
is clearly a polynomial of degree $n$ with
\[
H_n(x) = 2^n x^n + O(x^{n-1})
\]
\[\text{(4.2.18)}\]

For $L_n^{(\alpha)}$, note that as operators
\[
e^{x} \frac{d}{dx} e^{-x} = \left( \frac{d}{dx} - 1 \right)
\]
\[\text{(4.2.19)}\]
so
\[
n! L_n^{(\alpha)}(x) = x^{-\alpha} \left( \frac{d}{dx} - 1 \right)^n (x^{n+\alpha})
\]
\[\text{(4.2.20)}\]
and
\[
x^{-\alpha} \left( \frac{d}{dx} \right)^k x^{n+\alpha} = (n + \alpha)(n + \alpha - 1) \ldots (n + \alpha - k + 1)x^{n-k}
\]
\[\text{(4.2.21)}\]
Thus, we see that $L_n^{(\alpha)}(x)$ is a polynomial of degree $n$ with
\[
L_n^{(\alpha)}(x) = \frac{(-1)^n}{n!} x^n + O(x^{n-1})
\]
\[\text{(4.2.22)}\]
For $P_n^{(\alpha, \beta)}(x)$, note that
\[
\left(\frac{d}{dx}\right)^n (1 - x)^{n+\alpha}(1 + x)^{n+\beta} = \sum_{j=0}^{n} \binom{n}{j} \left[ \left(\frac{d}{dx}\right)^j (1 - x)^{n+\alpha}\right] \left[ \left(\frac{d}{dx}\right)^{n-j} (1 - x)^{n+\beta}\right] \tag{4.2.23}
\]
and that
\[
\left(\frac{d}{dx}\right)^\ell (1 \pm x)^{n+\gamma} = (\pm)^\ell (n + \gamma)(n + \gamma - 1) \cdots (n + \gamma - \ell + 1)(1 \pm x)^{n+\gamma-\ell} \tag{4.2.24}
\]
to see $P_n^{(\alpha, \beta)}(x)$ is a polynomial of degree at most $n$ with (Problem 1)
\[
\frac{(\alpha + \beta + n + 1)n}{2^n n!} x^n + O(x^{n-1}) \tag{4.2.25}
\]
(b) Let $n < m$. All these have the form
\[
\int Q_n(x)w(x)w^{-1}(x) \left(\frac{d}{dx}\right)^m f_m(x) \, dx \tag{4.2.26}
\]
where $Q_n$ is a polynomial, $w$ the weight, and $f_m$ a suitable function. We can use $ww^{-1} = 1$ and then integrate by parts $n + 1$ times to get 0. One needs to show in each case that there is no boundary term where one integrates by parts, and that is easy to check if $\alpha, \beta \in (-1, \infty)$.

(c) This is left to the reader (Problem 2). \hfill \Box

We can now state the main result of this section.

**Theorem 4.2.2** (Bochner–Brenke Theorem). Let $\{p_n\}_{n=0}^{\infty}$ be a family of orthonormal OPRL that obey a differential equation of the form (4.2.3) (where only $\lambda_n$ is $n$-dependent). Then up to a change of variables $x \mapsto \alpha x + \beta$, $(\alpha \in \mathbb{R} \setminus \{0\}, \beta \in \mathbb{R})$, $p_n$ is one of the classical orthogonal polynomials.

We begin with a simple algebraic analysis of the possibilities for (4.2.3).

$p_0(x)$ is a constant and $\frac{d}{dx}p_0 = \frac{d^2}{dx^2} p_0 = 0$, so $h$ is a constant. By subtracting it, without loss we can and will suppose that
\[
h(x) = \lambda_0 = 0 \tag{4.2.27}
\]

**Theorem 4.2.3.** Suppose
\[
f(x) \frac{d^2}{dx^2} p_n(x) + g(x) \frac{d}{dx} p_n(x) = \lambda_n p_n(x) \tag{4.2.28}
\]
has a polynomial solution, $p_n(x)$, of exact degree $n$ for each $n = 1, 2, \ldots$. Then up to an $x \mapsto \zeta x + \omega$ change of variables (where $\zeta$ and $\omega$ are complex), we have one of the following:
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(a) (Jacobi polynomials)

\[ f(x) = (1 - x^2), \quad g(x) = \beta - \alpha - x(\alpha + \beta + 2) \] (4.2.29)

\[ p_n(x) = P_n^{(\alpha,\beta)}(x), \quad \lambda_n = -n(n + \alpha + \beta + 1) \] (4.2.30)

(b) (Bessel polynomials; see below)

\[ f(x) = x^2, \quad g(x) = ax + 1 \] (4.2.31)

\[ p_n(x) = y_n(x; a, 1), \quad \lambda_n = n(n + a - 1) \] (4.2.32)

(c) (Pure power)

\[ f(x) = x^2, \quad g(x) = ax \] (4.2.33)

\[ p_n(x) = x^n, \quad \lambda_n = n(n + a - 1) \] (4.2.34)

(d) (Laguerre polynomials)

\[ f(x) = x, \quad g(x) = 1 + \alpha - x \] (4.2.35)

\[ p_n(x) = L_n^{(\alpha)}(x), \quad \lambda_n = -n \] (4.2.36)

(e) (Hermite polynomials)

\[ f(x) = 1, \quad g(x) = -2x \] (4.2.37)

\[ p_n(x) = H_n(x), \quad \lambda_n = -2n \] (4.2.38)

Remarks. 1. Since we require that \( p_n \) have exact degree \( n \), in (a) we must add \( \alpha + \beta + 2 \neq 0, -1, -2, \ldots \).

2. \( \alpha, \beta \) in (4.2.29) can be complex in (a), a complex in (b)/(c), and \( \alpha \) complex in (d).

3. In case (c), if \( 1 - a \) is an integer greater than \( n \), \( x^n + cx^{1-a-n} \) is also allowed. But for a fixed and \( n \) large, \( p(x) = x^n \).

Proof. Putting in \( p_1 \), we see that \( g(x)p_1'(0) = \lambda_1p_1(x) \) so \( g \) is a polynomial with \( \deg g = 1 \). Similarly, once we know this, by putting in \( p_2 \), \( p_2'(0)f(x) = \lambda_2p_2(x) - g(x)p_2'(x) \) is a polynomial with \( \deg f \leq 2 \), that is, \( f, g \) polynomials, \( \deg f \leq 2, \deg g = 1 \).

Case 1: \( \deg f = 0 \). By \( \zeta x + \omega \) change of variables, we can suppose \( g(0) = 0 \). By scaling \( x \) and multiplying the whole of (4.2.28) by a constant, we can arrange \( f(x) = 1, g'(0) = -2 \), that is, this case is (e).

Case 2: \( \deg f = 1 \). By \( \zeta x + \omega \) change of variables, we can suppose \( f(0) = 0, f'(0) = 1 \), that is, \( f(x) = x \). By scaling plus multiplication by a constant, we can arrange \( f(x) = x, g'(0) = -1 \). Thus, we are in case (d).
Case 3: $\deg f = 2$, $f$ has distinct roots. By $\zeta x + \omega$ transformation, we can suppose that the roots are $\pm 1$, in which case after multiplication by a constant, we can suppose $f(x) = 1 - x^2$. Any degree-1 polynomial, $g$, can be written as $\beta - \alpha - x(\alpha + \beta + 2)$ for some $\alpha, \beta$, so we are in case (a).

Case 4: $\deg f = 2$, $f$ has a multiple root. We can translate so the root is at $x = 0$, so $f(x) = x^2$. If $g(0) = 0$, then $g(x) = ax$. Equating the $O(x^n)$ terms on both sides leads to $\lambda_n = n(n + a - 1)$, and then equating the $x^k$, $k = 0, 1, \ldots, n - 1$, terms on both sides shows all these terms are zero unless $1 - a$ is an integer greater than $n$, in which case $k = 1 - a - n$ can also occur. (The two roots of $r(r + a - 1) = n(n + 1 - a)$ sum to $1 - a$ so they are $n$ and $1 - a - n$.) This is case (c).

If $g(0) \neq 0$, by scaling and multiplication by a constant, we can arrange $g(x) = ax + 1$. This is case (b).

To get Theorem 4.2.2, we have to eliminate (b)/(c) as yielding OPRL, fix the $\zeta x + \omega$ transformations in the other cases to $\zeta, \omega$ real, and eliminate $\alpha/\in (-1, \infty)$ and/or $\beta/\in (-1, \infty)$ in case (a) and $\alpha/\in (-1, \infty)$ in case (d). Eliminating (c) is easy. For $n$ large, $p_n(x) = x^n$ which has multiple zeros and we know, by Proposition 4.1.4 that for OPRL, the roots of $p_n$ are simple, so (c) cannot lead to OPRLs. To handle case (b), we need to study its solutions.

For any $a, b$, the differential equation

$$z^2y''_n + (az + b)y'_n = n(n + a - 1)y_n$$

has solutions which are polynomials. Normalized by $y_n(0) = 1$, we denote them $y_n(z; a, b)$. They can be written in terms of hypergeometric functions as

$$y_n(z; a, b) = 2F_0\left(-n, n + a - 1; -\frac{z}{b}\right)$$

$$= \sum_{j=0}^{n} \binom{n}{j} (n + a - 1)_j \left(\frac{z}{b}\right)^j$$

The coefficient, $-n$, guarantees that in the power series for $2F_0$ (see (14.4.38) of Part 2B), all coefficients vanish for $z^k$, $k > n$. These are called Bessel polynomials because in terms of Bessel functions of imaginary argument, $K_\alpha(z)$, (see (14.5.37) of Part 2B), one has

$$y_n\left(\frac{1}{z}; 2, 2\right) = e^zz^{1/2} \frac{K_{n+\frac{1}{2}}(z)}{\sqrt{\pi}}$$

In our analysis below, the formulae (4.2.42) is not significant. We include only to explain where the name comes from. We will, however, need (4.2.41).
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That it solves
\[ z^2 \frac{d^2}{dz^2} f + (az + 1) \frac{d}{dz} f = n(n + a - 1)f \] (4.2.43)
is left to Problem 3 as well as the fact that it is the unique polynomial solution.

We also need the following fact:

**Proposition 4.2.4.** \( y_n(z; a, 1) \equiv y_n(z) \) obeys the recursion relation
\[ (2n + a - 2)3z y_n(z) = A_n y_{n+1}(z) + B_n y_n(z) + C_n y_{n-1}(z) \] (4.2.44)
\[ A_n = (n + a - 1)(2n + a - 2) \]
\[ B_n = -(a - 2)(2n + a - 1) \]
\[ C_n = -n(2n + a) \] (4.2.45)

**Proof.** A straightforward but tedious calculation of coefficients of the polynomials (Problem 4); one can get additional insight from the fact that the \( y_n \) are orthogonal with respect to a complex measure on \( \partial \mathbb{D} \) (Problem 5).

**Proposition 4.2.5.** Let \( \zeta, \omega, a \in \mathbb{C} \) with \( \zeta \neq 0 \) and let
\[ Q_n(x) = y_n(\zeta x + \omega; a, 1) \] (4.2.46)
Suppose each \( Q_n \) is a complex multiple of a polynomial, real when \( x \) is real. Then \( \zeta, \omega, \) and \( a \) are all real.

**Proof.** A polynomial is real if and only if all its coefficients are real, so \( p_n(x) \) is a constant multiple of a real polynomial if and only if the ratios of any two of its coefficients are real.

From (4.2.41), one sees (Problem 6) that
\[ Q_n(z) = a_{nn} x^n + a_{n,n-1} x^{n-1} + \ldots \] (4.2.47)
with
\[ \frac{a_{n,n-1}}{a_{nn}} = \frac{n \omega}{\zeta} + \frac{n}{\zeta(2n + a - 2)} \] (4.2.48)
Taking \( n \to \infty \), we see \( \omega/\zeta \) is real and then that \( \zeta(2 + \frac{a-2}{n}) \) is real. Taking \( n \to \infty \), we first see \( \zeta \) is real and then that \( a - 2 \) is real.

**Corollary 4.2.6.** For no \( \zeta, \omega, a \in \mathbb{C} \) with \( \zeta \neq 0 \) are \( \{y_n(x)\}_{n=0}^{\infty} \) given by (4.2.46) a set of OPRL (up to complex multiples).

**Proof.** OPRL are real, so by Proposition 4.2.5, \( \zeta, \omega, a \) are all real. Since real affine transformations map OPRL to OPRL, we can suppose \( \zeta = 1, \omega = 0 \), that is, we need to show that for no real \( a \) are \( \{y_n(x; a, 1)\}_{n=0}^{\infty} \) a set of OPRL.
Fix $a \in \mathbb{R}$. For $n$ large, all coefficients in \((4.2.41)\) are positive and 
\[(2n + a - 2)_{3} > 0, \quad A_{n}, -C_{n} \text{ of } (4.2.45) \text{ are positive. Thus, the normalized OPs are positive multiples of the } y_{n}.
\]

For OPRL, the $p_{n}$’s are linearly independent, so the recursion relation coefficients are uniquely determined and would require $C_{n}/A_{n} > 0$. But for $n$ large, $C_{n}/A_{n} < 0$. This contradiction proves that the \(\{y_{n}(x; a, 1)\}_{n=0}^{\infty}\) are not OPRL.  □

**Proposition 4.2.7.** Let $\alpha, \beta, \zeta, \omega \in \mathbb{C}$ with $\zeta \neq 0$. Then

(a) If

\[Q_{n}(x) = L_{n}^{(\alpha)}(\zeta x + \omega)\]  \((4.2.49)\)

is a complex multiple of a real polynomial for each $n$, then $\alpha, \zeta, \omega$ are all real.

(b) If

\[Q_{n}(x) = P_{n}^{(\alpha, \beta)}(\zeta x + \omega)\]  \((4.2.50)\)

is a complex multiple of a real polynomial for each $n$, then either $\alpha, \beta, \zeta, \omega$ are all real or $\beta = \bar{\alpha}, \zeta, \omega \in i\mathbb{R}$.

**Remark.** In the Jacobi case,

\[P_{n}^{(\alpha, \beta)}(-x) = (-1)^{n} P_{n}^{(\beta, \alpha)}(x)\]  \((4.2.51)\)

\[P_{n}^{(\bar{\alpha}, \bar{\beta})}(\bar{x}) = P^{(\alpha, \beta)}(x)\]  \((4.2.52)\)

so if $\beta = \bar{\alpha}$, then $(-i)^{n} P_{n}^{(\alpha, \beta)}(ix)$ is a real polynomial and $Q_{n}$ is real if $\zeta, \omega \in i\mathbb{R}$.

**Proof.** (a) From \((4.2.20)\),

\[(-1)^{n}n!L_{n}^{(\alpha)}(z) = \sum_{j=0}^{n}(-1)^{j} \binom{n}{j} (n + \alpha - j + 1)_{j} z^{n-j}\]  \((4.2.53)\)

Thus,

\[(-1)^{n}n!Q_{n}(x) = \sum_{j=0}^{n}(-1)^{j} \binom{n}{j} (n + \alpha - j + 1)_{j} \sum_{k=0}^{n-j} \binom{n-j}{k} \omega^{k}(\zeta x)^{n-j-k}\]  \((4.2.54)\)

Letting $j + k = \ell$, we see

\[(-1)^{n}n!Q_{n}(x) = \sum_{\ell=0}^{n} \zeta^{n-\ell} x^{n-\ell} \left( \sum_{j=0}^{\ell}(-1)^{j} \binom{n}{j} \binom{n-j}{\ell-j} (n + \alpha - j + 1)_{j} \omega^{\ell-j} \right)\]  \((4.2.55)\)
The $\ell = 0$ term is $\zeta^n$, so dividing the $(n - \ell)$-th coefficient by $n$-th, we see that

$$\zeta^{-\ell} \sum_{j=0}^{\ell} \frac{(n - \ell + 1)\ell(n + \alpha - j + 1)j}{j!(\ell - j)!} \omega^{\ell - j}$$

must be real for all $n \geq \ell$. Since this is a polynomial in $n$, it is real for all real $n$ (see Problem 7).

Since $(n - \ell + 1)\ell$ is $j$-independent, we can divide out by it. Thus, we find for $\ell = 1, 2$,

$$\zeta^{-1}[\omega + n - \alpha]$$

and

$$\frac{1}{2} \zeta^{-2}[\omega^2 + 2(n - \alpha)\omega + (n - \alpha)(n - \alpha + 1)]$$

are real for all real $n$.

By (4.2.56), $\zeta^{-1}$ and $\zeta^{-1}[\omega - \alpha]$ are real, so $\zeta^{-1}$ and $\omega - \alpha$ are real. The $n^0$ term in (4.2.57) is

$$\frac{1}{2} \zeta^{-2}[\omega^2 - 2\alpha\omega + \alpha^2 - \alpha] = \frac{1}{2} \zeta^{-1}[(\omega - \alpha)^2 - \alpha]$$

so $\alpha$ is real. Thus, $\zeta$, $\omega$, and $\alpha$ are all real.

(b) We will again use the reality of multiples of the $Q_n(x)$. It will be useful to consider the Jacobi polynomials renormalized so the leading term is $2^{-n}$:

$$\tilde{P}^{(\alpha,\beta)}_n(z) = \frac{n!}{(\alpha + \beta + n + 1)n} P^{(\alpha,\beta)}_n(z)$$

Writing $P^{(\alpha,\beta)}_n(z)$ in terms of hypergeometric functions (Problem 8), one finds

$$\tilde{P}^{(\alpha,\beta)}_n(z) = \left(\frac{z}{2}\right)^n + b_n(\alpha, \beta) \left(\frac{z}{2}\right)^{n-1} + c_n(\alpha, \beta) \left(\frac{z}{2}\right)^{n-2} + O(z^{n-3})$$

where

$$b_n(\alpha, \beta) = \frac{n(\alpha - \beta)}{2[\alpha + \beta + 2n]}$$

and

$$c_n(\alpha, \beta) = \frac{n}{8} \left(1 + O\left(\frac{1}{n}\right)\right)$$

Define $\tilde{\zeta}, \tilde{\omega}$ by

$$\tilde{\zeta}x + \tilde{\omega} = \frac{1}{2} (\zeta x + \omega)$$

Then if

$$\tilde{Q}_n(x) = \tilde{\zeta}^{-n} \tilde{P}^{(\alpha,\beta)}_n(\tilde{\zeta}x + \tilde{\omega})$$
we have that
\[
\tilde{Q}_n(x) = x^n + \left[ \frac{\tilde{\omega} n}{\zeta} + \zeta^{-1} b_n(\alpha, \beta) \right] x^{n-1} \\
+ \left[ \left( \frac{\tilde{\omega}}{\zeta} \right)^2 \binom{n}{2} + (n-1) \frac{\tilde{\omega}}{\zeta} \zeta^{-1} b_n(\alpha, \beta) + \zeta^{-2} c_n(\alpha, \beta) \right] x^{n-2} + O(x^{n-3})
\] (4.2.64)

Each coefficient must be real. For the \(x^{n-1}\) term, we see
\[
\frac{\tilde{\omega} n}{\zeta} + \frac{n(\alpha - \beta)}{2\zeta(\alpha + \beta + n)}
\] (4.2.65)
is real. The \(O(n)\) term is \(\tilde{\omega} n\) so \(\tilde{\omega}\) is real. Thus, the second term of (4.2.65) is real, so taking \(n \to \infty\), \((\alpha - \beta)/\zeta\) is real. Thus, \(\alpha + \beta + n\) is real. We conclude that
\[
\tilde{\omega} \zeta^{-1}, \quad (\alpha - \beta) \zeta^{-1}, \quad \alpha + \beta \in \mathbb{R}
\] (4.2.66)

This implies \(\zeta^{-2} c_n\) is real. Since the leading order of \(c_n\) is real, \(\zeta^{-2}\) is real, so either \(\zeta \in \mathbb{R}\) or \(\zeta \in i\mathbb{R}\).

If \(\zeta \in \mathbb{R}\), then \(\alpha - \beta \in \mathbb{R}\), so \(\tilde{\omega}, \zeta, \alpha, \beta \in \mathbb{R}\) and thus, \(\omega, \zeta, \alpha, \beta \in \mathbb{R}\). If \(\zeta \in i\mathbb{R}\), then \(\alpha - \beta \in i\mathbb{R}\), that is, \(\text{Im}(\alpha + \beta) = 0 = \text{Re}(\alpha - \beta) \Rightarrow \beta = \bar{\alpha}\).

Moreover, \(\tilde{\omega} \in i\mathbb{R}\), so \(\zeta, \omega \in i\mathbb{R}\), that is, \(\beta = \bar{\alpha}, \zeta, \omega \in i\mathbb{R}\). \(\square\)

We’ll need two facts about Jacobi polynomials, \(P_n^{(\alpha, \beta)}(x)\), below. First, as we’ve seen, their leading coefficient is
\[
\frac{(\alpha + \beta + n + 1)_n}{n!}
\] (4.2.67)
and this is positive for all large \(n\) if \(\alpha + \beta \in \mathbb{R}\). Second, their recursion relation (Problem 9) is
\[
K_n z P_n^{(\alpha, \beta)}(z) = A_n P_{n+1}^{(\alpha, \beta)}(z) + B_n P_n^{(\alpha, \beta)}(z) + C_n P_{n-1}^{(\alpha, \beta)}(z)
\] (4.2.68)
\[
K_n = (2n + \alpha + \beta)_3, \quad A_n = (2n + 2)(2n + \alpha + \beta)(n + 1 + \alpha + \beta)
\] (4.2.69)
\[
B_n = (\alpha^2 - \beta^2)(2n + 1 + \alpha + \beta), \quad C_n = 2(n + \alpha)(n + \beta)(2n + 2 + \alpha + \beta)
\] (4.2.70)

Here we’ll need
\[
\beta = \bar{\alpha}, \quad n \text{ large} \Rightarrow K_n > 0, \quad A_n > 0, \quad C_n > 0, \quad B_n \in i\mathbb{R}
\] (4.2.71)

**Proof of Theorem 4.2.2.** We first eliminate \(P_n^{(\alpha, \bar{\alpha})}(iz)\) as candidates for multiples of OPRL using the same strategy we used for Bessel polynomials. If
\[
Q_n(z) = i^{-n} P_n^{(\alpha, \bar{\alpha})}(iz)
\] (4.2.72)
then, by (4.2.67), for all large \( n \), \( Q_n \) has positive leading coefficient. Moreover, \( Q_n \) obeys the recursion relation
\[
K_n z Q_n(z) = A_n Q_{n+1}(z) - i B_n Q_n(z) - C_n Q_{n+1}(z) \tag{4.2.73}
\]
Since \( C_n > 0 \), \( A_n > 0 \), this is not an appropriate recursion relation for OPRL.

Given what we have already, we need only show if \( L_{n}^{(\alpha)} \) or \( P_{n}^{(\alpha,\beta)} \) are OPs, then \( \alpha > -1 \) or \( \alpha, \beta > -1 \). If \( Q_n(x) = \sum_{j=0}^{n} d_{n,j} x^j \) is a monic OP for a measure \( \mu \), then
\[
c_n \equiv \int x^n d\mu(x) = - \sum_{j=0}^{n-1} d_{n,j} c_j \tag{4.2.74}
\]
Thus, inductively, \( c_n \) is given by a polynomial in the \( \{d_{k,j}\}_{j=0,...,n-1} \). If the \( Q_n \) are instead only OPs (not monic), \( c_n \) is given by a rational function of the \( d \)'s. It follows that if \( L_{n}^{(\alpha)} \) or \( P_{n}^{(\alpha,\beta)} \) are multiples of OPs, then the moments of the corresponding measures are given by explicit rational functions of \( \alpha \) (or \( \alpha \) and \( \beta \)).

For the Laguerre case, if \( \alpha > -1 \), there is a probability measure
\[
d\mu_{\alpha}(x) = \Gamma(1+\alpha)^{-1} x^{\alpha} e^{-x} \chi_{[0,\infty)}(x) \, dx \tag{4.2.75}
\]
Note if \( \alpha > -1 \) and \( k = 0, 1, 2, \ldots \), then since
\[
d\mu_{\alpha+k} = \Gamma(1+\alpha) \Gamma(1+\alpha+k)^{-1} x^k \, d\mu_{\alpha}
= (1+\alpha)^{-1} \ldots (1+\alpha+k-1)^{-1} x^k \, d\mu_{\alpha}\tag{4.2.76}
\]
we have that
\[
c_n(\alpha+k) = (1+\alpha)^{-1} \ldots (1+\alpha+k-1)^{-1} c_{n+k}(\alpha) \tag{4.2.77}
\]
Suppose \( \alpha_0 \in (-\infty,-1] \) is such that \( \{L_{n}^{(\alpha_0)}\}_{n=0}^{\infty} \) are OPs for a measure \( d\mu \). Pick \( k \) an even integer with
\[
k + \alpha_0 > -1 \tag{4.2.78}
\]
Then \( c_k(\alpha) = \infty \) if \( \alpha_0 \) is a negative integer, that is, the putative formula for \( \int x^k \, d\mu \) has a pole at \( \alpha_0 \), which means \( d\mu \) cannot exist.

If \( \alpha_0 \) is not a negative integer, \( c_k(\alpha) = \infty \) implies \( x^k \, d\mu \) has the same moments as \( d\mu_{\alpha+k} \) up to an overall constant. Since the moments of \( d\mu_{\alpha+k} \) are bounded by \( C^n n! \), there is a unique measure with those moments (see Theorem 5.6.6. of Part 1 or Section 7.7). Thus,
\[
x^k \, d\mu = (1+\alpha) \ldots (1+\alpha+k-1) \, d\mu_{\alpha+k} \tag{4.2.79}
\]
so
\[
d\mu = \delta_0 + \Gamma(1+\alpha)^{-1} x^{\alpha} e^{-x} \chi_{[0,\infty)}(x) \, dx \tag{4.2.80}
\]
But \( \int_0^{\infty} x^{\alpha} e^{-x} \, dx = \infty \), so there is no such measure.
The argument for the Jacobi case is similar. Instead of (4.2.77), one uses
\[ c_n(\alpha + k, \beta + k) = N_k(\alpha, \beta) \sum_{j=0}^{k} (-1)^j \binom{k}{j} c_{n+2j}(\alpha, \beta) \]
(4.2.81)
since \((1 - x)^k(1 + x)^k = \sum_{j=0}^{k} (-1)^j x^{2j}\) and \(N(\alpha, \beta)\) is the ratio of integrals of \(\int_{-1}^{1}(1 - x)^\alpha(1 + x)^\beta \, dx\) to \(\int_{-1}^{1}(1 - x)^{\alpha+k}(1 + x)^{\beta+k} \, dx\). The argument is now identical. If \(k + \alpha, k + \beta > -1\) for \(k \in \{1, 2, \ldots\}\), then any measure, \(d\mu\), for which \(P_n^{(\alpha, \beta)}\) are the OPs has \((1 - x^2)^k \, d\mu = N_k(\alpha, \beta)^{-1} d\mu_{\alpha+k, \beta+k}\). If \(\alpha \leq -1\) or \(\beta \leq -1\), the positive measure is not integrable, so no such measure exists. □

Notes and Historical Remarks. The arguments in this section are typical of the algebraic theory of OPs. There are some analytic aspects but even more arguments that depend on detailed analysis of specific polynomial coefficients and/or zeros.

We have named this section and its main theorem, Theorem 4.2.2, after a 1929 paper of Bochner [74] and a 1930 paper of Brenke [87]. It is often called by Bochner’s name only, although he only looked at the situation of and proved the result Theorem 4.2.3 which does not mention orthogonality! Earlier, in 1885, Routh [580] had looked at a related question but made stronger hypotheses than Theorem 4.2.3.

Despite the fact that “Bochner’s Theorem” is often informally quoted as the result we prove in Theorem 4.2.2, I have not found a proof of this in the literature—all the results that I could find make extra hypotheses on the putative measure; for example, Brenke supposed the measure has the form \(w(x) \, dx\) where \(w(x) > 0\) on an interval and continuous. In finding this proof, input from Mourad Ismail, Andrei Martínez Finkelshtein, and Ed Saff was invaluable.

There is some discussion of the three classes of classical OPs and their history in Section 14.4 of Part 2A. Proofs of the normalization formulae (4.2.13), (4.2.14), (4.2.15) can be found in the book of Andrews et al. [19].

The Bessel polynomials first appeared in Bochner’s paper and reappeared in Hahn [280]. Their connection to Bessel functions, their name, and many of their basic properties appear in a 1948 paper of Krall–Frink [408].

Bessel polynomials are OP-like in several ways. They obey a Rodrigues formula with a “weight” \(x^a e^{-b/x}\) (with no reasonable integrability properties on \(\mathbb{R}\)) and an orthogonality relation on a curve in \(\mathbb{C}\) (e.g., \(\partial \mathbb{D}\)) with a complex, not positive measure (see Problem 5). As we have seen, they obey
a three-term recursion relation

\[ zy_n = \sum_{j=-1}^{1} A_{n,n+j} y_{n+j} \]

but with \( A_{n,n+1}/A_{n,n-1} \) negative for a real and \( n \) large (unlike the OP case).

One reason for interest in Bessel polynomials is that \( y_n(1/x) \) are related to continued fraction expansions of \( e^x \); see Barnes [46]. Of course, \( \{z^n\}_{n=0}^{\infty} \) are also orthogonal (no complex conjugate) for Lebesgue measure on \( \partial \mathbb{D} \).

There are a number of Bochner–Brenke-like theorems in the literature. Marcellán et al. [465] find all sets of polynomials obeying a differential equation and orthogonal in a set of moments without establishing when the moments come from a positive measure. Császár [139] and Aczél [2] study when a set of polynomials obey a second-order differential equation for which there is a positive weight, \( w \), so that the differential operator is formally self-adjoint with respect to \( w(x) dx \). The same result can be found in the book of Beals and Wong [48]. Hahn [280] answers the question of when \( P_n \) are a family of monic OPs so the \( P'_{n+1}/(n+1) \) are also a family of monic OPs (different weight). Grünbaum–Haine [275] study all double-sided, not necessarily symmetric Jacobi matrices whose eigenfunctions obey a differential equation in \( x \).

A recent direction has been to consider situations where only a subset of polynomials are the eigenfunctions of a second-order differential operator, for example, starting with \( n = 1 \) rather than \( n = 0 \). There are examples beyond these of the Bochner–Brenke theorem known as exceptional orthogonal polynomials. The first examples were found by Gomez-Ullate, Kamran, and Milson [261, 262]. For further developments, see [539, 540, 508, 176, 177].

There have been several explorations of the theme of functions in two parameters obeying equations in each. Polynomials in \( x \) which obey recursion relations in the degree and difference (as opposed to differential) equations in \( x \) are studied in the books of Ismail [334, Ch. 20] and Lesky [438] and references therein. Duistermaat–Grünbaum [172] study the situation where the difference equation in \( n \) is replaced by a differential equation where \( n \) is replaced by a continuous parameter. There has also been work on matrix analogs of Bochner’s theorem (i.e., where the polynomials and OP measures are matrix-valued; see, for example, Durán–Grünbaum [178]).

Problems

1. From (4.2.6), (4.2.23), and (4.2.34), derive (4.2.25).

2. Verify the differential equations (4.2.10), (4.2.11), (4.2.12).

3. (a) Let \( y_n \) be defined by (4.2.43). Verify that (4.2.43) holds.
(b) By using the theory of singular points of ODEs (see Chapter 14 of Part 2B), verify that any linearly independent solution of (4.2.43) is not a polynomial.

4. Starting from (4.2.44), verify (4.2.45).

5. Let $\rho(z; a) = \frac{1}{F_1(1, a - 1, -1/x)}$. Prove that for $n \neq m$,

$$\oint_C \rho(z; a) y_n(z; a, 1)y_m(z; b, 1) \, dz = 0$$

for any curve $C$ surrounding 0.

6. Verify (4.2.47)/(4.2.48).

7. Let $P$ be a polynomial in $z$. Prove that $P(z)$ is real for $z \in \{\ell, \ell + 1, \ldots\}$ (for some $\ell \in \mathbb{Z}$) if and only if all the coefficients of $P$ are real. 

(Hint: Look at $P(\bar{z})$.)

8. (a) Prove that $(2F_1$ is defined and discussed in Section 14.4 of Part 2B)

$$P_n^{(\alpha, \beta)}(z) = \frac{(\alpha + 1)_n}{n!} 2F_1\left(-n, 1 + \alpha + \beta; \alpha + 1; \frac{1 - z}{2}\right)$$

(b) Using relations of $2F_1$ at its singular points, prove that $P_n^{(\alpha, \beta)}(-z) = P_n^{(\beta, \alpha)}(z)$.

(c) Prove that $(\tilde{P}$ given by (4.2.58))

$$\tilde{P}_n^{(\alpha, \beta)}(z) = \sum_{j=0}^{n} \frac{(\alpha + n - j + 1)_j}{(\alpha + \beta + 2n + 1 - j)_j} \left(\begin{array}{c} n \\ j \end{array}\right) \left(\frac{z - 1}{2}\right)^{n-j}$$

(4.2.82)

(d) Verify (4.2.59)–(4.2.61).

9. Verify (4.2.68)–(4.2.70) by using (4.2.82).

4.3. $L^2$- and $L^\infty$-Variational Principles: Chebyshev Polynomials

I assume that I am not the only one who does not understand the interest in and significance of these strange problems on maxima and minima studied by Chebyshev in memoirs whose titles often begin with, “On functions deviating least from zero ...” Could it be that one must have a Slavic soul to understand the great Russian Scholar?

—H. Lebesgue

We begin with a basic variational property of OPs; other variational aspects of OPs can be found in Problem 2.

---

2in report on the work of S. Bernstein dated June 17, 1926 as quoted in [659]
Theorem 4.3.1. Let $\mu$ be a nontrivial measure on $\mathbb{C}$ with $\int |z|^n \, d\mu(z) < \infty$ for some $n \in \mathbb{Z}_+$. Let $\Phi_n(z)$ be the monic OP of degree $n$. Then for any monic polynomial, $Q$, of degree $n$, with $\| \cdot \|_2$ the $L^2(\mathbb{C}, d\mu)$-norm, we have

$$\|\Phi_n\|_2 \leq \|Q\|_2$$

(4.3.1)

with equality only if $Q = \Phi_n$.

Proof. If

$$R = Q - \Phi_n$$

(4.3.2)

then $R \perp \Phi_n$ so

$$\|Q\|_2^2 = \|\Phi_n\|_2^2 + \|R\|_2^2$$

(4.3.3)

This implies (4.3.1). One has equality if and only if $R$ is zero in $L^2$. Since $\mu$ is nontrivial, this implies that $R$ is the zero polynomial (since otherwise $R$ vanishes at $n - 1$ or fewer points). \[\square\]

In the remainder of this section, we’ll study the analogous question when $L^2$ is replaced by $L^\infty$. Since polynomials are continuous, the $L^\infty$-norm is the same as the sup over the support, $\epsilon$, of $\mu$. If $\epsilon$ is unbounded, this sup is always $\infty$, so we restrict $\epsilon$ to be a compact set. We always suppose that $\epsilon$ is an infinite set of points.

Definition. Let $\epsilon$ be a compact subset of $\mathbb{C}$. Define

$$\|f\|_\epsilon = \sup_{z \in \epsilon} |f(z)|$$

(4.3.4)

Definition. Let $\epsilon$ be a compact subset of $\mathbb{C}$. A monic polynomial, $T_n$, of degree $n$ is called a Chebyshev polynomial for $\epsilon$ of degree $n$ if for any other monic polynomial, $Q_n$, of degree $n$, we have

$$\|T_n\|_\epsilon \leq \|Q_n\|_\epsilon$$

(4.3.5)

It is not hard to see (Problem 3) that if $Q_n(z) = z^n + \sum_{j=0}^{n-1} b_j z^j$, then $\|Q_n\|_\epsilon \to \infty$ as $\sum_{j=0}^{n-1} |b_j|^2 \to \infty$, so

$$\{Q_n \mid \|Q_n\|_\epsilon \leq 2 \inf_{P_n} \|P_n\|_\epsilon\}$$

is compact. Thus, a polynomial minimizing $\| \cdot \|_\epsilon$ exists. While the theory can be developed for general $\epsilon \subset \mathbb{C}$, we’ll only discuss the case where $\epsilon \subset \mathbb{R}$. We’ll show that $T_n$ is unique in this case and that $\|T_n\|_\epsilon^{1/n} \to C(\epsilon)$, the logarithmic capacity of $\epsilon$ (see Section 3.6 of Part 3).

Example 4.3.2. Recall (see Problem 8 of Section 3.1 of Part 2A) the classical Chebyshev polynomials are defined by

$$p_n(\cos \theta) = \cos(n\theta)$$

(4.3.6)
Since \( \cos \theta = (e^{i\theta} + e^{-i\theta})/2 \), \( \cos(n\theta) = (e^{in\theta} + e^{-in\theta})/2 \), we see
\[
T_n(x) = 2^{-(n-1)} p_n(x)
\]
is a monic polynomial. We claim it is a Chebyshev polynomial for \([-1, 1]\). For
\[
\|T_n\|_{[-1, 1]} = 2^{-(n-1)}
\]
since \( \cos \theta \in [-1, 1] \iff \theta \) is real, and then \( \cos(n\theta) \in [-1, 1] \).

As \( \theta \) runs from \(-\pi\) to 0, \( \cos \theta \) runs from \(-1\) to 1 and \( |\cos(n\theta)| \) takes the value 1, \( n+1 \) times. Thus, there exists
\[
-1 = x_0^{(n)} < x_1^{(n)} < x_2^{(n)} < \cdots < x_n^{(n)} = 1
\]
so that
\[
T_n(x_j^{(n)}) = (-1)^{n-j}2^{-(n-1)}
\]
Suppose \( Q_n \) is a monic polynomial with
\[
\|Q_n\|_{[-1, 1]} < 2^{-(n-1)}
\]
Then \( (-1)^{n-j}[T_n(x_j^{(n)}) - Q_n(x_j^{(n)})] > 0 \) for \( j = 0, \ldots, n \) and thus, \( T_n-Q_n \) has to have a zero in each interval \( (x_j^{(n)}, x_{j+1}^{(n)}) \), \( j = 0, \ldots, n-1 \) (since \( T_n-Q_n \) has opposite signs at the two ends of the interval). Thus, \( T_n-Q_n \) has at least \( n \) zeros. But since both are monic, \( \deg(T_n-Q_n) \leq n-1 \). Thus, \( T_n-Q_n = 0 \), violating (4.3.11). It follows that \( T_n \) is a Chebyshev polynomial for \([-1, 1]\).

**Definition.** Let \( P_n \) be a real degree-\( n \) monic polynomial and \( \epsilon \subset \mathbb{R} \) a compact set. We say that \( P_n \) has an alternating set in \( \epsilon \) if there exists \( \{x_j\}_{j=0}^n \subset \epsilon \) with
\[
x_0 < x_1 < \cdots < x_n
\]
and so that
\[
P_n(x_j) = (-1)^{n-j}\|P_n\|_\epsilon
\]
**Remark.** Since \( P_n \) changes sign in \( (x_j, x_{j+1}) \), there must be \( n \) zeros in \( (x_0, x_n) \). It follows that for \( y > x_n \), \( P_n(y) > P(x_n) \) and for \( y < x_0 \), \( (-1)^nP_n(y) > (-1)^nP_n(x_0) \). This implies that cvh(\( \epsilon \)) must be \([x_0, x_n]\).

We will prove the following

**Theorem 4.3.3** (Alternation Principle). Let \( \epsilon \subset \mathbb{R} \) be compact and \( P_n \) a monic polynomial. Then the following are equivalent.

1. \( P_n \) is real and has an alternating set.
2. \( P_n \) is a Chebyshev polynomial.

**Remark.** If one merely has points with sign alternation, one can obtain lower bounds on \( \|T_n\|_\epsilon \); see Problem 1.
The argument that (4.3.7) are Chebyshev polynomials for $[-1, 1]$ works also to show $(1) \Rightarrow (2)$ in Theorem 4.3.3 so we turn towards $(2) \Rightarrow (1)$ by looking at moving zeros of a real polynomial by a small amount.

**Lemma 4.3.4.** Let $q_m(x)$ be a real polynomial. Then

(a) For any fixed $a$ and any infinite compact set $K_1 \subset (-\infty, a]$ and $K_2 \subset [a, \infty)$, we have for all small $\varepsilon > 0$, that if

$$p_{m+1}^{(\varepsilon)}(x) = (x - (a - \varepsilon))q_m(x)$$

then

$$\sup_{x \in K_1} |p_{m+1}^{(\varepsilon)}(x)| < \sup_{x \in K_1} |p_{m+1}^{(0)}(x)|, \quad \sup_{x \in K_2} |p_{m+1}^{(\varepsilon)}(x)| \leq \sup_{x \in K_2} |p_{m+1}^{(0)}| + O(\varepsilon)$$

(b) For any fixed $a$ and any infinite compact set $K \subset \mathbb{R}$ for all small $\varepsilon > 0$, we have if

$$r_{m+2}^{(\varepsilon)}(x) = (x - (a + \varepsilon))(x - (a - \varepsilon))q_m(x)$$

then

$$\sup_{x \in K} |r_{m+2}^{(\varepsilon)}(x)| < \sup_{x \in K} |r_{m+2}^{(0)}(x)|$$

(c) For any fixed $a < b$ and any infinite compact set, $K_1 \subset \mathbb{R} \setminus (a, b)$ and $K_2 \subset [a, b]$, we have for all small $\varepsilon > 0$, that if

$$s_{m+2}^{(\varepsilon)}(x) = (x - (a - \varepsilon))(x - (b + \varepsilon))q_m(x)$$

then

$$\sup_{x \in K_1} |s_{m+2}^{(\varepsilon)}(x)| < \sup_{x \in K_1} |s_{m+2}^{(0)}(x)|; \quad \sup_{x \in K_2} |s_{m+2}^{(\varepsilon)}(x)| \leq \sup_{x \in K_2} |s_{m+2}^{(0)}| + O(\varepsilon)$$

**Remarks.** 1. Rather than get bogged down in algebra, the reader should think what is being stated. For example, (c) says if a pair of zeros are moved symmetrically outwards by a small amount, the sup on $K$, outside $[a, b]$ goes strictly down and the sup inside can’t increase by more than $O(\varepsilon)$.

2. We only require $K$ infinite to be sure $q_n(y) \neq 0$ for some $y \in K$ so the sup isn’t near the zeros that are moving.

**Proof.** (a) Since $K_1$ is infinite, $\sup_{x \in K_1} |p_{m+1}^{(0)}(x)|$ is taken at some point $y < a$. Thus for $\varepsilon$ small, the sup is taken on $K_1 \cap (-\infty, a - \varepsilon)$. On this set, $|p_{m+1}^{(0)}(x)|$ is strictly monotone decreasing in $\varepsilon$. Thus the first inequality in (4.3.15) is immediate. Since $\varepsilon q_m$ is bounded on $K_2$, the second inequality is trivial.

(b) Without loss, we suppose $a = 0$. For small $\varepsilon$, the sup occurs on $K \setminus [-2\varepsilon_0, 2\varepsilon_0]$ when $\varepsilon < \varepsilon_0$ and $(x^2 - \varepsilon^2)$ is strictly monotone there.
Let \( T \subset \mathbb{R} \) and let \( T_n \) be a Chebyshev polynomial for \( \varepsilon \). Then

(a) All zeros of \( T_n \) are real and thus \( T_n \) is real.
(b) All zeros of \( T_n \) are simple.
(c) All zeros of \( T_n \) lie in \( \text{cvh}(\varepsilon) \), the convex hull of \( \varepsilon \).
(d) Let \( y_1 < y_2 \) be two zeros of \( T_n \). Then there is a point, \( w \), of \( \varepsilon \) in \( (y_1, y_2) \) so that

\[
|T_n(w)| = \|T_n\|_\varepsilon \tag{4.3.20}
\]

(e) Let \( y_1 \) be the smallest zero of \( T_n \). Then there is a point, \( w \), of \( \varepsilon \) in \( (\varepsilon, y_1) \), so that (4.3.20) holds.
(f) \( T_n \) has an alternating set.

Proof. (a) Let \( y = a + ib \) be a zero with \( b \neq 0 \). Write \( T_n(x) = (x - a - ib)q_{n-1}(x) \) and note that

\[
|T_n(x)| > |(x - a)q_{n-1}(x)| \tag{4.3.21}
\]

at the non-zeros of \( q_{n-1} \) so \( \| (x - a)q_{n-1} \|_\varepsilon < \| T_n \|_\varepsilon \) (since \( \varepsilon \) is infinite). This contradicts the minimality of \( \| T_n \|_\varepsilon \). Thus all zeros are real and so \( T_n \) is real since it is monic.

(b) If \( a \) is a double or higher zero, \( T_n(x) = (x - a)^2q_{n-2} \) so, by (b) of the lemma, for \( \varepsilon \) small, \( r_n^{(\varepsilon)} \|_\varepsilon < \| T_n \|_\varepsilon \) violating minimal. Hence all zeros are simple.

(c) Let \( [\alpha, \beta] = \text{cvh}(\varepsilon) \). If \( a > \beta \) is a zero, (a) of the lemma lets us decrease \( \| p_n^{(\varepsilon)} \|_\varepsilon \) by moving the zero down. Similarly, there is no zero in \( (-\infty, \alpha] \).

(d) If \( \sup_{\varepsilon \cap [y_1, y_2]} |T_n(x)| < \| T_n \|_\varepsilon \), we can move the zeros outwards symmetrically and use (c) of the lemma to get a contradiction.

(e) If \( \sup_{\varepsilon \cap (-\infty, y_1]} |T_n(x)| < \| T_n \|_\varepsilon \), we can move the zero at \( y_1 \) up slightly and use (a) of the lemma to get a contradiction.

(f) Let \( y_1 < y_2 < \ldots < y_n \) be the zeros of \( T_n \). By (d), (e), we can find \( w_0 < y_1 < w_1 < y_2 < \ldots < y_n < w \) so \( |T_n(w_j)| = \| T_n \|_\varepsilon \) with \( \{ w_0, \ldots, w_n \} \subset \varepsilon \). Clearly since \( T_n(x) = \prod_{j=1}^n (x - y_j) \), we see \( (-1)^{n-j}T_n(w_j) > 0 \). Thus we have an alternating set. \( \square \)

Corollary 4.3.6. Let \( \varepsilon \subset \mathbb{R} \) be compact. The Chebyshev polynomial, \( T_n \), of degree \( n \) is unique.
Proof. Suppose \( A = \inf\{\|P_n\|_\varepsilon \mid P_n \text{ monic of degree } n\} \) and there are two distinct polynomials, \( P_n, Q_n \), with
\[
\|P_n\|_\varepsilon = \|Q_n\|_\varepsilon = A
\] (4.3.22)
Let
\[
T_n = \frac{1}{2}(P_n + Q_n)
\] (4.3.23)
Since \( \|T_n\|_\varepsilon \geq A \) and \( \|T_n\|_\varepsilon \leq \frac{1}{2}(\|P_n\|_\varepsilon + \|Q_n\|_\varepsilon) = A \), we see \( T_n \) is also a Chebyshev polynomial.

By Theorem 4.3.5, we have \( w_0 < w_1 < \cdots < w_n \), so
\[
|T_n(w_j)| = \|T_n\|_\varepsilon
\] (4.3.24)
Since \( |P_n(w_j)|, |Q_n(w_j)| \leq \|T_n\|_\varepsilon \), we conclude
\[
T_n(w_j) = P_n(w_j) = Q_n(w_j)
\] (4.3.25)
In particular, for \( j = 0, \ldots, n \),
\[
P_n(w_j) - Q_n(w_j) = 0
\] (4.3.26)
But \( \deg(P_n - Q_n) \leq n - 1 \) and \( P_n - Q_n \neq 0 \), so \( P_n - Q_n \) cannot have more than \( n - 1 \) zeros (rather than \( n + 1 \)). This contradiction shows there is not more than one minimizer. \( \square \)

We are heading towards a proof that
\[
\lim_{n \to \infty} \|T_n\|_\varepsilon^{1/n} = C(\varepsilon)
\] (4.3.27)
the logarithmic capacity of \( \varepsilon \). We will need the Bernstein–Walsh lemma (see Theorem 3.7.1 of Part 3) which says that if \( Q_n(z) \) is any polynomial of degree \( n \) and \( G_\varepsilon(z) \) is the Green’s function for \( \varepsilon \subset \mathbb{R} \), then
\[
|q_n(z)| \leq \|q_n\|_\varepsilon \exp(nG_\varepsilon(z))
\] (4.3.28)
We also need that \( G_\varepsilon(z) \) obeys (see Theorem 3.6.8 of Part 3)
\[
G_\varepsilon(z) - \log(\|z\|) \to - \log(C(\varepsilon))
\] (4.3.29)
as \( |z| \to \infty \).

Theorem 4.3.7. For any \( \varepsilon \subset \mathbb{R} \), one has
\[
\|T_n\|_\varepsilon \geq C(\varepsilon)^n
\] (4.3.30)
Proof. By (4.3.28),
\[
|T_n(z)||z|^{-n} \leq \|T_n\|_\varepsilon \exp(n[G_\varepsilon(z) - \log(\|z\|)])
\] (4.3.31)
Take \( |z| \to \infty \). Since \( T_n \) is monic, the left side of (4.3.31) goes to 1. Thus, by (4.3.29),
\[
1 \leq \|T_n\|_\varepsilon \exp(-n \log(C(\varepsilon)))
\] (4.3.32)
which is (4.3.30). \( \square \)
In fact, one can improve (4.3.30) by a factor of 2 and find many examples where \(\|T_n\|_\ell = 2C(\epsilon)^n\).

**Theorem 4.3.8.** (a) Let \(y_1 < \ldots < y_n\) be the zeros of \(T_n(x)\). Then \(T_n'(x)\) has exactly one simple zero, \(q_j\), in each interval \((y_j, y_{j+1})\) and

\[
|T_n(q_j)| \geq \|T_n\|_\ell
\]

(4.3.33)

(b) The following is a subset of \(\mathbb{R}\):

\[
\epsilon_n \equiv T_n^{-1}\left[-\|T_n\|_\ell \|T_n\|_\ell\right] \quad (4.3.34)
\]

(c) \(\epsilon \subset \epsilon_n\).

(d) \(T_n\) is also the \(n\)-th Chebyshev polynomial of \(\epsilon_n\).

(e) The Green’s function for \(\epsilon_n\) is given by

\[
G_{\epsilon_n}(z) = \frac{1}{n} \log \left| \frac{T_n(z)}{\|T_n\|_\ell} + \sqrt{\frac{T_n(z)^2}{\|T_n\|_\ell^2} - 1} \right| \quad (4.3.35)
\]

where the branch of \(\sqrt{\cdot}\) is taken with it equal to \(z^n + O(z^{n-1})\) near \(z = \infty\).

(f) \(\|T_n\|_\ell = 2C(\epsilon_n)^n\). \hspace{1cm} (4.3.36)

(g) (Schiefermayr’s Theorem). \(\|T_n\|_\ell \geq 2C(\epsilon)^n\). \hspace{1cm} (4.3.37)

**Remarks.** 1. Given \(\epsilon\), (d) and (f) say that for \(\epsilon = \epsilon_n\), we have equality in (4.3.37), so equality holds for many \(\epsilon\)’s. We’ll explain exactly which \(\epsilon\)’s in the Notes.

2. The square root in (4.3.35) has branch points at \(z_0\) with \(T_n(z_0) = \pm\|T_n\|_\ell\). We draw branch cuts on the sets of \(\epsilon\). The square root is discontinuous across the cuts but the \(|\cdot|\) is not so the right side of (4.3.35) is continuous and well defined on all of \(\mathbb{C}\).

**Proof.** (a) By Snell’s theorem, \(T_n'\) has at least one zero in each interval \((y_j, y_{j+1})\), \(j = 1, \ldots, n-1\). Since \(T_n'\) only has \(n-1\) zeros counting multiplicity, each interval has precisely one single zero. Since \(|T_n(w_j)| \in [0, \|T_n(q_j)\|]\), and \(|T_n(w_j)| = \|T_n\|_\ell\), (4.3.33) is immediate.

(b) Suppose first that \(n\) is even. Then \(T_n\) maps \([y_n, \sup_{x \in \epsilon} x]\) and \([\inf_{x \in \epsilon} x, y_1]\) to \([0, \|T_n\|_\ell]\). By (4.3.33), each \(\gamma \in [0, \|T_n\|_\ell]\) gets taken twice in \((y_2, y_3), (y_4, y_5), \ldots (y_{n-2}, y_{n-1})\) so in total \(n\) times and similarly for \(\gamma \in (-\|T_n\|_\ell, 0)\). Thus

\[
T_n^{-1}\left[-\|T_n\|_\ell, \|T_n\|_\ell\right] \subset \text{cvh}(\epsilon) \subset \mathbb{R} \quad (4.3.38)
\]

since \(T_n(x) = \gamma\) has at most \(n\) solutions. By the open mapping theorem, we see \(\epsilon_n \subset \mathbb{R}\).

(c) Immediate from \(\|T_n\|_\ell = \sup_{x \in \epsilon} |T_n(x)|\) and \(T_n\) real.
4.3. Chebyshev Polynomials

(d) By definition, \( \|T_n\|_e = \|T_n\|_\epsilon \) so the alternating set for \( \epsilon \) is one for \( \epsilon_n \). Thus, \( T_n \) is a Chebyshev polynomial for \( \epsilon \).

(e), (f) The expression inside \( |\cdot| \) of \( Q(z) \), the right side of (4.3.35), is analytic on \( \mathbb{C} \setminus \epsilon_n \) so \( Q(z) \) is harmonic on \( \mathbb{C} \setminus \epsilon_n \). As noted in Remark 2, \( Q(z) \) is continuous across \( \epsilon_n \) and since \( |\cdot| = 1 \) on \( \epsilon_n \), we see \( Q \upharpoonright \epsilon_n \equiv 0 \). Near \( \infty \),

\[
Q(z) = \log|z| - \frac{1}{n} \log \left( \frac{\|T_n\|_\epsilon}{2} \right) + o(1) \tag{4.3.39}
\]

Therefore \( Q(z) = G_{\epsilon_n}(z) \) and

\[
\log(C(\epsilon_n)) = \frac{1}{n} \left( \frac{\|T_n\|_\epsilon}{2} \right) \tag{4.3.40}
\]

which is (4.3.36).

(g) Immediate from (4.3.36) and \( \epsilon \subset \epsilon_n \Rightarrow C(\epsilon) \leq C(\epsilon_n) \). \( \square \)

To get the upper bound on \( \|T_n\|_\epsilon \), we need a new notion:

**Definition.** Given \( x_1, \ldots, x_n \in \mathbb{R} \), define

\[
c_n(x_1, \ldots, x_n) = \prod_{i \neq j} |x_i - x_j| \tag{4.3.41}
\]

the product over the \( n(n-1) \) distinct pairs. This is a continuous function on \( \epsilon \times \cdots \times \epsilon \), so the maximum is achieved. An \( n \)-point **Fekete set for \( \epsilon \)** is \( x_1^{(0)}, \ldots, x_n^{(0)} \in \epsilon \) so that

\[
c_n(x_1^{(0)}, \ldots, x_n^{(0)}) = \sup_{x_j \in \epsilon} c_n(x_1, \ldots, x_n) \tag{4.3.42}
\]

We define

\[
\zeta_n(\epsilon) = c_n(x_1^{(0)}, \ldots, x_n^{(0)})^{1/(n-1)} \tag{4.3.43}
\]

the maximum multiplicative average distance between points in \( \epsilon \).

**Theorem 4.3.9.**

(a) \( \zeta_{n+1}(\epsilon) \leq \zeta_n(\epsilon) \) \tag{4.3.44}

(b) For any \( n \),

\[
\|T_n\|_\epsilon^{1/n} \leq \zeta_{n+1}(\epsilon) \tag{4.3.45}
\]

**Proof.** (a) Let \( x_1^{(0)}, \ldots, x_{n+1}^{(0)} \) be an \( n+1 \)-point Fekete set. By definition of \( \zeta_n(\epsilon) \), for \( j = 1, \ldots, n+1 \),

\[
c_n(x_1^{(0)}, \ldots, x_j^{(0)}, \ldots, x_{n+1}^{(0)}) \leq \zeta_n(\epsilon)^{n(n-1)} \tag{4.3.46}
\]

(where the symbol on the left means the value at the \( n \) point set with \( x_j^{(0)} \) removed).
Take the product over the \( n + 1 \) values of \( j \). Each pair \(|x_k - x_\ell|\) occurs on the left side \( n - 1 \) times (for \( j \neq k, \ell \)). Thus,
\[
c_{n+1}(x_1^{(0)}, \ldots, x_{n+1}^{(0)})^{n-1} \leq \zeta_n(\epsilon)^{n(n-1)(n+1)} \tag{4.3.47}
\]
which is \((4.3.44)\).

(b) Let \( x_1^{(0)}, \ldots, x_{n+1}^{(0)} \) be an \( n + 1 \)-point Fekete set. For \( j = 1, \ldots, n + 1 \), let \( p_j \) be the monic polynomial
\[
p_j(x) = \prod_{k \neq j} (x - x_k^{(0)}) \tag{4.3.48}
\]
We have that
\[
p_j(x) \prod_{k, \ell \neq j, k \neq \ell} (x_k^{(0)} - x_\ell^{(0)}) \tag{4.3.49}
\]
is maximized for \( x \in \epsilon \) when \( x = x_j^{(0)} \). Thus,
\[
\|p_j\|_\epsilon = \prod_{k \neq j} |x_j^{(0)} - x_k^{(0)}| \tag{4.3.50}
\]
(\( j \) is fixed and the product is over \( n \) values of \( k \)).

Therefore,
\[
\prod_{j=1}^{n+1} \|p_j\|_\epsilon = c_{n+1}(x_1^{(0)}, \ldots, x_{n+1}^{(0)}) = \zeta_{n+1}(\epsilon)^{(n+1)n} \tag{4.3.51}
\]
Since \( T_n \) minimizes \(|p|\|_{\epsilon}\), we see \(|p_j| \leq \|p_j\|_{\epsilon}\) for each \( j \), so the left side of \((4.3.51)\) \( \geq \|T_n\|_{\epsilon}^{n+1} \) which yields \((4.3.45)\).

---

Since \( \zeta_n(\epsilon) \) is monotone, its limit
\[
\zeta_\infty(\epsilon) = \lim_{n \to \infty} \zeta_n(\epsilon) \tag{4.3.52}
\]
exists. It is called the \textit{transfinite diameter}. We have that
\[
C(\epsilon) \leq \liminf_{n} \|T_n\|_{\epsilon}^{1/n} \leq \limsup_{n} \|T_n\|_{\epsilon}^{1/n} \leq \zeta_\infty(\epsilon) \tag{4.3.53}
\]
by \((4.3.43)\) and \((4.3.45)\).

\textbf{Theorem 4.3.10 (Faber–Fekete–Szegő Theorem)}. \textit{For any compact set} \( \epsilon \subset \mathbb{R} \),
\[
\zeta_\infty(\epsilon) = C(\epsilon) \tag{4.3.54}
\]
\textit{In particular,}
\[
\lim_{n \to \infty} \|T_n\|_{\epsilon}^{1/n} = C(\epsilon) = \zeta_\infty(\epsilon) \tag{4.3.55}
\]
Remark. (4.3.54) has a Coulomb energy interpretation.

\[-\log(\zeta_n(\mathbf{c}))\] is the minimum of \[
\frac{1}{n(n-1)} \left[ \sum_{1 \leq j \neq k \leq n} -\log(|x_j - x_k|) \right]
\]

(4.3.56)

the Coulomb energy of \(n\) particles. So as \(n \to \infty\), we expect this to go the minimum of the continuum Coulomb energy of a unit charge spread out, that is, the \(-\log(C(\mathbf{c}))\).

In taking a limit, we need to include self-energies with a cutoff. Since there are only \(n\) self-energies and we divide by \(n^2\), the cutoff goes away in the limit.

Proof. (4.3.54) plus (4.3.53) implies (4.3.55) so we need only prove (4.3.54). Since (4.3.53) says \(C(\mathbf{c}) \leq \zeta_{\infty}(\mathbf{c})\), we need only prove \(\zeta_{\infty}(\mathbf{c}) \leq C(\mathbf{c})\)

(4.3.57)

Define the cutoff Coulomb energy of a probability measure, \(\nu\), by

\[E_a(\nu) = \int \log(\min(a, |x-y|^{-1})) d\nu(x) d\nu(y)\]

(4.3.58)

where \(a \in (0, \infty)\). By the monotone convergence theorem, for any \(\nu\),

\[\lim_{a \to \infty} E_a(\nu) = E(\nu) \equiv \int \log(|x-y|^{-1}) d\nu(x) d\nu(y)\]

(4.3.59)

the Coulomb energy (see Section 5.9 of Part 1).

For each \(n\), pick an \(n\)-point Fekete set and let \(\nu_n\) be the normalized counting measure \(\frac{1}{n} \sum_{j=1}^{n} \delta_{x_j}^{(0)}\). By passing to a subsequence, we can suppose \(\nu_{n(j)} \to \nu_{\infty}\), a limiting measure.

Since

\[|x-y| \leq \min(|x-y|, a^{-1}) = \exp(-\log(a, |x-y|^{-1}))\]

(4.3.60)

we have for each \(a < \infty\) that

\[a^{-1/n} \prod_{j \neq k} |x_j - x_k|^{1/n^2} \leq \exp[-E_a(\nu_{n(j)})]\]

(4.3.61)

Take \(n \to \infty\) and use that \(a^{-1/n} \to 1\) to see

\[\zeta_{\infty}(\mathbf{c}) \leq \exp(-E_a(\nu_{\infty}))\]

(4.3.62)

Now take \(a \to \infty\) and use (4.3.54) to see

\[\zeta_{\infty}(\mathbf{c}) \leq \exp(-E(\nu_{\infty}))\]

(4.3.63)
By (4.3.53), this says $E(\nu_\infty) \leq \log(C(e^{-1})) = E(\rho_e)$, where $\rho_e$ is the minimizing measure for potential theory (see Theorem 5.9.3 of Part 1). (If $C(e) = 0$, $E(\nu_\infty) = 0$ and (1.3.63) says $\zeta(0) = 0$, so (4.3.57) holds.)

Thus, $\nu_\infty = \rho_e$ and therefore, $\nu_n$ converges to $\rho_e$ and (4.3.63) is (4.3.57). □

In many cases, this argument can be extended to prove the zero counting measure for the $T_n$'s converges to $\rho_e$.

**Corollary 4.3.11.** Let $\mu$ be a measure with compact support $e \subset \mathbb{R}$. Let $P_n$ be the monic OPRL. Then

$$\lim \sup \|P_n\|_{L^2(d\mu)}^{1/n} \leq C(e)$$

(4.3.64)

**Proof.** By Theorem 4.3.1,

$$\|P_n\|_{L^2(d\mu)} \leq \|T_n\|_{L^2(d\mu)} \leq \|T_n\| e\mu(\mathbb{R})^{1/2}$$

(4.3.65)

so taking roots and letting $n \to \infty$, we get (4.3.64). □

$\mu$ is called regular if $\lim \|P_n\|_{L^2(d\mu)}^{1/n} = C(e)$. We discuss this in Section 3.7 of Part 3.

**Notes and Historical Remarks.**

Chebyshev polynomials are everywhere dense in numerical analysis.

—quoted in *Mason-Handscmb* [469]

Chebyshev (whose capsule biography can be found in Section 7.2 of Part 1) introduced and exploited Chebyshev polynomials on $[-1,1]$ in a series of papers starting in 1854 [116, 117, 118]. He never noted the definition that many modern presentations use: $T_n(\cos \theta) = \cos n\theta$ but focused instead on the min-max property (1.3.5). His first paper involved applications to building explicit mechanical devices: there is a website [398] devoted to his devices as well as models in the Moscow Polytechnical Museum and in the Paris Musée des Arts. There are several books [204, 469, 573] on the subject of these $[-1,1] T_n$ polynomials. One should think of $T_n$ as answering the question, which polynomial, $q_{n-1}$ of degree $n - 1$ minimizes $\|x^n - q_{n-1}\|_e$ and more generally, there is an alteration principal for the minimizer of $\|f - q_{n-1}\|_e$ explaining why the subject is central to approximation theory and to numerical analysis.

The general theory of Chebyshev polynomials was developed in Borel [82] in 1905, including existence and the use of the principle of alternation—a version of that had appeared earlier in the thesis of Kirchberger [388], a

---

3They attribute it to “George Forsythe (and maybe Philip Davis).”
student of Hilbert. The general theory also appeared in 1905 lectures of Markov formally only published in 1948 [466]. See Christiansen et al. [124] for his proof of the alternation theorem. Further significant developments of the general theory are due to Tonelli [703], de la Vallée Poussin [154], Jackson [338], and Haar [278].

Schiefermayr’s theorem appeared in his paper [600]. From (4.3.35) and the fact that harmonic measure of \( e \) in case \( e \) contains an interval is given by
\[
\frac{1}{\pi} \frac{\partial G_e(x+iy)}{\partial y}
\]
(see the proof of Theorem 3.7.12 of Part 3), we see that for \( e_n \) and \( x \in e_n^{\text{int}} \)
\[
\frac{d \rho_{e_n}(x)}{dx} = \frac{1}{n\pi} \frac{T_n'(x)}{\sqrt{\|T_n\|_e^2 - T_n(x)^2}}
\]
(4.3.66)
\[
= \frac{1}{n\pi} \left| \frac{d}{dx} \arccos \left( \frac{T_n(x)}{\|T_n\|_e} \right) \right|
\]
(4.3.67)
It follows that if \( y_1 < \ldots < y_n \) are the zeros of \( T_n \) and \( w_1^- < y_1 < w_1^+ \leq w_2^- < y_2 < \ldots < y_n < w_n^+ \) (with \( w_j^+ = w_j^- \) if \( \frac{dT_n}{dx}(w_j^+) = 0 \)) where \( |T_n(w_j^\pm)| = \|T_n\|_e \) then
\[
\rho_{e_n}((w_j^-,y_j)) = \rho_{e_n}((y_j,w_j^+)) = \frac{1}{2n}
\]
(4.3.68)
since \( \arccos^{-1}(y) \) runs from 0 to \( \frac{\pi}{2} \) as \( y \) runs from 1 to 0.

\( e_n = \bigcup_{j=1}^n [w_j^-,w_j^+] \) has at most \( n \) connected components with each component of the form \([w_j^-,w_\ell^+]\) for \( \ell \geq j \) (usually \( \ell = j \) unless \( w_{j+1}^- = w_j^+ \)). From (4.3.68), we conclude the harmonic measure is \( \frac{\ell+1-j}{n} \), i.e., we have shown that

**Theorem 4.3.12.** Each component of \( e_n \) has harmonic measure \( \frac{1}{n} \) with \( 0 < j \leq n \).

There is a converse of this: if \( e \subset \mathbb{R} \) is a compact set with finitely many connected components and all have rational harmonic measure, say \( \frac{a_1}{n}, \ldots, \frac{a_k}{n} \), then the Chebyshev polynomial \( T_n \) for \( e \) has \( e = e_n \) and so \( \|T_n\|_e = 2C(e)^n \). Since for \( \ell = 2,3,\ldots, \frac{\ell m}{n} = \frac{\ell m}{\ell n} \), we see that \( e \) also has \( \|T_n\|_e = 2C(e)^{n\ell} \) for \( \ell = 1,2,\ldots \). This can be proven using the connection of this whole subject to periodic Jacobi matrices, see Chapter 5 of [653].

Any book on approximation theory is likely to have a chapter on general Chebyshev polynomials asking for the best \( \| \cdot \|_e \)-approximation of \( x^n \) by polynomials of degree \( n - 1 \); see [10, 120, 121, 405, 475, 572]. Trefethen [704] deals with their use in numeric approximation and Steffens has a book [663] on the history of the subject.
Theorem 4.3.10 appeared first in Szegő [685]—earlier Fekete [199] had that \( \zeta_n \) has a limit. Faber [191] had asymptotics of Chebyshev polynomials and their norms in the special case of an analytic Jordan region. In that case, he proved the stronger result that \( \lim \| T_n \|_e C(e)^{-n} = 1 \).

**Problems**

1. Let \( e \) be a compact subset of \( \mathbb{R} \). Let \( q_n \) be a monic polynomial of degree \( n \) so there exist points \( \{x_j\}_{j=0}^n \subset e \) so that \( x_0 < x_1 < \ldots < x_n \) and \( (-1)^{n-j} q_n(x_j) > 0 \). Prove that
   \[
   \| T_n \|_e \geq \min_{j=0,\ldots,n} |q_n(x_j)|
   \]
   (4.3.69)

   **Remark.** This is a theorem of de la Vallée Poussin [154].

2. Let \( \mu \) be a nontrivial probability measure on \([a, b] \subset \mathbb{R}\). Let \( P_{n-1} \) be the set of nonzero polynomials of degree at most \( n-1 \) and let \( P_n \) be the \( n \)-th monic OP for \( \mu \). Prove that \( \sup_{Q \in P_{n-1}} \left[ \int xQ_n(x)^2d\mu \right] \left[ \int Q_n(x)^2d\mu \right]^{-1} \) is the largest zero of \( P_n \). (Hint: (4.1.31).)

3. Let \( e \subset \mathbb{C} \) be compact and
   \[
   F(b_0, \ldots, b_{n-1}) = \sup_{z \in e} \left| z^n + \sum_{j=0}^{n-1} b_j z^j \right|
   \]
   Prove that \( F \to \infty \) as \( \sum_{j=0}^{n-1} |b_j|^2 \to \infty \).

**4.4. Orthogonal Polynomials on the Unit Circle:**

*Verblunsky’s and Szegő’s Theorems*

In this section, we consider the case where the measure, \( \mu \), on \( \mathbb{C} \) is supported on \( \partial \mathbb{D} \), the unit circle—hence, orthogonal polynomials on the unit circle or OPUC for short. OPRL and OPUC are special because, in exploiting orthogonality for recursion, the adjoint \( M_z^* \) of \( M_z \), multiplication by \( z \) on \( L^2(\mathbb{C}, d\mu) \), is an important object. For general \( d\mu \), \( M_z^* \) has no relation to \( M_z \), but if \( \text{supp}(d\mu) \subset \mathbb{R} \), we have \( M_z^* = M_z \), and if \( \text{supp}(d\mu) \subset \partial \mathbb{D} \), we have \( M_z^* = M_z^{-1} \). This is responsible for the fact that in these cases, the OPs have simple recursion relations.

We’ll first derive these recursion relations. The Jacobi parameters, \( \{a_n, b_n\}_{n=1}^\infty \), will be replaced by Verblunsky coefficients, \( \{\alpha_n\}_{n=0}^\infty \), numbers in \( \mathbb{D} \). We’ll then prove Verblunsky’s theorem (the analog of Favard’s theorem) that every sequence \( \{\alpha_n\}_{n=0}^\infty \subset \mathbb{D} \) arises as the Verblunsky coefficients of a unique probability measure, \( d\mu \), on \( \partial \mathbb{D} \). Finally, expanding on the theme of the last section, we’ll discuss a variational proof of a celebrated theorem.
of Szegő: If \( \mu \), a probability measure on \( \partial \mathbb{D} \), has the form

\[
d\mu = w(\theta) \frac{d\theta}{2\pi} + d\mu_s
\]

with \( d\mu_s \) singular wrt \( d\theta \), and \( \{\alpha_n\}_{n=0}^\infty \) are its Verblunsky coefficients, then

\[
\prod_{n=0}^\infty (1 - |\alpha_n|^2) = \exp\left( \int_0^{2\pi} \log(w(\theta)) \frac{d\theta}{2\pi} \right)
\]

(4.4.2)

We use \( \Phi_n(z) \) for the monic OPs and \( \varphi_n = \Phi_n/\|\Phi_n\| \) for the orthonormal polynomials.

The recursion relation will use a map of polynomials, \( P \), of degree \( n \):

\[
P_n^*(z) = z^n P_n(1/\bar{z})
\]

called reversed polynomials. This is standard, although terrible, notation since the right is \( n \)-dependent. In particular, that \( (P_n^*)^* \) is \( P_n \) applied to \( P(z) = z^n \) requires \( 1^* = z^n \). When there is a possibility of confusion, one talks about \( \quad^* \) of degree \( n \).” Here is why \( ^* \) is important:

**Proposition 4.4.1.** (a) On any \( L^2(\partial \mathbb{D}, d\mu) \), \( P \to P^* \) is an anti-unitary map.

(b) \( (z^j)^* = z^{n-j} \). Thus,

\[
P(z) = \sum_{j=0}^n a_j z^j \Rightarrow P^*(z) = \sum_{j=0}^n \bar{a}_{n-j} z^j
\]

(4.4.4)

(c) Constant multiples of \( \Phi_n^*(z) \) are the set of polynomials of degree at most \( n \) which are orthogonal to \( z, z^2, \ldots, z^n \).

**Proof.** (a) For functions on \( \partial \mathbb{D} \), \( f(1/\bar{z}) = f(z) \), so \( P \to \bar{P}(1/\bar{z}) \) is just \( f \mapsto \bar{f} \) is anti-unitary. Multiplication by \( z^n \) is unitary.

(b) is trivial.

(c) By (a), \( P \perp z, z^2, \ldots, z^n \Leftrightarrow P^* \perp 1, z, \ldots, z^{n-1} \Leftrightarrow P^* = c\Phi_n \Leftrightarrow P = \bar{c}\Phi_n^* \).

**Theorem 4.4.2.** Let \( d\mu \) be a probability measure on \( \partial \mathbb{D} \).

(a) Then there exists \( \{\alpha_n\}_{n=0}^\infty \subset \mathbb{C} \) so that

\[
z\Phi_n(z) = \Phi_{n+1} - \bar{\alpha}_n \Phi_n^*
\]

(4.4.5)

(b) We have

\[
\|\Phi_{n+1}\|^2 = (1 - |\alpha_n|^2)\|\Phi_n\|^2
\]

(4.4.6)

(c) \( \alpha_n \in \mathbb{D} \) for each \( n \).

(d) All the zeros of \( \Phi_n(z) \) lie in \( \mathbb{D} \).
Remarks. 1. The $\alpha_n$ are called the Verblunsky parameters of $\mu$. (4.4.5) is the Szegő recursion.

2. The Notes explain the a priori strange use of $-\bar{\alpha}_n$ rather than, say, $+\alpha_n$.

3. One defines

$$\rho_n = (1 - |\alpha_n|^2)^{1/2}$$

so, by $\mu(\partial \mathbb{D}) = 1$, yields

$$\|\Phi_n\| = \rho_1 \cdots \rho_{n-1}$$

which implies

$$z\varphi_n(z) = \rho_n \varphi_{n+1} - \bar{\alpha}_n \varphi_n^*$$

Proof. (a) If $j = 1, \ldots, n$, then

$$\langle z\Phi_n, z^j \rangle = \langle \Phi_n, z^{j-1} \rangle = 0$$

so $\Phi_{n+1} - z\Phi_n \perp \{z, z^2, \ldots, z^n\}$. Since $\Phi_n$ is monic, $\Phi_{n+1} - z\Phi_n$ is a polynomial of degree $n$. Thus, by the proposition above, $\Phi_{n+1} - z\Phi_n$ is a multiple of $\Phi_n^*$.

(b) Since $\Phi_n^* \perp \Phi_{n+1}$ and multiplication by $z$ is unitary, we have

$$\|\Phi_n\|^2 = \|z\Phi_n\|^2 = \|\Phi_{n+1} - \bar{\alpha}_n \Phi_n^*\|^2 = \|\Phi_{n+1}\|^2 + |\alpha_n|^2 \|\Phi_n\|^2$$

which is (4.4.6).

(c) Since $\mu$ is nontrivial, $\|\Phi_{n+1}\| \neq 0$, so (4.4.6) implies $|\alpha_n| < 1$.

(d) Let $z_0$ be a zero of $\Phi_n(z)$. Then

$$\Phi_n(z) = (z - z_0)p(z)$$

for a polynomial, $p$, of degree $n - 1$, so $p \perp \Phi_n$. (4.4.12) implies that $zp = \Phi_n + z_0 p_n$. Since $p_n \perp \Phi_n$,

$$\|p\|^2 = \|zp\|^2 = \|\Phi_n\|^2 + |z_0|^2 \|p_n\|^2$$

Since $\|\Phi_n\| \neq 0$, $|z_0| < 1$. \(\square\)

Remark. (d) is not directly related to (a)–(c). We include it here because its proof is an analog of the proof of (c). See the Notes for a discussion of other proofs of (d). We’ll also provide a second proof later; see Proposition 4.4.7.

Our next signpost is:

**Theorem 4.4.3 (Verblunsky’s Theorem).** $\mu \mapsto \{\alpha_n(d\mu)\}_{n=0}^\infty$ sets up a one–one correspondence between all nontrivial probability measures on $\partial \mathbb{D}$ and $\mathbb{D}^\infty$ (all sequences in $\mathbb{D}$).
This is obviously an analog of Favard’s theorem, Theorem 4.1.3. As in that case, we need to show that, given any sequence \( \{\alpha_n\}_{n=0}^{\infty} \in \mathbb{D}^\infty \), there is a probability measure with \( \alpha_n(d\mu) = \alpha_n \). We do this in two steps: We first prove if \( d\mu_m \) is a sequence of measures, so that for each \( k = 0, 1, 2, \ldots \), \( \alpha_k(d\mu_m) \) is constant for \( m \) large, then \( d\mu_m \) has a nontrivial weak limit, \( d\mu \), whose Verblunsky coefficients are \( \lim_{m \to \infty} \alpha_n(d\mu_m) \). We then prove, given any sequence \( \{\alpha_n\}_{n=0}^{\infty} \), there is \( d\mu_m \) with

\[
\alpha_j(d\mu_m) = \begin{cases} 
\alpha_j, & j = 0, \ldots, m - 1 \\
0, & j \geq m 
\end{cases} \tag{4.4.14}
\]

**Proposition 4.4.4.** Let \( d\mu_m \) be a sequence of nontrivial measures on \( \partial \mathbb{D} \). Suppose for each \( \alpha_k \), \( \alpha_k(d\mu_m) \) is a constant \( \alpha_k^{(\infty)} \) for all large \( m \). Then \( d\mu_m \) converges weakly to a nontrivial measure, \( d\mu_\infty \), with

\[
\alpha_k(d\mu_\infty) = \alpha_k^{(\infty)} \tag{4.4.15}
\]

**Proof.** The \( \alpha \)'s determine the \( \Phi_j \) inductively by (4.4.5). Thus, for each \( j \), \( \Phi_j(z, d\mu_m) = \Phi_j^{(\infty)}(z) \) for all large \( m \). By (4.4.5) and induction, the coefficients of \( \Phi_j(z, d\mu) \) are polynomials in \( \bar{\alpha}_0, \bar{\alpha}_1, \ldots, \bar{\alpha}_{j-1} \). If \( \Phi_n(z) = z^n + \sum_{j=1}^{n} b_j z^{n-j} \), then \( \int \Phi_n(z) d\mu = 0 \) for \( n \geq 0 \) implies

\[
\int z^n d\mu = \sum_{j=1}^{n} b_j \int z^{n-j} d\mu \tag{4.4.16}
\]

proving inductively the \( n \)-th moment is a polynomial in \( \bar{\alpha}_0, \ldots, \bar{\alpha}_{n-1} \).

Thus, the moments \( \int z^n d\mu_m \) are constant for \( m \) large and \( n \geq 0 \). Since \( \int z^n d\mu_m = (\int z^n d\mu_m) \), the same is true for \( n < 0 \) and \( n \) large.

Since the polynomials in \( e^{\pm i\theta} \) are dense in \( C(\partial \mathbb{D}) \), we see \( d\mu_m \) has a weak limit, \( d\mu_\infty \). Since all moments are eventually constant, for any \( z_1, \ldots, z_k \), we have that \( \int \prod_{j=1}^{k} |z - z_j|^2 d\mu_m \) is eventually constant and equal to the same for \( d\mu_\infty \). Since \( d\mu_m \) is nontrivial, this integral is nonzero for \( d\mu_\infty \), that is, \( d\mu_\infty \) is nontrivial.

Similarly, the \( \Phi_m \) are polynomials in the moments \( \{c_j\}_{j=-m}^{m} \) and so the \( \bar{\alpha}_j \) are such polynomials. Thus, convergence of the moments implies convergence of the \( \alpha_j \)'s, proving (4.4.15). \( \square \)

We need some preliminaries for the explicit construction of measures with (4.4.14). Applying \( * \) for \( (n+1) \) polynomials to (4.4.5), we see

\[
\Phi_{n+1} = z\Phi_n + \bar{\alpha}_n \Phi_n^* \tag{4.4.17}
\]

\[
\Phi_n^* = \Phi_n + \alpha_n z \Phi_n \tag{4.4.18}
\]
or
\[
\begin{pmatrix}
\Phi_{n+1}^* \\
\Phi_{n+1}
\end{pmatrix}
= \begin{pmatrix} 1 & \alpha_n \\ \bar{\alpha}_n & 1 \end{pmatrix}
\begin{pmatrix}
\Phi_n^* \\
\bar{z}\Phi_n
\end{pmatrix}
\] (4.4.19)

Since \((\frac{1}{\bar{\alpha}_n} \alpha_n)^{-1} = \rho_n^{-2}(1 - \alpha_n - \bar{\alpha}_n^1)\), this yields

**Proposition 4.4.5** (Inverse Szegő Recursion). If \(\Phi_n\) are constructed by the Szegő recursion relations, then
\[
\begin{align*}
z\Phi_n &= \rho_n^{-2}[\Phi_{n+1} + \bar{\alpha}_n \Phi_{n+1}^*] \\
\Phi_n^* &= \rho_n^{-2}[\bar{\Phi}_n + \alpha_n \bar{\Phi}_{n+1}] \\
\Phi_{n+1}(0) &= \bar{\alpha}_n
\end{align*}
\] (4.4.20) (4.4.21) (4.4.22)

**Proof.** We showed (4.4.20)/(4.4.21) above. Since \(\Phi_n\) is monic, \(\Phi_n^*(0) = 1\), so Szegő recursion evaluated at 0 is (4.4.22). □

**Theorem 4.4.6** (Geronimus–Wendroff Theorem). Let \(\{\tilde{\Phi}_j\}_{j=0}^n\) be constructed from \(\tilde{\alpha}_0, \ldots, \tilde{\alpha}_{n-1} \in \mathbb{D}\) by Szegő recursion. If for a fixed \(n\) and some nontrivial probability measure, \(d\mu\), on \(\partial\mathbb{D}\), we have
\[
\Phi_n(z, d\mu) = \tilde{\Phi}_n(z)
\] (4.4.23)
then
\[
\begin{align*}
\alpha_j(d\mu) &= \tilde{\alpha}_j, & j &= 0, 1, 2, \ldots, n - 1 \\
\Phi_j(z, d\mu) &= \tilde{\Phi}_j(z), & j &= 0, 1, 2, \ldots, n - 1
\end{align*}
\] (4.4.24) (4.4.25)

In particular, if \(\Phi_n(z, d\mu) = \Phi_n(z, d\nu)\) for two measures \(\mu, \nu\), then their \(\alpha_j\)'s, \(j = 0, \ldots, n - 1\), and \(\Phi_j\)'s, \(j = 0, \ldots, n - 1\), are equal.

**Remarks.** 1. Remarkably, this says \(\Phi_n\) determines \(\Phi_j, j = 0, \ldots, n - 1,\) and \(\alpha_j, j = 0, \ldots, n - 1\). Put differently, since \(\Phi_n\) is monic, the zeros of \(\Phi_n\) determine the zeros of \(\Phi_j, j = 0, \ldots, n - 1\).

2. Since \(\Phi_n\) does not determine \(\alpha_n, \alpha_{n+1}, \ldots\), it cannot determine \(\Phi_j\) for \(j \geq n + 1\).

**Proof.** By inverse Szegő recursion, \(\Phi_n\) determines \(\alpha_{n-1}\) and \(\Phi_{n-1}\). By induction on \(k\), it determines \(\alpha_{n-k}, \Phi_{n-k}\) for \(k = 1, \ldots, n\). □

Next, we need to prove Szegő recursion alone implies all zeros of \(\Phi_n\) lie in \(\mathbb{D}\).

**Proposition 4.4.7.** Let \(P\) be a monic polynomial of degree \(n\) and \(\alpha \in \mathbb{D}\). Suppose all the zeros of \(P\) lie in \(\mathbb{D}\). Then
\[
Q(z) = zP(z) - \bar{\alpha}P^*(z)
\] (4.4.26)
has all its zeros in \(\mathbb{D}\). In particular, if \(\tilde{\Phi}_n\) is constructed from \(\tilde{\alpha}_0, \ldots, \tilde{\alpha}_{n-1} \in \mathbb{D}\) via Szegő recursion, then \(\tilde{\Phi}_n\) has all its zeros in \(\mathbb{D}\).
4.4. OPUC

Proof. Notice \(|P^*(e^{i\theta})| = |P(e^{i\theta})|\) so \(|zP(z)/P^*(z)| = 1\) on \(\partial \mathbb{D}\). (Since \(P\) has all its zeros in \(\mathbb{D}\), \(P^*\) is nonvanishing on \(\partial \mathbb{D}\).) Then if (4.4.26) is \(Q_\alpha\), for all \(\alpha \in \mathbb{D}\), \(z \in \partial \mathbb{D}\), \(Q_\alpha(z) \neq 0\). It follows, by the argument principle applied to \(Q_\alpha(z)\), that the number of zeros of \(Q_\alpha(z)\) inside \(\mathbb{D}\) is independent of \(\alpha\) for all \(\alpha \in \mathbb{D}\). But \(Q_{\alpha=0}(z) = zP(z)\) has all its zeros in \(\mathbb{D}\).

The final “in particular” follows from the first assertion and induction. \(\square\)

Lemma 4.4.8. Let \(p_n\) be a degree \(n\) polynomial all of whose zeros lie in \(\mathbb{D}\). Let

\[
d\mu(\theta) = \frac{d\theta}{2\pi|p_n(e^{i\theta})|^2} \tag{4.4.27}
\]

Then in \(L^2(\partial \mathbb{D}, d\mu(\theta))\), we have that

\[
\langle z^q, z^\ell p_n(z) \rangle = 0, \quad \ell = 0, 1, \ldots, q = 0, 1, \ldots, \ell + n - 1 \tag{4.4.28}
\]

Proof. Notice that

\[
p_n(z) \, d\mu_n(\theta) = \frac{1}{p_n(1/\bar{z})} \frac{d\theta}{2\pi} = \frac{z^n}{p_n^*(z)} \frac{d\theta}{2\pi} = \frac{1}{2\pi i} \frac{z^{n-1}}{p_n^*(z)} \, dz \tag{4.4.29}
\]

since \(d\theta = \frac{dz}{iz}\). Thus,

\[
\text{LHS of (4.4.28)} = \frac{1}{2\pi i} \int \frac{z^{\ell+n-1-q}}{p_n^*(z)} \, dz = 0 \tag{4.4.30}
\]

since \(\ell + n - 1 - q \geq 0\) and \(p_n^*(z)\) has all its zeros outside \(\overline{\mathbb{D}}\). \(\square\)

Theorem 4.4.9 (Bernstein–Szegő Approximation). Let \(\{\alpha_n\}_{n=0}^\infty\) be a sequence in \(\mathbb{D}\) and let \(\Phi_n, \varphi_n\) be the polynomials constructed via Szegő recursion and

\[
\varphi_n = \frac{\Phi_n}{\prod_{j=1}^{n-1} \rho_j} \tag{4.4.31}
\]

Then

\[
d\mu_n = \frac{d\theta}{2\pi|\varphi_n(e^{i\theta})|^2} \tag{4.4.32}
\]

is a nontrivial probability measure whose Verblunsky coefficients are

\[
\alpha_j(d\mu_n) = \begin{cases} 
\alpha_j, & j = 0, \ldots, n - 1 \\
0, & j \geq n
\end{cases} \tag{4.4.33}
\]

Proof. Let \(d\tilde{\mu}_n = \frac{d\mu_n}{\mu_n(\partial \mathbb{D})}\). We’ll see soon that \(\mu_n(\partial \mathbb{D}) = 1\). By (4.4.28),

\[
\langle z^q, z^\ell \Phi_n(z) \rangle_{d\tilde{\mu}_n} = 0, \quad \ell = 0, \ldots, q = 0, \ldots, \ell + n - 1 \tag{4.4.34}
\]

Thus, \(z^\ell \Phi_n\) is a degree \(n + \ell\) polynomial orthogonal to all lower degrees, that is,

\[
\Phi_{n+\ell}(z, d\tilde{\mu}_n) = z^\ell \Phi_n(z) \tag{4.4.35}
\]
By Theorem 4.4.6, we see that
\[ \Phi_j(z, d\tilde{\mu}_n) = \Phi_j(z, d\mu), \quad j = 0, \ldots, n \quad (4.4.36) \]
and so,
\[ \alpha_j(z, d\tilde{\mu}_n) = \alpha_j, \quad j = 0, \ldots, n - 1 \quad (4.4.37) \]

Thus,
\[ \varphi_j(z, d\tilde{\mu}_n) = \varphi_j(z) \quad (4.4.38) \]

Proof of Theorem 4.4.3. Given \( \{\alpha_n\}_{n=0}^\infty \subset \mathbb{D}^\infty \), we construct \( d\mu_n \) as in the last theorem, so \( \alpha_n(d\mu_m) = \alpha_n \) if \( m \geq n - 1 \). Thus, Proposition 4.4.4 applies and we get a limiting measure, \( d\mu_\infty \), with \( \alpha_n(d\mu_\infty) = \alpha_n \) for all \( n \). □

Finally, we turn to a remarkable theorem that we’ll see has important spectral theory consequences, a variational interpretation, and consequences for polynomial asymptotics (and in the Notes we’ll discuss its significance for Toeplitz determinants).

Theorem 4.4.10 (Szegő’s Theorem). Let \( \mu \) be a probability measure on \( \partial \mathbb{D} \) written as (4.4.1) with \( d\mu_s \perp \frac{d\theta}{2\pi} \). Let \( \{\alpha_n\}_{n=0}^\infty \) be its Verblunsky coefficients. Then
\[ \prod_{n=0}^\infty (1 - |\alpha_n|^2) = \exp \left( \int_0^{2\pi} \log(w(\theta)) \frac{d\theta}{2\pi} \right) \quad (4.4.39) \]

Remarks. 1. \( \prod_{n=0}^N (1 - |\alpha_n|^2)^{1/2} \) is monotone decreasing, so it has a limit (which might be zero). By Jensen’s inequality and concavity of \( \log \),
\[ \int_0^{2\pi} \log(w(\theta)) \frac{d\theta}{2\pi} \leq \log \left( \int_0^{2\pi} w(\theta) \frac{d\theta}{2\pi} \right) \leq 0, \]
so either the integral is convergent or else is \(-\infty\) (put differently, \( \int \log_+(w(\theta)) \frac{d\theta}{2\pi} < \infty \) always). If the integral is \(-\infty\), we interpret the right side of (4.4.39) as 0.

2. (4.4.39) is sometimes called a sum rule—it may look like a product rule, but if we take logs, we get
\[ \frac{1}{2} \sum_{n=0}^\infty \log(1 - |\alpha_n|^2) = \int_0^{2\pi} \log(w(\theta)) \frac{d\theta}{2\pi} \quad (4.4.40) \]
It is a precursor to the KdV sum rules (as we explain in the Notes).

3. Remarkably, \( d\mu_s \) plays no role in (4.4.39).

Before turning to the proof, we mention two corollaries and one reformulation.
Corollary 4.4.11. Let $\mu$ be a probability measure on $\partial \mathbb{D}$ written as \((4.4.1)\) with $d\mu_s \perp \frac{d\theta}{2\pi}$. Then

\[
\sum_{n=0}^{\infty} |\alpha_n|^2 < \infty \iff \int_{0}^{2\pi} \log(w(\theta)) \frac{d\theta}{2\pi} > -\infty \quad (4.4.41)
\]

Remarks. 1. There is a sense in which OPUC is a kind of nonlinear Fourier transform and \((4.4.41)\) is a kind of Plancherel theorem (if $w(\theta) = 1 + f(\theta)$ with $f$ small, then $-\log(w(\theta)) = f(\theta) + f(\theta)^2/2 + \ldots$. Since $\int w(\theta) d\theta = 1$ (if $d\mu_s = 0$), we see to leading order $-\int_{0}^{2\pi} \log(w(\theta)) \frac{d\theta}{2\pi} = \frac{1}{2} \int f(\theta)^2 \frac{d\theta}{2\pi} + \text{higher order}, making the nonlinear Plancherel analogy clearer).

2. This is a result in spectral theory, that is, the study of the connection of “objects”—in this case, measures—and their defining coefficients. \((4.4.41)\) has two consequences. First, if $\sum_{n=0}^{\infty} |\alpha_n|^2 < \infty$, then $\Sigma_{ac}$, the essential support of the a.c. part of $\mu$, is all of $\partial \mathbb{D}$ (since $w(\theta) > 0$ for a.e. $\theta$). This is a borderline result. There are examples (see the Notes) of $d\mu$’s with $\sum_{n=0}^{\infty} |\alpha_n|^p < \infty$ for all $p > 2$ but $d\mu_{ac} = 0$. Second, the singular part of $d\mu$ is arbitrary, that is, if $\int_{0}^{2\pi} w(\theta) \frac{d\theta}{2\pi} = 1 - \beta \ (\beta > 0)$ and the right side of \((4.4.41)\) holds, then $d\mu_s$ can be any singular measure with $\mu_s(\partial \mathbb{D}) = \beta$.

Proof. If $\sum_{n=0}^{\infty} |\alpha_n|^2 < \infty$, the product $\prod_{n=0}^{\infty} (1 - |\alpha_n|^2)$ is absolutely convergent and so nonzero (see Theorem 9.1.3 of Part 2A). On the other hand, if $\beta < 1$,

\[
-\log(1 - \beta) = \beta + \frac{1}{2} \beta^2 + \ldots \quad (4.4.42)
\]

so

\[
-\log(1 - |\alpha_n|^2) \geq |\alpha_n|^2 \quad (4.4.43)
\]

and

\[
\sum_{n=0}^{\infty} |\alpha_n|^2 \leq -\sum_{n=0}^{\infty} \log(1 - |\alpha_n|^2) \quad (4.4.44)
\]

Thus,

\[
\sum_{n=0}^{\infty} |\alpha_n|^2 < \infty \iff \prod_{n=0}^{\infty} (1 - |\alpha_n|^2) > 0 \quad (4.4.45)
\]

so \((4.4.39)\) implies \((4.4.41)\). \qed

For the second corollary, we need a definition. If

\[
\int \log(w(\theta)) \frac{d\theta}{2\pi} > -\infty \quad (4.4.46)
\]

(the Szegő condition), we define, for $z \in \mathbb{D}$, the Szegő function

\[
D(z) = \exp \left( \frac{1}{4\pi} \int \frac{e^{i\theta} + z}{e^{i\theta} - z} \log(w(\theta)) \ d\theta \right) \quad (4.4.47)
\]
Proposition 4.4.12. Let \( w \) obey the Szegő condition. Then \( D \in H^2(\mathbb{D}) \), vanishing on \( \mathbb{D} \), and if
\[
\lim_{r \uparrow 1} D(re^{i\theta}) \equiv D(e^{i\theta}) \tag{4.4.48}
\]
then for Lebesgue a.e. \( \theta \),
\[
|D(e^{i\theta})|^2 = w(\theta) \tag{4.4.49}
\]

Proof. Suppose first that \( w(\theta) \leq c \) with \( c > 0 \) for all \( \theta \). Then \( D(z) \) defined by (4.4.47) is less than \( c^{1/2} \). For \( \text{Re} \left( \frac{e^{i\theta} + z}{e^{i\theta} - z} \right) \geq 0 \), so \( \text{Re} \) integral in (4.4.47) \( \leq \frac{1}{2} \log c \). Thus, \( D(z) \in H^\infty \). Moreover, since \( \log(w(\theta)) \in L^1 \), by the convergence result for \( h^1 \) functions (see Theorems 2.5.5 and 5.4.4 of Part 3), the real part of the integral in (4.4.47) has limit \( \frac{1}{2} \log(w(\theta)) \) so that the boundary value of the \( H^\infty \) function (see Theorem 5.2.1 of Part 3) has (4.4.49).

In particular, for any \( r < 1 \),
\[
\int_0^{2\pi} |D(re^{i\theta})|^2 \frac{d\theta}{2\pi} \leq \int_0^{2\pi} w(\theta) \frac{d\theta}{2\pi} \tag{4.4.50}
\]

For general \( w \) obeying the Szegő condition, let \( D_n \) be the function with \( w \) replaced by \( w_n \equiv \min(n, w(\theta)) \). Then, by the dominated convergence theorem in the integral for \( D \), we see \( D_n(z) \to D(z) \) for all \( z \in \mathbb{D} \), and for \( 0 < r < 1 \),
\[
|D(re^{i\theta})|^2 = \exp \left( \int P_r(\theta, \varphi) \log(w(\varphi)) \frac{d\varphi}{2\pi} \right) \tag{4.4.51}
\]
and by (4.4.50) and the dominated convergence theorem,
\[
\int_0^{2\pi} |D(re^{i\theta})|^2 \frac{d\theta}{2\pi} \leq \int w(\theta) \frac{d\theta}{2\pi} \tag{4.4.52}
\]
so \( D \in H^2 \). By (4.4.51), we have \( \lim_{r \uparrow 1} |D(re^{i\theta})|^2 = w(\theta) \) for a.e. \( \theta \) as claimed. (4.4.51) also implies that \( |D(re^{i\theta})| \neq 0 \) for all \( re^{i\theta} \in \mathbb{D} \). \( \square \)

We can now state and prove the second corollary of Szegő’s theorem.

Corollary 4.4.13. Let \( \mu \) be a probability measure on \( \partial \mathbb{D} \) written as (4.4.4) with \( d\mu_s \perp \frac{d\theta}{2\pi} \). Suppose that \( \mu \) obeys the Szegő condition. Let \( D \) be its Szegő function. Then
\[
(a) \quad \lim_{n \to \infty} \int |D(e^{i\theta})\varphi_n^*(e^{i\theta}) - 1|^2 \frac{d\theta}{2\pi} + \int |\varphi_n^*(-e^{i\theta})|^2 d\mu_s(\theta) = 0 \tag{4.4.53}
\]
\[
(b) \quad \text{In } H^2(\partial \mathbb{D}), \ D\varphi_n^* \to 1.
\]
\[
(c) \quad \text{For all } z \in \mathbb{D},
\]
\[
\varphi_n^*(z) \to D(z)^{-1} \tag{4.4.54}
\]
uniformly in each \( \mathbb{D}_\rho(0), \rho < 1 \).}
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(d) For all \( z \in \mathbb{C} \setminus \overline{D} \),

\[
z^{-n} \varphi_n(z) \to D(1/\bar{z})^{-1}
\]

(4.4.55)

(e) \[
\lim_{n \to \infty} \int |\varphi_n^*(e^{i\theta})|^2 d\mu_s(\theta) = 0
\]

(4.4.56)

Remarks. 1. (4.4.55) is called Szegő asymptotics. We’ll discuss it further in the Notes.

2. Since \( (e^{i\theta} + 1/\bar{z})e^{i\theta} - (1/\bar{z})e^{i\theta} = -(e^{i\theta}/e^{i\theta} - 1/\bar{z}) = -D(0)\), we have for \( z \in \mathbb{C} \setminus \overline{D} \) that

\[
D(1/\bar{z})^{-1} = \exp \left( \frac{1}{4\pi} \int e^{i\theta} + z \log(w(\theta)) d\theta \right)
\]

(4.4.57)

The right side of (4.4.56) is sometimes called the exterior Szegő function.

Proof. (a) Note that since \( |D(e^{i\theta})|^2 = w(\theta) \), before taking limits, the left side of (4.4.53) is

\[
\|\varphi_n\|^2 + 1 - 2 \operatorname{Re} \left[ \int D(e^{i\theta}) \varphi^*_n(e^{i\theta}) \frac{d\theta}{2\pi} \right] = 2 - 2 \operatorname{Re} D(0) \varphi^*_n(0)
\]

(4.4.58)

since \( D\varphi^*_n \in H^2 \), and for \( g \in H^2 \), \( \int g(e^{i\theta}) \frac{d\theta}{2\pi} = g(0) \). By \( \Phi^*_n(0) = 1 \) (since \( \Phi_n \) is monic) and \( \|\Phi^*_n\| = \rho_1 \ldots \rho_n \) and Szegő’s theorem which says

\[
D(0) = \prod_{j=1}^{\infty} \rho_j
\]

(4.4.59)

we see

\[
\text{LHS of (4.4.53) = } \lim_{n \to \infty} \left[ 2 - 2 \prod_{j=n+1}^{\infty} \rho_j \right] = 0
\]

since the infinite product is absolutely convergent.

(b) Since both terms in (4.4.44) are nonnegative, the first goes to zero.

(c) By (b), \( D\varphi^*_n \to 1 \) uniformly on compact subsets of \( D \).

(d) \( z^{-n} \varphi_n(z) = \varphi^*_n(1/\bar{z}) \), so this follows from (c).

(e) The second term in (4.4.44) goes to zero. \( \square \)

We want to rephrase Szegő’s theorem as a variational principle. Notice that

\[
\prod_{j=0}^{n-1} \rho_j = \|\Phi_n\| = \|\Phi^*_n\|
\]

(4.4.60)

As discussed in Theorem 4.3.1

\[
\|\Phi_n\| = \min\{\|P\| \mid \deg(P) = n, \ P \text{ is monic}\}
\]

(4.4.61)
Thus,
\[ \| \Phi^*_n \| = \min \{ \| P \| : \deg(P) \leq n, P(0) = 1 \} \] (4.4.62)

Therefore,
\[ \prod_{j=0}^{\infty} \rho_j = \inf \{ \| P \| : P \text{ a polynomial, } P(0) = 1 \} \] (4.4.63)

We thus have the following rephrasing of Theorem 4.4.10:

**Theorem 4.4.14 (Szegő’s Theorem—Variational Form).** Let \( \mu \) be a positive measure on \( \partial \mathbb{D} \) written as (4.4.1) with \( d\mu_s \perp d\theta 2\pi \). Then
\[ \inf \{ \| P \|_{L^2(d\mu)}^2 : P \text{ a polynomial, } P(0) = 1 \} = \exp \left( \int_0^{2\pi} \log(w(\theta)) \frac{d\theta}{2\pi} \right) \] (4.4.64)

**Remarks.** 1. We’ve shifted from probability measures to general positive measures. Replacing \( d\mu \) by \( c d\mu \), \( w \rightarrow cw \) and both sides of (4.4.64) are multiplied by \( c \), so this is an immediate (but useful) extension.

2. It is this form we’ll prove. Let \( Sz(d\mu) \) be the left side of (4.4.64). We’ll first prove (4.4.64) if \( d\mu_s = 0 \). Then we’ll prove that
\[ Sz \left( w \frac{d\theta}{2\pi} + d\mu_s \right) = Sz \left( w \frac{d\theta}{2\pi} \right) \] (4.4.65)

We begin with the lower bound:

**Proposition 4.4.15.** For any polynomial, \( P \), with \( P(0) = 1 \), we have that
\[ \| P \|_{L^2(d\mu)}^2 \geq \exp \left( \int_0^{2\pi} \log(w(\theta)) \frac{d\theta}{2\pi} \right) \] (4.4.66)

**Proof.** We have
\[ \| P \|_{L^2(d\mu)}^2 \geq \int_0^{2\pi} |P(e^{i\theta})|^2 w(\theta) \frac{d\theta}{2\pi} \] (4.4.67)
\[ = \int_0^{2\pi} \exp(2 \log|P(e^{i\theta})| + \log(w(\theta))) \frac{d\theta}{2\pi} \]
\[ \geq \exp \left( \int_0^{2\pi} [2 \log|P(e^{i\theta})| + \log(w(\theta))] \frac{d\theta}{2\pi} \right) \] (4.4.68)
\[ \geq \exp \left( \int_0^{2\pi} \log(w(\theta)) \frac{d\theta}{2\pi} \right) \] (4.4.69)

In (4.4.67), we use \( d\mu_s \geq 0 \). In (4.4.68), we use Jensen’s inequality (Theorem 5.3.14 of Part 1). In (4.4.69), we use
\[ \int_0^{2\pi} \log|P(e^{i\theta})| \frac{d\theta}{2\pi} \geq \log|P(0)| = 0 \] (4.4.70)
which comes from the fact that \(\log |P(z)|\) is subharmonic (see Theorem 3.2.6 of Part 3) or a direct calculation (see Problem 1).

To maximize \(\|P\|\), we want to try to arrange the inequalities in the above proof to be equalities. For equality in Jensen’s inequality, we want 
\[
2\log|P(e^{i\theta})| + \log[w(\theta)]
\]
\[
\text{to be a constant.}
\]
For equality in (4.4.70), we want \(\log |P(z)|\) to be harmonic, that is, \(P(z)\) should have no zeros in \(D\), so in an inner-outer representation, \(P\) should be outer with 
\[
\log |P(e^{i\theta})| = -\frac{1}{2} \log(w(\theta)),
\]
that is, we want to arrange 
\[
P(z) = D(z)^{-1}.\]

Of course, in general, \(D(z)^{-1}\) is not a polynomial, so we want to first arrange polynomial approximations.

**Proposition 4.4.16.** Let \(d\mu = w(\theta) \frac{d\theta}{2\pi}\) obey the Szegő condition. Then
\[
\text{Sz}\left(w \frac{d\theta}{2\pi}\right) = \inf \left\{ \int w(\theta) |f^*(e^{i\theta})|^2 \frac{d\theta}{2\pi} \middle| f \in H^\infty(D), f(0) = 1 \right\} \tag{4.4.71}
\]

**Remark.** \(f^*(e^{i\theta})\) is the a.e. in \(d\theta\) limit of \(f(re^{i\theta})\).

**Proof.** We sketch the idea, leaving the details to the reader (Problem 2). Since polynomials are in \(H^\infty\), we need only show that for any \(f \in H^\infty(D)\), there exist polynomials, \(p_n\), with \(p_n(0) = 1\),
\[
\sup_{n,z \in D} |p_n(z)| \leq 2\|f\|_\infty \tag{4.4.72}
\]
and for a.e. \(\theta\),
\[
\lim_{n \to \infty} |p_n(e^{i\theta})| = |f^*(e^{i\theta})| \tag{4.4.73}
\]
since dominated convergence then implies 
\[
\int w(\theta)|p_n(e^{i\theta})|^2 \frac{d\theta}{2\pi} \to \int w(\theta)|f^*(e^{i\theta})|^2 \frac{d\theta}{2\pi}.
\]

For any \(n > 1\), \((1 - \frac{1}{n})z)\) is analytic in \(D_{(1-\frac{1}{n})^{-1}}(0)\), so its Taylor series converges uniformly, so we can find polynomials, \(p_n(z)\), so (4.4.72) holds and
\[
\left|p_n\left(\left(1 - \frac{1}{n}\right)e^{i\theta}\right) - f\left(\left(1 - \frac{1}{n}\right)e^{i\theta}\right)\right| \leq \frac{1}{n} \tag{4.4.74}
\]
This implies (4.4.73). □

**Proof of Theorem 4.4.14 if \(d\mu_s = 0\).** For each \(\varepsilon > 0\), let
\[
D_\varepsilon(z) = \exp\left(\frac{1}{4\pi} \int_0^{2\pi} \frac{(e^{i\theta} + z)}{e^{i\theta} - z} \log(w(\theta) + \varepsilon)\ d\theta\right) \tag{4.4.75}
\]
and
\[
f_\varepsilon(z) = \frac{D_\varepsilon(0)}{D_\varepsilon(z)} \tag{4.4.76}
\]
Then

\[ |f_\varepsilon(z)| \leq D_\varepsilon(0)\varepsilon^{-1/2} \quad (4.4.77) \]

so \( f_\varepsilon \in H^\infty \). Clearly, \( f_\varepsilon(0) = 1 \), so we can use \( f_\varepsilon \) in (4.4.71).

We have that

\[ |f_\varepsilon^*(e^{i\theta})| = D_\varepsilon(0)(w(\theta) + \varepsilon)^{-1/2} \quad (4.4.78) \]

so

\[ Sz\left( w \frac{d\theta}{2\pi} \right) \leq D_\varepsilon(0)^2 \int_0^{2\pi} \left[ \frac{w(\theta)}{w(\theta) + \varepsilon} \right] \frac{d\theta}{2\pi} \quad (4.4.79) \]

As \( \varepsilon \to 0 \), \( D_\varepsilon(0) \to D(0) \), while by monotone convergence, the integral converges to 1. Thus,

\[ Sz\left( w \frac{d\theta}{2\pi} \right) \leq \exp \left( \int (w(\theta)) \frac{d\theta}{2\pi} \right) \quad (4.4.80) \]

Combined with (4.4.66), this yields (4.4.64) for when \( d\mu_s = 0 \). \( \square \)

To complete the proof, we want to show we can use polynomials to kill \( d\mu_s \). That is the purpose of the following:

**Theorem 4.4.17.** Let \( d\nu \) be a positive singular measure on \( \partial \mathbb{D} \). Then there exists a sequence of polynomials \( \pi_n(z) \) so that

(a) \( \sup_{z \in \mathbb{D}, n} |\pi_n(z)| \leq 1 \) \quad (4.4.81)

(b) For \( d\theta \)-a.e. \( e^{i\theta} \), we have that

\[ \lim_{n \to \infty} |\pi_n(e^{i\theta})| = 0 \quad (4.4.82) \]

(c) For each \( \delta > 0 \),

\[ \sup_{|z| \leq 1-\delta} |\pi_n(z)| = 0 \quad (4.4.83) \]

(d) For \( d\nu \)-a.e. \( \theta \), we have that

\[ \lim_{n \to \infty} \pi_n(e^{i\theta}) = 1 \quad (4.4.84) \]

**Proof.** We sketch the proof, leaving the details to the reader (Problem 3). Without loss, suppose \( d\nu \) is a probability measure and define \( g(z) \) for \( z \in \mathbb{D} \) by

\[ \frac{1 + g(z)}{1 - g(z)} = \int \frac{e^{i\theta} + z}{e^{i\theta} - z} d\nu(\theta) \quad (4.4.85) \]

By Theorem 2.5.5 of Part 3 and the fact that \( w \mapsto \frac{1+w}{1-w} \) maps \( \mathbb{D} \) to \( \mathbb{H} \) taking 1 to \( \infty \) and 0 to 1, we see that

\[ |g(z)| < 1 \text{ if } z \in \mathbb{D}, \quad g(0) = 0 \quad (4.4.86) \]

For \( d\theta \)-a.e. \( \theta \), \( \lim_{r \uparrow 1} g(re^{i\theta}) \) exists and \( \neq 1 \).
If \( E = \{ \theta \mid \lim_{r \uparrow 1} g(re^{i\theta}) = 1 \} \), then
\[
\nu(\partial \mathbb{D} \setminus E) = 0
\] (4.4.87)

Notice that (4.4.86) implies
\[
|g(z)| \leq |z|
\] (4.4.88)

Let \( h(z) = \frac{1}{2}(1 + g(z)) \) and \( Q_n \) are polynomial approximations (truncated Taylor series to \( h((1 - \frac{1}{n})z) \)) so that

1. \( |Q(z)| \leq 1 - \frac{1}{6n} \), all \( z \in \mathbb{D} \) (4.4.89)

2. For \( d\theta \)-a.e. \( \theta \),
\[
\sup_n |Q_n(e^{i\theta})| < 1
\] (4.4.90)

3. \( \lim_{n \to \infty} Q_n(e^{i\theta}) = 1 \), \( e^{i\theta} \in E \) (4.4.91)

By (4.4.91), we can find \( k_1 < k_2 < \ldots \to \infty \) inductively and integers \( j_0(\theta) < \infty \), so for \( \nu \)-a.e. \( \theta \), we have
\[
|z - Q_n(e^{i\theta})| \leq \frac{1}{j^2} \text{ if } n \geq k_j, j \geq j_0(\theta)
\] (4.4.92)

Pick
\[
\pi_j(z) = [Q_{k_j}]^j
\] (4.4.93)

By (4.4.90), we have (4.4.82), and by (4.4.89), we have (4.4.81). These two plus Poisson representation and \( \pi_j(0) \) real implies (4.4.83).

Finally, \( |Q_j(z)| \leq 1 \) and (4.4.92) implies that for \( \nu \)-a.e. \( e^{i\theta} \), we have for \( j \) large that
\[
|1 - \pi_j(e^{i\theta})| = |1 - Q_j(e^{i\theta})^j| \leq j|1 - Q_j(e^{i\theta})| \to 0
\] (4.4.94)

The following result proves
\[
\mathbb{S} \left( w(\theta) \frac{d\theta}{2\pi} + d\mu_s \right) = \mathbb{S} \left( w(\theta) \frac{d\theta}{2\pi} \right)
\] (4.4.95)
and so complete the proof of Theorems 4.4.14 and 4.4.10.

**Theorem 4.4.18.** For any \( dm \) of the form (4.1.2) and any polynomial, \( Q(z) \), with \( Q(0) = 1 \), there exist polynomials, \( P_n(z) \), so that \( P_n(0) = 1 \) and
\[
\lim_{n \to \infty} \int |P_n(e^{i\theta})|^2 m(\theta) \frac{d\theta}{2\pi} = \int |Q(e^{i\theta})|^2 w(\theta) \frac{d\theta}{2\pi}
\] (4.4.96)
4. Orthogonal Polynomials

**Proof.** Let \( d\nu = d\mu_s \). Let \( \pi_n \) be as in Theorem 4.4.17. Let
\[
P_n(z) = Q(z) \left[ 1 - \pi_n(z) \right] \left[ 1 - \pi_n(0) \right]^{-1}
\] (4.4.97)

Clearly, \( P_n(0) = 1 \) and \( \sup_{n,z\in D} |P_n(z)| < \infty \). For \( d\theta \)-a.e. \( \theta \), \( P_n(e^{i\theta}) \to Q(e^{i\theta}) \), and for \( d\nu \)-a.e. \( \theta \), \( P_n(e^{i\theta}) \to 0 \). By the dominated convergence theorem,
\[
\int |P_n(e^{i\theta})|^2 w(\theta) \frac{d\theta}{2\pi} \to \int |Q(e^{i\theta})|^2 w(\theta) \frac{d\theta}{2\pi}, \quad \int |P_n(e^{i\theta})|^2 d\nu(\theta) \to 0
\] (4.4.98)

**Notes and Historical Remarks.** The subject of this section is dear to my heart—so much so that I’ve written three long books on the subject: two on OPUC and one on extensions of Szegő’s theorem, especially to OPRL. Other books on OPUC include Szegő and Geronimus.

While OPRL arose slowly as the nineteenth century unfolded, OPUC is an invention of Gabor Szegő (1895–1985), initially as parts of a few papers but then in a remarkable two-part paper in 1920–21, motivated by his work on Toeplitz determinants (see below).

Szegő, a Hungarian by birth was a student of Fejér. He was nineteen when he found the first version of his theorem which was published when he was fighting in the First World War. He was a privatdozent in Berlin when the 1920–21 paper was written and became a Professor in Königsberg in 1926. In 1925, he and his dear friend Pólya wrote their famous problem book. In the mid-1930’s, he saw that he was likely to lose his position since he was Jewish. He came to a temporary position at Washington University in St. Louis in 1936, became chair at Stanford in 1938, and served as chair until 1966. He turned a rather pedestrian department into a world powerhouse. His *Colloquium Lectures* has been a standard reference in the theory of orthogonal polynomials. Askey–Nevai is a wonderful biographical note.

In the late 1930s, Szegő found the Szegő recursion and put it in his book on OPs and Geronimus wrote several papers—it appears he discovered Szegő recursion slightly after but independently of Szegő.

Earlier, in 1935, Verblunsky wrote two remarkable papers on the subject of positive harmonic functions. He never discussed orthogonal polynomials but considered Carathéodory functions and parametrized the moments of a probability measure in terms of coefficients \( \alpha_n \). His scheme, described in Sect. 3.1, noted that once \( c_0, \ldots, c_n \) were determined, positivity required \( c_{n+1} \) to lie in a disk: \( \alpha_n \) parameters the precise location.
within the disk, that is, if \( r_n(c_0, \ldots, c_n) > 0 \) and \( \zeta_n(c_0, \ldots, c_n) \) are the radius and center of the disk, one has that

\[
c_{n+1} = \alpha_n r_n(c_0, \ldots, c_n) + \zeta_n(c_0, \ldots, c_n)
\]  

(4.4.99)

He went on to prove, in terms of this definition, that all possible \( \alpha_n \)'s in \( \mathbb{D}^\infty \) occurred, that is, what we have called Verblunsky’s theorem. He introduced approximations to the Carathéodory functions as a ratio of polynomials—one was \( \Phi_n^* \), although he didn’t know that nor did he find the recursion. He was the first person to write Szegö’s theorem as a sum rule and the first to prove the theorem when \( d\mu \) had a singular part. His papers, while deep and containing results only rediscovered later, were mainly ignored; occasionally, someone in the Geronimus school referred to it. At the beginning of this century, I was pointed to the papers, realized their importance, and suggested the terms Verblunsky coefficients and Verblunsky’s theorem which have stuck!

Samuel Verblunsky (1906–1996) was born to poor parents of Polish-Jewish extraction, growing up in London. He won a scholarship to Magdalene College, Cambridge where he stayed on to get a Ph.D. under Littlewood’s supervision. He wrote the two great papers mentioned above while at the University of Manchester and spent most of his career at Queen’s College, Belfast.

The state of OPUC was advanced by two papers of Geronimus [238, 239]. The second was published in the *Annals of Mathematics* with submission and correspondence going from Russia to the U.S. in the middle of the Second World War! The first paper showed the Verblunsky coefficients associated to the OPUC of a measure, \( d\mu \), were identical to the Schur parameters (see Section 7.5 of Part 2A) of the functions, \( f \), defined by

\[
\frac{1 + zf(z)}{1 - zf(z)} = \int \frac{e^{i\theta} + z}{e^{i\theta} - z} d\mu(\theta)
\]  

(4.4.100)

This is one reason that the parameters have a negative and a complex conjugate in the Szegö recursion.

The Geronimus–Wendroff theorem appeared first in Geronimus [239]. He even had a footnote about the OPRL result rediscovered fifteen years later by Wendroff [738]. Since it became known under Wendroff’s name in the West, we’ve called this theorem by the name we do. The OPRL result says:

**Theorem 4.4.19** (Geronimus–Wendroff Theorem for OPRL). Let \( P_n \) and \( P_{n+1} \) be two monic polynomials of degree \( n \) and \( n+1 \) whose zeros are all real and interlace. Then there is a probability measure, \( \mu \), on \( \mathbb{R} \) with finite moments so that \( P_n \) and \( P_{n+1} \) are among the monic OPRL for \( \mu \). \( P_{n-1}, P_{n-2}, \ldots \) are determined by \( P_n, P_{n+1} \), as are \( \{a_j\}_{j=1}^n \cup \{b_j\}_{j=1}^{n+1} \).
Remarks. 1. The reader will prove this in Problem 4.

2. $P_n$ and $P_{n+1}$ are determined by the zeros, that is, by $2n+1$ parameters. In turn, they determine $2n+1$ Jacobi parameters.

The Bernstein–Szegő approximation (Theorem 4.4.9) is due to Geronimus [239]. Its name comes from the fact that Bernstein and Szegő originally studied measures of the form $\frac{dx}{|Q(x)|^2}$ or $\frac{d\theta}{|Q(e^{i\theta})|^2}$.

Verblunsky’s theorem appears (with his definition of parameters) in his first paper [714]. [648] has several proofs. One of the most interesting writes a matrix representation for multiplication by $z$ in terms of the $\alpha_n$’s and appeals to the spectral theorem, somewhat like our proof of Favard’s theorem. This matrix representation is called the CMV matrix for Cantero, Moral, and Velázquez [98]. Remarkably, it only appeared in the OPUC literature in 2003 although a variant appeared somewhat earlier in the numerical linear algebra literature. Since Verblunsky’s paper was ignored for many years, there were several rediscoveries and the result was sometimes called “Favard’s theorem for the unit circle.” This is especially ironic since Verblunsky’s paper slightly predated Favard!

Szegő asymptotics has been a touchstone in the theory of OPs. Szegő [684] found a mapping of certain OPRL to OPUC and so extended Szegő asymptotics to OPRL—$z^n$ is replaced (when the essential support of $d\mu$ is $[-2,2]$) by $(\frac{x}{2} = \sqrt{(\frac{x}{2})^2 - 1})^n$ (where $x \in \mathbb{C} \setminus [-2,2]$). For a modern treatment of the Szegő mapping, see [649] Sect. 13.1.

As we mentioned, there are examples of $\mu$’s with $\sum_{n=0}^{\infty} |\alpha_n(d\mu)|^p < \infty$ for all $p > 2$ and where $w = 0$, that is, $\mu$ is purely singular. [648] Sects. 2.10–2.12] has three different constructions of such $\{\alpha_n\}_{n=0}^{\infty}$. [648] also has higher-order Szegő theorems.

Verblunsky’s form of Szegő’s theorem as a sum rule, that is, (4.4.40) is an analog and precursor of KdV sum rules. This is made explicit, for example, in Killip–Simon [387].

Szegő’s original form of his theorem did not involve OPUC but Toeplitz determinants. Given a measure, $\mu$, on $\partial \mathbb{D}$, we define its moments by

$$c_n = \int z^n d\mu(z) \quad (4.4.101)$$

A Toeplitz matrix is constant along diagonals:

$$T^{(n)} = \begin{pmatrix} c_0 & c_1 & \cdots & c_{n-1} \\ c_{-1} & c_0 & \cdots & c_{n-2} \\ \vdots & \ddots & \vdots \\ c_{-n+1} & \cdots & c_0 \end{pmatrix} \quad (4.4.102)$$
(i.e., \((T^{(n)})_{ij} = c_{j-i}\)). The Toeplitz determinant is
\[ D_n(d\mu) = \det(T^{(n+1)}) \]  
(4.4.103)

What Szegő proved in 1914 \[682\] is that
\[ \lim_{n \to \infty} D_n\left( w(\theta) \frac{d\theta}{2\pi} \right)^{1/n} = \exp\left( \int_0^{2\pi} \log(w(\theta)) \frac{d\theta}{2\pi} \right) \]  
(4.4.104)

The connection to OPUC, which Szegő found in \[683\], is that since
\((T^{(n)})_{ij} = \langle z^i, z^j \rangle\) and determinants are invariant under upper-triangular monic change of basis, the determinant is the same for \(\langle \Phi_i, \Phi_j \rangle = \delta_{ij} \|\Phi_j\|^2\). Thus,
\[ D_n\left( w(\theta) \frac{d\theta}{2\pi} \right) = \|\Phi_0\|^2 \|\Phi_1\|^2 \ldots \|\Phi_n\|^2 \]  
(4.4.105)

showing the connection of (4.4.105) to (4.4.64).

\[648\] has several other proofs of Szegő’s theorem; the one we give for Sz\((w \frac{d\theta}{2\pi})\) is essentially Szegő’s proof in \[683\]: the proof we give for (4.4.95) first appeared in \[648\], although there were earlier proofs of this using results like Theorem 4.4.17 and the theory of peak sets.

Remarkably, having found the first term in the large-\(n\) behavior of \(\frac{1}{n} \log(D_n(d\mu))\) in 1914, Szegő found the second term in 1952 \[687\]! This result, of importance in the study of the Ising model of statistical physics, is also sometimes called Szegő’s theorem. To avoid confusion, I call it the strong Szegő theorem. \[648\], Ch. 6] has five proofs of this result.

We stated and proved the variational form of Szegő’s theorem for \(L^2\)-norms and \(P(0) = 1\) conditions. The same idea handles \(L^p\)-norms, 0 < \(p < \infty\), and \(P(z_0) = 1\) conditions for \(z_0 \in \mathbb{D}\). Details can be found in \[648\], Sect. 2.5.

\[648\] has several proofs of the theorem that the zeros of OPUC lie in \(\mathbb{D}\). One of the most interesting is a special case of a theorem of Fejér \[198\] that if \(\mu\) is a measure of compact support in \(\mathbb{C}\), its OPs have zeros in the closed convex hull of the support (and not on its boundary if the set doesn’t lie in line). The reader will prove this in Problem 5.

Problems
1. Given a polynomial, \(P\), suppose that its zeros within \(\mathbb{D}\) are \(\{z_j\}_{j=1}^{\ell}\). Let
\[ Q(z) = \frac{1 - \bar{z}_j z}{z - z_j} P(z) \]  
(4.4.106)

(a) Prove that
\[ \int \log|P(e^{i\theta})| \frac{d\theta}{2\pi} = \int \log|Q(e^{i\theta})| \frac{d\theta}{2\pi} = \log|Q(0)| \]  
(4.4.107)

(b) Prove \(|P(0)| \leq |Q(0)|\) and conclude that (4.4.70) holds.
2. Provide the details of the proof of Proposition 4.4.16.

3. Provide the details of the proof of Theorem 4.4.17.

4. This will prove Theorem 4.4.19. Suppose $P_{n+1}$ and $P_n$ are monic polynomials of degree $n+1$ and $n$ whose zeros are real and interlace.
   (a) Prove there is a unique $b_{n+1}$ so that
   \[ Q = P_{n+1} + (b_{n+1} - x)P_n(x) \]  
   (4.4.108)
   has degree $n - 1$.
   (b) Prove that the zeros of $Q$ interlace those of $P_n$.
   (c) Prove that the leading coefficient of $Q$ is negative so there exists a unique $a_n > 0$ so that $Q = -a_n^2 P_{n-1}$.
   (d) Show that $P_n, P_{n+1}$ determine $\{P_j\}_{j=0}^{n-1}$ and $\{a_j\}_{j=1}^n, \{b_j\}_{j=1}^{n+1}$.
   (e) Construct $\mu$. (Hint: Extend the given Jacobi parameters by, say, taking $b_j = 0$ if $j \geq n + 2$ and $a_j = 1$ if $j \geq n + 1$.)

5. This will prove Fejér’s theorem that if $\mu$ has support on a compact $K \subset \mathbb{C}$ and $\Phi_n$ is the degree $n$ monic OP, then all its zeros lie in $\text{cvh}(K)$, the closed convex hull of $K$, and if $K$ is not contained in a line, not in the boundary of $\text{cvh}(K)$.
   (a) Let $\Phi_n(z_0) = 0$ and $Q(z) = (z - z_0)^{-1}\Phi_n(z)$. Let $d\nu = |Q(z)|^2 d\mu$. Prove that
   \[ z_0 = \frac{\int z d\nu(z)}{\int d\nu(z)} \]  
   (4.4.109)
   and conclude $z_0 \in \text{cvh}(K)$.
   (b) Prove that $z_0$ cannot be an extreme point of $\text{cvh}(K)$.
   (c) Prove that if $K$ is not in a straight line, then $z_0 \not\in \partial[\text{cvh}(K)]$. 
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Chapter 5

The Spectral Theorem


If one had to pick one result that stood out among the many in the theory of operators, especially self-adjoint operators, on a Hilbert space, it would be the spectral theorem of Hilbert (and in the unbounded case, von Neumann). This result and related issues is the subject of this chapter.

Recall the finite-dimensional spectral theorem (Theorem 1.3.3) which says that any self-adjoint matrix has a complete orthonormal basis of eigenvectors. While we saw the result as just stated extends to the self-adjoint compact operators (see Theorem 3.2.1), one needs a different format, in general, as Example 2.2.1 shows. Over the years, three different forms have been in vogue at different times. Our view is that they are equivalent and each illuminating in its own way. The three are:

1. **Projection-valued measure.** If \( \lambda_1, \ldots, \lambda_J \) are the distinct eigenvalues of \( A \), a finite-dimensional self-adjoint matrix, and \( E_j \) is the orthogonal projection onto \( \{ \varphi \mid A\varphi = \lambda_j \varphi \} \), then the spectral theorem is equivalent to

\[
A = \sum_{j=1}^{J} \lambda_j E_j
\]  

(5.0.1)
Define a projection-valued measure \( dE = \sum_{j=1}^{J} \delta(\lambda - \lambda_j) E_j \). Then (5.0.1) becomes

\[
A = \int t dE_t
\]

(5.0.2)

where \( E_t \) is a Stieltjes measure. This form does generalize—all that is needed is to allow measures beyond the finite pure point measure of the finite-dimensional case.

(2) **Functional calculus.** If \( A \in \mathcal{L}(X) \) for any Banach space, we can define \( P(A) \) for any polynomial. In Section 2.3 we even defined \( f(A) \) for certain analytic functions, \( f \). In the finite-dimensional self-adjoint case, (5.0.1) lets us define

\[
f(A) = \sum_{j=1}^{J} f(\lambda_j) E_j
\]

(5.0.3)

for any continuous function, \( f \), a definition that agrees with \( P(A) \) if \( P \) is a polynomial. We’ll see that not only does the spectral theorem in the infinite-dimensional case allow one to define \( f(A) \), one can go backwards from the functional calculus to the other forms.

(3) **Multiplication operator.** Suppose \( A \) is a finite-dimensional self-adjoint operator and suppose that the spectrum is simple, i.e., each \( E_j \) is one-dimensional. Let \( \mu \) be the point probability measure

\[
d\mu(x) = \frac{1}{n} \sum_{j=1}^{n} \delta(x - \lambda_j)
\]

(5.0.4)

It is easy to see that if \( B \) is the operator on \( L^2(\mathbb{R}, d\mu) \),

\[
(Bf)(x) = xf(x)
\]

(5.0.5)

then \( A \) and \( B \) are unitarily equivalent, i.e., for some unitary \( U: \mathbb{C}^n \rightarrow L^2(\mathbb{R}, d\mu) \), \( UAU^{-1} = B \). To accommodate degenerate eigenvalues, we need to allow direct sums of multiplication operators, but one form of the finite-dimensional spectral theorem is that \( A \) is unitary equivalent to a direct sum of multiplications on \( L^2(\mathbb{R}, d\mu_k) \) where \( \mu_k \) is a pure point measure with only finitely many pure points. The corresponding form of the general spectral theorem is to say this is true in the infinite-dimensional case if we allow a general measure supported on \( [-\|A\|, \|A\|] \).

In Section 5.1 we’ll explore these three forms more precisely and prove their equivalence. After a technical result in Section 5.2 we’ll give the “official” proof of the spectral theorem (relying on Favard’s theorem) in Section 5.3. Section 5.4 answers the question of when two bounded self-adjoint operators are unitarily equivalent. Section 5.5 discusses the spectral theorem for unitary operators and gives a direct proof while Section 5.6 does general normal operators based on the self-adjoint case. Section 5.7
sketches another five proofs of the spectral theorem! The last two sections discuss perturbations from a spectral theory point of view including the Krein spectral shift. We also prove a spectacular result of Weyl and von Neumann that for any self-adjoint operator $A$, there is a compact self-adjoint operator $C$ so that $A + C$ has a complete orthonormal basis of eigenvectors.

5.1. Three Versions of the Spectral Theorem: Resolutions of the Identity, the Functional Calculus, and Spectral Measures

As indicated in the introduction to this chapter, the spectral theorem has three “equivalent” forms: a representation as a Stieltjes integral (with projection-valued increments), an extension of the functional calculus from analytic functions on $\sigma(A)$ to continuous or even bounded measurable functions, and the realization of any bounded self-adjoint operator as a direct sum of multiplication operators. Our goal in this section is to make these forms precise and to show their equivalence. Several proofs appear later in Sections 5.3 and 5.7 and we provided a proof of one form already in Theorem 2.4.13.

At the end of the section, we use the spectral theorem to provide another proof of the existence of square roots, discuss the relation of the objects of this chapter to the spectrum, and discuss a spectral decomposition. We begin with a preliminary needed to define a projection-valued Stieltjes measure:

**Proposition 5.1.1.** Let $P, Q$ be two self-adjoint projections on a Hilbert space, $\mathcal{H}$, with $P \leq Q$. Then

(a) $\text{Ran}(P) \subseteq \text{Ran}(Q)$.

(b) $Q - P$ is a projection onto $\text{Ran}(Q) \cap (\text{Ran}(P))^\perp$.

(c) $QP = PQ$.

**Proof.** (a) For any self-adjoint projection, $R$,

$$\varphi \in \text{Ran}(R) \Leftrightarrow \langle \varphi, R\varphi \rangle = \langle \varphi, \varphi \rangle \quad (5.1.1)$$

Since $\langle \varphi, Q\varphi \rangle \leq \langle \varphi, \varphi \rangle$ for all $\varphi$, we see

$$P \leq Q \then (\langle \varphi, P\varphi \rangle = \langle \varphi, \varphi \rangle) \Rightarrow \langle \varphi, Q\varphi \rangle = \langle \varphi, \varphi \rangle \quad (5.1.2)$$

implying $\text{Ran}(P) \subseteq \text{Ran}(Q)$.

(b) Let $R$ be the orthogonal projection onto $(\text{Ran}(P))^\perp \cap \text{Ran}(Q)$. Then for $\varphi \in \text{Ran}(Q)$, $Q\varphi = \varphi = P\varphi + R\varphi \Rightarrow R = Q - P$ is a projection onto $\text{Ran}(Q - P) = \text{Ran}(Q) \cap (\text{Ran}(P))^\perp$.

(c) $QP = (P + R)P = P^2 = P$ and $PQ = P$. \square
Definition. Let $\mathcal{H}$ be a Hilbert space. A resolution of the identity is a function $t \mapsto E_t$ from $(-\infty, \infty)$ to the orthogonal projections on $\mathcal{H}$ so that

(i) $t < s \Rightarrow E_t \leq E_s$ \hfill (5.1.3)
(ii) $\lim_{t \to -\infty} E_t = 0$, $\lim_{t \to +\infty} E_t = 1$ \hfill (5.1.4)
(iii) $\lim_{t \downarrow s} E_t = E_s$ \hfill (5.1.5)

If $-\infty < a < b < \infty$ with $E_{a-\varepsilon} = 0$ for all $\varepsilon > 0$ and $E_b = 1$, we say $E$ is supported in $[a, b]$.

It is not hard to see (Problem 1) that for all $s$, $\lim_{t \uparrow s} E_t$ exists, and for all but countably many $s$, this limit is $E_s$. We begin with a Riemann–Stieltjes integral.

**Proposition 5.1.2.** Let $E_t$ be a resolution of the identity supported on $[-R, R]$. Let $g \in C([-R, R])$. Let

$$
\Phi_n(g) = \sum_{j=-2^n R}^{2^n R} g\left(\frac{j}{2^n}\right) \left[ E_{j/2^n} - E_{(j-1)/2^n} \right] \hfill (5.1.6)
$$

Then $\Phi_n(g)$ converges in norm to an operator $\Phi(g)$ and

$$
\Phi(g)\Phi(h) = \Phi(gh) \hfill (5.1.7)
$$

$g \mapsto \Phi(g)$ is linear \hfill (5.1.8)

$$
\Phi(\bar{g}) = \Phi(g)^* \hfill (5.1.9)
$$

$$
\|\Phi(g)\| \leq \|g\|_{\infty} \hfill (5.1.10)
$$

**Remark.** In fact (Problem 2),

$$
\|\Phi(g)\| = \sup_{\lambda \in \sigma(\Phi(\text{id}))} |g(\lambda)| \hfill (5.1.11)
$$

where id is the function that takes $\lambda$ to $\lambda$.

Using Proposition 5.1.1 it is easy to see that $\Phi_n$ obeys (5.1.7)–(5.1.9), so once we know the limit exists, we get these results for $\Phi$.

**Proof.** Let $\psi \in \mathcal{H}$. Then, by Proposition 5.1.1 for all $n$, $j$, and $k$, with $j \neq k$, we have

$$
\text{Ran}(E_{j/2^n} - E_{(j-1)/2^n}) \perp \text{Ran}(E_{k/2^n} - E_{(k-1)/2^n}) \hfill (5.1.12)
$$

from which we conclude:

$$
\|\Phi_n(g)\psi\|^2 = \sum_{j} \left| g\left(\frac{j}{2^n}\right) \right|^2 \| (E_{j/2^n} - E_{(j-1)/2^n}) \psi \|^2 \leq \sup_{j} \left| g\left(\frac{j}{2^n}\right) \right|^2 \|\psi\|^2 \hfill (5.1.13)
$$
since
\[
\sum_{j} \| (E_{j/2^n} - E_{(j-1)/2^n}) \psi \|^2 = \| (E_{R} - E_{(-R-1)/2^n}) \psi \|^2 = \| \psi \|^2 \quad (5.1.14)
\]

This plus the existence of the limit implies (5.1.10). It also implies for \( \ell > n \),
\[
\| \Phi_\ell(g) - \Phi_n(g) \| \leq \sup_{|x-y| \leq 2^{-n}} |g(x) - g(y)|
\rightarrow 0 \text{ as } n \rightarrow \infty \text{ by uniform continuity of } g.
\]

We can now state our first form of the spectral theorem.

**Theorem 5.1.3** (Spectral Theorem: Resolution of Identity Form). Let \( A \) be a bounded self-adjoint operator on a Hilbert space, \( \mathcal{H} \). Then there exists a resolution of the identity, \( E_t \), supported on \([-\|A\|,\|A\|] \) so that
\[
A = \int t \, dE_t \quad (5.1.16)
\]

**Remarks.** 1. We’ll see soon (the remark after (5.1.38)) that \( E_t \) is uniquely determined by \( A \). Thus, given any resolution of the identity, we can define \( A \) by (5.1.16) and see \( E_t \) is its resolution of identity. In other words, (5.1.16) sets up a one–one correspondence between bounded self-adjoint operators and resolutions of identity with bounded support.

2. Theorem 2.4.13 is essentially an equivalent form of this theorem.

The second version (in two variants) involves the functional calculus. We already have \( f \mapsto f(A) \) for functions analytic in a neighborhood of \( \sigma(A) \) (see Section 2.3). We’ll extend this to continuous and even bounded measurable functions. An algebra, \( \mathfrak{A} \), is a vector space with an associative product that obeys the distributive laws. If \( AB = BA \), for all \( A, B \in \mathfrak{A} \), it is a commutative algebra. An adjoint on \( \mathfrak{A} \) obeys the usual rules (i.e., \((\lambda A)^* = \bar{\lambda} A^* \), \((AB)^* = B^* A^* \), \((A + B)^* = A^* + B^* \)). An \( A \) with an adjoint is called a \( \ast \)-algebra. Chapter 6 will discuss algebras where \( \mathfrak{A} \) is also a Banach space.

\( \mathcal{L}(\mathcal{H}) \), the bounded operators, is a \( \ast \)-algebra with \( \ast \) given by the operator adjoint. So are \( C([a, b]) \), the complex-valued continuous functions on \([a, b]\) and \( B([a, b]) \), the bounded Borel functions on \([a, b]\) with adjoint given by pointwise complex conjugate.

If \( \mathfrak{A}_1, \mathfrak{A}_2 \) are \( \ast \)-algebras, a \( \ast \)-homomorphism \( \Phi : \mathfrak{A}_1 \rightarrow \mathfrak{A}_2 \) is a map that preserves the algebraic structure, (i.e., \( \Phi \) is linear and \( \Phi(ab) = \Phi(a)\Phi(b) \)) and obeys
\[
\Phi(a^*) = \Phi(a)^* \quad (5.1.17)
\]
Theorem 5.1.4. (Spectral Theorem: Continuous Functional Calculus Version). Let \( A \) be a bounded self-adjoint operator on a Hilbert space, \( \mathcal{H} \). Then there exists a \( * \)-homomorphism,

\[
\Phi_A : C([-\|A\|, \|A\|]) \to \mathcal{L}(\mathcal{H})
\]

(we write \( \Phi_A(f) = f(A) \)) so that

\[
\mathbb{1}(x) \equiv 1 \Rightarrow \Phi_A(\mathbb{1}) = 1, \quad \text{id}(x) = x \Rightarrow \Phi_A(\text{id}) = A
\]

Moreover, \( (5.1.19) \) and \( (5.1.20) \) determine \( \Phi_A \).

Remarks. 1. The adjoint on \( C([-\|A\|, \|A\|]) \) is \( f^*(x) = \overline{f(x)} \) and on \( \mathcal{L}(\mathcal{H}) \) the operator adjoint. The \( \|\Phi_A(f)\| \) in \( (5.1.20) \) is the operator norm.

2. We note the proof of uniqueness now: That \( \Phi_A \) is a \( * \)-homomorphism implies for a polynomial \( p \) in \( x \), \( \Phi_A(p) = p(A) \) by \( (5.1.19) \). Continuity of \( \Phi_A \) (i.e., \( (5.1.20) \)) and the Weierstrass approximation theorem (see Theorem 2.4.1 of Part 1) show that \( \Phi_A(f) \) is then determined for any continuous \( f \).

3. \( (5.1.11) \) implies that \( \Phi_A(f) \) only depends on \( f \upharpoonright \sigma(A) \) so the natural domain is \( C(\sigma(A)) \); see Theorem 5.1.9.

Theorem 5.1.5 (Spectral Theorem: Borel Functional Calculus). Let \( A \) be a bounded self-adjoint operator on a Hilbert space, \( \mathcal{H} \), and \( \mathcal{B}([-\|A\|, \|A\|]) \) the bounded Borel functions on \([-\|A\|, \|A\|]\). Then there exists a \( * \)-homomorphism, \( \Phi_A \), of \( \mathcal{B}([-\|A\|, \|A\|]) \) to \( \mathcal{L}(\mathcal{H}) \) obeying \( (5.1.19) \) and \( (5.1.20) \) and so that

\[
f_n(x) \to f(x) \text{ for all } x \text{ and } \sup_{x, n} |f_n(x)| < \infty \Rightarrow \text{s-lim } \Phi_A(f_n) = \Phi_A(f)
\]

(5.1.21)

Remark. Problem 3 will prove the uniqueness part of the theorem.

Let \( \Omega \subset \mathbb{R} \) be a Borel set and \( \chi_\Omega \) its characteristic function. Since \( \chi_\Omega^2 = \chi_\Omega = \overline{\chi_\Omega} \),

\[
P_\Omega(A) = \chi_\Omega(A)
\]

(5.1.22)

is a self-adjoint projection. \( \{P_\Omega(A)\} \) are called the spectral projections for \( A \). The strong continuity in Theorem 5.1.4 implies for \( \{\Omega_j\}_{j=1}^\infty \) Borel sets,

\[
\Omega_i \cap \Omega_j = \emptyset \text{ for } i \neq j \Rightarrow \text{s-lim } \sum_{j=1}^N P_{\Omega_j}(A) = P_{\cup_{j=1}^N \Omega_j}(A)
\]

(5.1.23)

so \( \Omega \mapsto P_\Omega(A) \) is called a projection-valued measure. It is clearly closely related to resolutions of the identity

\[
E_t = P_{(-\infty, t]}(A)
\]

(5.1.24)
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The relation is an analog of the relation of scalar measures on $[0, 1]$ to the monotone functions defining the Riemann–Stieltjes integral.

The last version also comes in two variants. The first form says every self-adjoint operator is a direct sum of multiplication operators:

**Theorem 5.1.6 (Spectral Theorem: Multiplication Operator Form).** Let $A$ be a self-adjoint operator on a Hilbert space, $\mathcal{H}$. Then there exist measures $\{\mu_j\}_{j=1}^N$ ($N$ finite or infinite) on $[-\|A\|, \|A\|]$ and a unitary map

$$U : \mathcal{H} \to \bigoplus_{j=1}^N L^2(\mathbb{R}, d\mu_j)$$

onto the direct sum so that $UAU^{-1}$ is multiplication by $x$, that is,

$$(UA\varphi)_j(x) = x(U\varphi)_j(X)$$

**Remarks.**
1. The $\mu_j$’s and $U$ are nonunique, but there is an involved uniqueness result in Section 5.4.
2. Each $\mu_j$ has support contained in $\sigma(A)$.

For the last version, we need a pair of related notions.

**Definition.** Let $A$ be a bounded operator on a Hilbert space, $\mathcal{H}$. The cyclic subspace for $A$ generated by $\varphi \in \mathcal{H}$, $\mathcal{H}_\varphi^{(A)}$, is the smallest closed subspace containing $\varphi$ and invariant for $A$ and $A^*$. It can be constructed by taking the closure of the span of all $B_1B_2\ldots B_k\varphi$, where $k = 0, 1, 2, \ldots$ and each $B_j$ is $A$ or $A^*$. If $\mathcal{H}_\varphi^{(A)} = \mathcal{H}$, we say $\varphi$ is a cyclic vector for $A$. For many authors, the cyclic subspace for $A$ is only required to be invariant under $A$ and this would be called the cyclic subspace for $\{A, A^*\}$. We’ll find this notion more useful and, when the $A$ is clear, will use the shorthand that even drops “for $A$.”

**Theorem 5.1.7 (Spectral Theorem: Spectral Measure Form).** Let $A$ be a self-adjoint operator on a Hilbert space, $\mathcal{H}$, and suppose $\varphi \in \mathcal{H}$ is cyclic for $A$. Then there exists a measure, $d\mu_\varphi$ (we sometimes will use $d\mu_\varphi^{(A)}$) on $[-\|A\|, \|A\|]$ and a unitary map

$$U : \mathcal{H} \to L^2(\mathbb{R}, d\mu_\varphi)$$

$$(UA\psi)(x) = x(U\psi)(x) \text{ for all } x \text{ and } \psi \in \mathcal{H}, \quad (U\varphi)(x) \equiv 1$$

Moreover, (5.1.27) and (5.1.28) determine $d\mu_\varphi$ and $U$ uniquely.

**Remark.** As in the other uniqueness results, we sketch the proof for this one. By (5.1.28),

$$\langle \varphi, A^n\varphi \rangle = \langle U\varphi, U(A^n\varphi) \rangle = \int x^n d\mu_\varphi(x)$$
Thus, \( \varphi \) and \( A \) determine \( \int p(x) \, d\mu_\varphi(x) \) for any polynomial, and so since polynomials are dense in \( C([-\|A\|,\|A\|]) \), \( \int f(x) \, d\mu_\varphi(x) \) for all continuous \( f \). Thus, the uniqueness part of the Riesz–Markov theorem (i.e., the construction of measures in Section 4.4 of Part 1) implies \( A \) and \( \varphi \) determine \( d\mu_\varphi \) uniquely. Moreover, by (5.1.28),

\[
(UA^n \varphi)(x) = x^n
\]  

so \( U \) is determined on the span \( \{A^n \varphi\}_{n=0}^\infty \), which is dense by the cyclicity hypothesis.

In the remainder of this section, we’ll show that each of these versions implies the others as follows:

Resolution of the Identity (Theorem 5.1.3) \[\Rightarrow\] Continuous Functional Calculus (Theorem 5.1.4) \[\Rightarrow\] Spectral Measure Version (Theorem 5.1.7) \[\Rightarrow\] Multiplication Operator Form (Theorem 5.1.6) \[\Rightarrow\] Borel Functional Calculus (Theorem 5.1.5) \[\Rightarrow\] Resolution of the Identity (Theorem 5.1.3)

Step [3] will use a result which is the main result of the next section (put there not because it is complicated, but because it is conceptually different):

**Theorem 5.1.8 (≡ Theorem 5.2.1).** Let \( A \) be any operator on a Hilbert space, \( \mathcal{H} \). Then there exists an orthonormal family \( \{\varphi_j\}_{j=1}^N \) (\( N \in \mathbb{Z}_+ \) or else \( N = \infty \)) so that for all \( j \neq k \), \( \mathcal{H}_{\varphi_j} \perp \mathcal{H}_{\varphi_k} \) and

\[
\mathcal{H} = \bigoplus_{j=1}^N \mathcal{H}_{\varphi_j} \tag{5.1.31}
\]

Here are the details of the equivalences:

1 (Theorem 5.1.3 \(\Rightarrow\) Theorem 5.1.4). Given the resolution of the identity with (5.1.16), let \( \Phi_A(g) = \int g(t) \, dE_t \), as defined by Proposition 5.1.2. That proposition shows that \( \Phi_A \) is a *-homomorphism obeying (5.1.19) and \( \Phi_A(1) = 1 \). (5.1.16) implies \( \Phi_A(\text{id}) = A \). \( \square \)

2 (Theorem 5.1.4 \(\Rightarrow\) Theorem 5.1.7). Given a continuous functional calculus, \( \Phi_A \), and \( \varphi \in \mathcal{H} \), let

\[
\ell_\varphi^{(A)}(g) = \langle \varphi, \Phi_A(g)\varphi \rangle \tag{5.1.32}
\]
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as a linear functional on $C([-\|A\|,\|A\|])$. If $g \geq 0$, we can write $g = f^2$ with $f = \sqrt{g(x)}$. Then

$$\ell_{\varphi}(g) = \langle \varphi, \Phi_A(f)^* \Phi_A(f) \varphi \rangle = \|\Phi_A(f)\varphi\|^2 \geq 0 \quad (5.1.33)$$

so by the Riesz–Markov theorem (Theorem 4.5.4 of Part 1), there is a measure $d\mu \equiv d\mu_{\varphi}(A)$ with

$$\langle \varphi, \Phi_A(g) \varphi \rangle = \int g(x) \, d\mu(x) \quad (5.1.34)$$

In particular,

$$\langle A^n \varphi, A^m \varphi \rangle = \int x^{n+m} \, d\mu(x) = \langle x^n, x^m \rangle_{L^2(\mathbb{R},d\mu)} \quad (5.1.35)$$

Thus, if we define $U[\Phi(A)\varphi] = \Phi(x)$, we get an isometry from $\mathcal{H} = \{\Phi(A)\varphi\}$ to $L^2(\mathbb{R}, d\mu_{\varphi})$. Since polynomials are dense in $L^2([-\|A\|,\|A\|], d\mu_{\varphi})$, the map is onto $L^2$, that is, $U$ extends to a unitary map. By construction, $UAU^{-1}$ is multiplication by $x$. □

3 (Theorem 5.1.7 $\Rightarrow$ Theorem 5.1.6). This is immediate from Theorem 5.1.8. □

4 (Theorem 5.1.6 $\Rightarrow$ Theorem 5.1.5). Let $F(x)$ be multiplication by $F(x)$ on each $L^2(\mathbb{R}, d\mu_j)$. Then

$$\Phi_A(F) = U^{-1}F(x)U \quad (5.1.36)$$

defines a map with all the required properties. The strong continuity, (5.1.21), follows from the dominated convergence theorem (Problem 4). □

5 (Theorem 5.1.5 $\Rightarrow$ Theorem 5.1.3). Let $\chi_t$ be the function

$$\chi_t(x) = \begin{cases} 1, & x \leq t \\ 0, & x > t \end{cases} \quad (5.1.37)$$

Let $E_t = \Phi_A(\chi_t)$. Then by the properties in Theorem 5.1.5, $E_t$ is a resolution of the identity. If $\Phi_n$ is given by (5.1.6) and $\text{id}(x) = x$, then $\Phi_n(\text{id}) = \Phi_A(q_n)$, where $q_n$ is a function with $|q_n(x)| \leq \|A\|$ and $q_n(x) \to x$. Thus,

$$\int t \, dE_t = \Phi_A(\text{id}) = A \quad (5.1.38)$$

□

Remark. Given this form for $E_t$, we can prove uniqueness of the resolution of the identity associated to $A$. Given a resolution of the identity, $\tilde{E}_t$, let $A = \tilde{\Phi}(\text{id})$. Then for any polynomial, $P$, $P(A) = \tilde{\Phi}(P)$ since $\tilde{\Phi}$ is a $*$-homomorphism, so by norm continuity, for all $g \in C([-\|A\|,\|A\|])$,

$$g(A) = \tilde{\Phi}(g) \quad (5.1.39)$$
Given \( t \), let \( g_n \) be defined by

\[
g_n(s) = \begin{cases} 
1, & s \leq t \\
1 - n(s - t), & t \leq s \leq t + n^{-1} \\
0, & s \geq t + n^{-1}
\end{cases}
\] (5.1.40)

By construction of \( \tilde{\Phi} \),

\[
\tilde{E}_t \leq \tilde{\Phi}(g_n) \leq \tilde{E}_{t+n^{-1}}
\] (5.1.41)

so, by (5.1.5),

\[
\tilde{E}_t = \lim_{n \to \infty} \tilde{\Phi}(g_n)
\] (5.1.42)

Thus, \( A \) determines \( \tilde{E}_t \), implying uniqueness.

Here are two applications of the spectral theorem.

**Theorem 5.1.9.** Let \( A \) be a bounded self-adjoint operator. The following sets are the same:

1. \( \sigma(A) \), the spectrum of \( A \);
2. the set of points of increase of \( E_\lambda \), the resolution of the identity for \( A \), that is, \( \{ \lambda \mid \forall \varepsilon > 0, E_{\lambda+\varepsilon} \neq E_{\lambda-\varepsilon} \} \);
3. the support of the spectral measure for \( A \), that is, \( \bigcup_n \text{supp}(\mu_n) \) if (5.1.25) hold.

**Remarks.** 1. In particular, (3) implies that for every \( \varphi \), \( \text{supp}(d\mu_{\varphi}^{(A)}) \subset \sigma(A) \), consistent with (5.1.11).

2. This connection to the spectrum is one reason for the name “spectral theorem.”

**Proof.** Let \( \sigma_{(2)}(A) \) (respectively, \( \sigma_{(3)}(A) \)) be the set in (2) (respectively, (3)).

We’ll prove \( \mathbb{R} \setminus \sigma_{(3)}(A) \subset \mathbb{R} \setminus \sigma(A) \subset \mathbb{R} \setminus \sigma_{(2)}(A) \) and \( \sigma_{(3)}(A) \subset \sigma_{(2)}(A) \).

\( \mathbb{R} \setminus \sigma_{(3)}(A) \subset \mathbb{R} \setminus \sigma(A) \). If \( \lambda \notin \sigma_{(3)}(A) \), let \( d = \text{dist}(\lambda, \sigma_{(3)}(A)) \geq 0 \) since \( \sigma_{(3)}(A) \) is closed. It is easy to see that if

\[
g(x) = \begin{cases} 
\frac{1}{x - \lambda} & \text{if dist}(x, \lambda) < \frac{d}{2} \\
\frac{2}{d} & \text{if dist}(x, \lambda) \geq \frac{d}{2}
\end{cases}
\] (5.1.43)

then \( g \in \mathcal{B}(\mathbb{R}) \) and \( g(A)(A - \lambda) = (A - \lambda)g(A) = 1 \).

\( \mathbb{R} \setminus \sigma(A) \subset \mathbb{R} \setminus \sigma_{(2)}(A) \). Suppose dist\((\lambda, \sigma(A)) \) = \( d > 0 \) and \( \varepsilon < d/2 \). Let

\[
g(x) = \begin{cases} 
1 & \text{if } |x - \lambda| < \frac{d}{2} \\
0 & \text{if } |x - \lambda| > d \\
\text{linear, in between}
\end{cases}
\] (5.1.44)
Then, by (5.1.11), \( g(A) = 0 \). Since \( 0 \leq E_{\lambda+\varepsilon} - E_{\lambda-\varepsilon} \leq g(A) \), we see \( E_{\lambda-\varepsilon} = E_{\lambda+\varepsilon} \).

\[ \sigma_3(A) \subset \sigma_2(A). \] If \( \lambda \in \sigma_2(A) \) and \( \varepsilon > 0 \), we can find \( \varphi \neq 0 \) in some \( L^2(\mathbb{R}, d\mu_n) \) with \( \text{supp}(\varphi) \subset (\lambda - \varepsilon, \lambda + \varepsilon) \). It follows that \( \varphi \in \text{Ran}(E_{\lambda+\varepsilon} - \overline{E}_{\lambda-\varepsilon}) \), so \( E_{\lambda+\varepsilon} \neq \overline{E}_{\lambda-\varepsilon} \). \( \square \)

**Theorem 5.1.10.** Let \( A \) be a bounded self-adjoint operator. Then

(a) \( A \geq 0 \iff \sigma(A) \subset [0, \infty) \)

(b) If \( A \geq 0 \), there exists \( B \geq 0 \) so \( B^2 = A \) and so that

\[ [C, A] = 0 \iff [B, A] = 0 \] (5.1.45)

**Remarks.** 1. If we use that \( A = B^2 \) with \( B = B^* \), then the spectral mapping theorem (Theorem 2.2.16) implies \( \sigma(A) \subset [0, \infty) \). But we want to use (a) to prove (b).

2. This is an alternate proof of the existence half of the square root lemma (Theorem 2.4.4). Our first proof of the spectral theorem (in Section 2.4) uses the square root lemma but not the other ones.

**Proof.** (a) If \( \sigma(A) \) is not in \([0, \infty)\), there is \( \lambda \in (-\infty, 0) \cap \mathbb{R} \), and so, by Theorem 5.1.9, some \( n \) and \( \varphi \in L^2(\mathbb{R}, d\mu_n) \) with \( \varphi \neq 0 \) and \( \varphi \) supported in \((-\infty, \frac{1}{2})\). Thus, \( \langle U^{-1}\varphi, AU^{-1}\varphi \rangle \leq -\frac{1}{2}||\varphi||^2 < 0 \), so \( A \) is not positive. On the other hand, if \( \sigma(A) \subset [0, \infty) \), every \( \mu_n \) is supported on \([0, \infty)\), so for any \( \psi \in \mathcal{H}, \)

\[ \langle \psi, A\psi \rangle = \sum_{n=1}^{N} \int x|(U\psi)_n(x)|^2 d\mu_n(x) \geq 0 \]

so \( A \) is nonnegative.

(b) Since each \( \mu_n \) is supported on \([0, \infty)\), we can let \( M \) be multiplication by \( \sqrt{x} \) and \( B = U^{-1}MU \), that is, \( B = f(A) \) with \( f \) the continuous real-valued function which is 0 on \((-\infty, 0] \) and \( \sqrt{x} \) on \([0, \infty) \). Thus, (5.1.45) holds. \( \square \)

We can extend the spectral mapping theorem to continuous functions of a self-adjoint operator:

**Theorem 5.1.11** (Spectral Mapping Theorem for Self-adjoint Operators). Let \( A \) be a bounded self-adjoint operator and \( f \) a continuous function on \( \sigma(A) \). Then

\[ \sigma(f(A)) = f[\sigma(A)] = \{ f(\lambda) \mid \lambda \in \sigma(A) \} \]

**Proof.** Let \( \lambda \notin f[\sigma(A)] \). Since \( \sigma(A) \) is compact and \( f \) continuous, \( d = \text{dist}(\lambda, f(\sigma(A))) > 0 \) so on each \( L^2(\mathbb{R}, d\mu_n), (f(x) - \lambda)^{-1} \) is bounded (by \( d^{-1} \)). Thus, if \( M \) is multiplication by \( f - \lambda \), then \( B = U^{-1}MU \) is an inverse to \( f(A) - \lambda \), so \( \lambda \notin \sigma(f(A)) \).
Suppose \( \lambda \in f[\sigma(A)] \), say \( \lambda = f(\zeta_0) \) with \( \zeta_0 \) in \( \sigma(A) \). Since \( f \) is continuous, given \( \varepsilon \), find \( \delta \) so that
\[
|\zeta - \zeta_0| \leq \delta \Rightarrow |f(\zeta) - \lambda| \leq \varepsilon
\]  
(5.1.46)
Since \( Q_{\delta} \equiv E_{\zeta_0 + \delta} - E_{\zeta_0 - \delta} \neq 0 \), find \( \varphi_{\varepsilon} \in \text{Ran}(Q_{\delta}) \) with \( \|\varphi_{\varepsilon}\| = 1 \). By (5.1.46), \( \|(f(A) - \lambda)\varphi_{\varepsilon}\| \leq \varepsilon\|\varphi_{\varepsilon}\| \), so \( \lambda \in \sigma(f(A)) \).

The final result we want to note is connected with the decomposition (4.7.28) of Part 1 for any Baire measure on \( \mathbb{R} \)
\[
d\mu = d\mu_{\text{ac}} + d\mu_{\text{pp}} + d\mu_{\text{sc}}
\]  
(5.1.47)
as a sum of a piece absolutely continuous with respect to Lebesgue measure, a pure point piece, and a singular continuous piece.

**Theorem 5.1.12.** Let \( A \) be a bounded self-adjoint operator on a Hilbert space, \( \mathcal{H} \). Then \( \mathcal{H} = \mathcal{H}_{\text{ac}} \oplus \mathcal{H}_{\text{pp}} \oplus \mathcal{H}_{\text{sc}}, \) where each space is invariant for \( A \) and \( \varphi \in \mathcal{H}_{\text{ac}} \) (respectively, \( \mathcal{H}_{\text{pp}} \) or \( \mathcal{H}_{\text{sc}} \)) if and only if \( d\mu_{\varphi}^{(A)} \) is a.c. wrt \( dx \) (respectively, pure point or singular continuous).

**Remark.** \( \mathcal{H}_{\text{pp}} \) is the span of the eigenvectors for \( A \).

**Proof.** Write \( UAU^{-1} = \oplus_{j=1}^{N} M_{\mu_j} \), where \( M_{\mu} \) is multiplication by \( x \) on \( L^2(\mathbb{R}, d\mu) \). Since the pieces in (5.1.47) are mutually singular, \( L^2(\mathbb{R}, \mu_{\text{ac}}) = L^2(\mathbb{R}, d\mu_{\text{ac}}) \oplus L^2(\mathbb{R}, d\mu_{\text{pp}}) \oplus L^2(\mathbb{R}, d\mu_{\text{sc}}) \) with each invariant for \( M_{\mu} \), we get \( \mathcal{H}_{\text{ac}} \) as \( \oplus_{j=1}^{N} L^2(\mathbb{R}, d\mu_{\text{ac}}) \), etc.

One defines the a.c. spectrum, pure point spectrum, and singular continuous spectrum of \( A \), a self-adjoint operator, by
\[
\sigma_{\text{ac}}(A) = \sigma(A \upharpoonright \mathcal{H}_{\text{ac}}), \quad \sigma_{\text{pp}}(A) = \sigma(A \upharpoonright \mathcal{H}_{\text{pp}}), \quad \sigma_{\text{sc}}(A) = \sigma(A \upharpoonright \mathcal{H}_{\text{sc}})
\]  
(5.1.48)
In some ways, these are rough invariants since they are closed sets. For example, \( \sigma_{\text{pp}}(A) \) is the closure of the set of eigenvalues and the set of eigenvalues has more information.

**Example 5.1.13.** Let \( \{q_n\}_{n=1}^{\infty} \) be a counting of the rationals in \( (0, 1) \). Let \( S_{n,\varepsilon} = (q_n - \frac{\varepsilon}{2^n}, q_n + \frac{\varepsilon}{2^n}) \cap (0, 1) \). Let \( S_{\varepsilon} = \bigcup S_{n,\varepsilon} \) so \( |S_{\varepsilon}| \leq \sum_{n=1}^{\infty} \frac{2\varepsilon}{2^n} = 2\varepsilon \) even though \( S_{\varepsilon} \) is a dense open set in \( [0, 1] \). If \( A \) is multiplication by \( x \) in \( L^2([0, 1], dx) \) and \( B \) in \( L^2([0, 1], \chi_{S_{\varepsilon}}(x) \ dx) \), then \( A \) and \( B \) have purely a.c. spectrum and \( \sigma_{\text{ac}}(A) = \sigma_{\text{ac}}(B) \), but \( A \) and \( B \) are not unitarily equivalent. For example, if \( P_{\Omega}(\cdot) \) are the spectral projections (5.1.22), then \( P_{[0,1]\setminus S_{\varepsilon}}(B) = 0 \) but \( P_{[0,1]\setminus S_{\varepsilon}}(A) \neq 0 \).

This suggests we want a finer invariant than \( \sigma_{\text{ac}} \).
5.1. Three Versions of the Spectral Theorem

**Definition.** A *Lebesgue measure class* is an equivalence class of Borel subsets of $\mathbb{R}$ under the relation $S \sim T \iff |S \Delta T| = 0$, where $|\cdot|$ is Lebesgue measure.

**Definition.** Let $A$ be a bounded self-adjoint operator. Let $A_{ac} = A \upharpoonright \mathcal{H}_{ac}$. Then $\Sigma_{ac}(A)$ is the measure class of those $S$ with $P_{\mathbb{R} \setminus S}(A_{ac}) = 0$, $P_T(A_{ac}) \neq 0$ for all $T$ with $|T| > 0$ and $|T \setminus S| = 0$.

It is not hard to see that

$$\sigma_{ac}(A) = \Sigma_{ac}^{\text{ess}} \equiv \{ \lambda \mid \forall \varepsilon \left( (\lambda - \varepsilon, \lambda + \varepsilon) \cap \Sigma_{ac} \neq \emptyset \right) \} \quad (5.1.49)$$

the essential closure of $\Sigma_{ac}$. In (5.1.49), by the intersection we mean with any set in the equivalence class. Thus, $\Sigma_{ac}$ determines $\sigma_{ac}$. It is also easy to see that if $d\mu$ and $d\nu$ are two measures a.c. wrt $dx$, then multiplication by $x$ in $L^2(\mathbb{R}, d\mu)$ and $L^2(\mathbb{R}, d\nu)$ (call them $A$ and $B$) are unitarily equivalent if and only if $\Sigma_{ac}(A) = \Sigma_{ac}(B)$.

**Notes and Historical Remarks.**

It is unfortunate therefore that even the bare statement of the spectral theorem is widely regarded as somewhat mysterious and deep, and probably inaccessible to the nonspecialist ... Another reason the spectral theorem is thought to be hard is that its proof is hard.

— P. Halmos [284]

The spectral theorem for bounded self-adjoint operators is due to Hilbert in 1906, the fourth part of his series [317] on the theory of operators on what we know as Hilbert space. Important reformulations and extensions are due to Schmidt [602], Weyl [741], Hellinger [310], and Hellinger–Toeplitz [311]. Except for Toeplitz (who was Hilbert’s postdoc, not his student), all these authors were students of Hilbert.

All this work was done using the resolution of the identity formulation and using, not operators, but quadratic forms. It was F. Riesz [564] in 1913 who phrased things in the operator language now standard. Riesz also had some discussion of the functional calculus, but it appeared more prominently in the work of Stone [670] and von Neumann [720] on the unbounded case. With the advent of the theory of operator algebras with von Neumann’s work in the 1930s and the Banach algebra work of Gel’fand and his school in the 1940s, the functional calculus framework became more central still.

The multiplication operator format occurred first in the context of multiplicity theory, most clearly in work of Segal [616]. It was Halmos, in a note [284] in 1963 that emphasized the simplicity of this point of view, which has become the most common approach in more recent texts although, for some, 1

1 in a paper championing the multiplication operator version.
the resolution of the identity persists. While I agree that the multiplication operator format is the simplest conceptually, I feel that the multiplicity of viewpoints is not only historically correct but pedagogically illuminating.

Problems
1. (a) Let \( \{P_j\}_{j=1}^{\infty} \) be a family of orthogonal projections, with \( \mathcal{H}_j = \text{Ran}(P_j) \) and \( P_j \leq P_{j+1} \). Prove that \( s\lim_{j \to \infty} P_j \) exists and is the orthogonal projection onto \( \bigcup_j \mathcal{H}_j \).
(b) If \( \{E_t\} \) is a resolution of the identity, prove that
\[
s\lim_{s \uparrow t} E_s \equiv E_t^- \tag{5.1.50}
\]
exists and that \( E_t^- \leq E_t \).
(c) If \( t \neq s \), prove that \( E_t - E_t^- \) is a projection onto a space orthogonal to \( E_s - E_s^- \).
(d) Prove that \( \{t \mid E_t^- \neq E_t\} \) is a countable set.

2. (a) Let \( \{E_t\} \) be a resolution of the identity. Define
\[
\sigma(\{E_t\}) = \{t \mid \forall \varepsilon > 0, E_{t-\varepsilon} \neq E_{t+\varepsilon}\} \tag{5.1.51}
\]
Let \( A = \int t \, dE_t \). Prove that \( \sigma(A) = \sigma(\{E_t\}) \).
(b) Prove that (5.1.11) holds.

3. (a) Let \( U \) be a bounded open subset of \( \mathbb{R} \) and
\[
g_{n,U}(x) = \begin{cases} 
1 & \text{if } \text{dist}(x, \mathbb{R} \setminus U) \geq n^{-1} \\
n \text{dist}(x, \mathbb{R} \setminus U) & \text{if } \text{dist}(x, \mathbb{R} \setminus U) \leq n^{-1}
\end{cases}
\]
If \( A \) is a bounded self-adjoint operator and \( \chi_U \) the characteristic function of \( U \), prove that
\[
\Phi_A(\chi_U) = s\lim_{n \to \infty} \Phi_A(g_{n,U}) \tag{5.1.52}
\]
and conclude that if \( \Phi_A, \tilde{\Phi}_A \) are two \( * \)-homomorphisms realizing Theorem 5.1.5, then \( \Phi_A(\chi_U) = \tilde{\Phi}_A(\chi_U) \) for all open sets \( U \).
(b) Prove \( \{B, \text{ Borel sets } \mid \Phi_A(\chi_B) = \tilde{\Phi}_A(\chi_B)\} \) is a \( \sigma \)-algebra and conclude it is all Borel sets.
(c) Prove \( \Phi_A(f) = \tilde{\Phi}_A(f) \) for all bounded Borel functions, \( f \).

Remark. One can also get this uniqueness from uniqueness of the spectral measures.

4. Let \( \mu \) be a measure of compact support, \( F_n, F \) Borel functions on \( \text{supp}(\mu) \) so \( F_n \to F \) for \( \mu \) a.e. \( x \) and \( \sup_{x,n} |F_n(x)| < \infty \). Let \( \varphi \) be in \( L^2(\mathbb{R}, d\mu) \). Prove that \( F_n \varphi \to F \varphi \) in \( L^2(\mathbb{R}, d\mu) \).
5.2. Cyclic Vectors

Recall that, given \( A \in \mathcal{L}(\mathcal{H}) \) with \( \mathcal{H} \) a Hilbert space and \( \varphi \in \mathcal{H} \), we defined the cyclic subspace, \( \mathcal{H}_\varphi^{(A)} \), to be the closure of the span of all products of \( A \)'s and \( A^* \)'s applied to \( \varphi \). In this section, our goal is to prove:

Theorem 5.2.1 (≡ Theorem [5.1.3]). Let \( A \) be any operator on a Hilbert space, \( \mathcal{H} \). Then there exists an orthonormal family \( \{ \varphi_j \}_{j=1}^N (N \in \mathbb{Z}_+ \text{ or else } N = \infty) \) so that for all \( j \neq k \), \( \mathcal{H}_{\varphi_j}^{(A)} \perp \mathcal{H}_{\varphi_k}^{(A)} \) and

\[
\mathcal{H} = \bigoplus_{j=1}^N \mathcal{H}_{\varphi_j}^{(A)}
\]  

(5.2.1)

The key is the following lemma:

Lemma 5.2.2. If \( \psi \perp \mathcal{H}_{\varphi}^{(A)} \), then \( \mathcal{H}_{\psi}^{(A)} \perp \mathcal{H}_{\varphi}^{(A)} \).

Proof. If \( \eta \in \mathcal{H}_{\psi}^{\perp} \), \( \zeta \in \mathcal{H}_{\varphi}^A \), and \( A^2 \) is \( A \) or \( A^* \), then

\[
\langle A^2 \eta, \zeta \rangle = \langle \eta, (A^2)^* \zeta \rangle = 0
\]

since \( A^{**} \zeta = A \zeta \in \mathcal{H}_{\varphi}^A \) and \( A^* \zeta \in \mathcal{H}_{\varphi}^A \). Therefore, \( A^2 \eta \perp \mathcal{H}_{\varphi}^{(A)} \). Thus, any product of \( A \) and \( A^* \)'s on \( \psi \) is in \( (\mathcal{H}_{\varphi}^{(A)})^{\perp} \). By continuity of the inner product, \( \mathcal{H}_{\psi}^{(A)} \perp \mathcal{H}_{\varphi}^{(A)} \). □

Proof of Theorem 5.2.1. Let \( \{ \eta_j \}_{j=1}^\infty \) be an orthonormal basis for \( \mathcal{H} \). Let \( \varphi_1 = \eta_1, \mathcal{H}_1 = \mathcal{H}_{\varphi_1}^{(A)} \), and \( P_1 \) be the projection onto \( \mathcal{H}_1^{\perp} \). If for all \( j \), \( P_1 \eta_j = 0 \), then let \( N = 1 \). If not, let \( k_1 \) be the smallest \( j \) with \( P_1 \eta_j \neq 0 \) and let \( \varphi_2 = P_1 \eta_{k_1} / \| P_1 \eta_{k_1} \| \). By the lemma, \( \mathcal{H}_{\varphi_2}^{(A)} \perp \mathcal{H}_{\varphi_1}^{(A)} \), and by construction, \( \{ \eta_j \}_{j=1}^{k_1} \subset \mathcal{H}_{\varphi_1}^{(A)} \oplus \mathcal{H}_{\varphi_2}^{(A)} \).

Proceed inductively, that is, given \( \varphi_1, \ldots, \varphi_{m-1} \), let \( P_{m-1} \) be the projection onto \( [\oplus_{j=1}^{m-1} \mathcal{H}_{\varphi_j}^{(A)}]^{\perp} \). If \( P_{m-1} = 0 \), take \( N = m-1 \). Otherwise, let \( k_{m-1} \) be the first \( j \) with \( P_{m-1} \eta_j \neq 0 \). Define \( \varphi_m = P_{m-1} \eta_{k_{m-1}} / \| P_{m-1} \eta_{k_{m-1}} \| \). Then by the lemma, \( \mathcal{H}_{\varphi_m}^{(A)} \subset (\mathcal{H}_{\varphi_j}^{(A)})^{\perp} \) for \( j = 1, \ldots, m-1 \). Since \( \{ \eta_j \}_{j=1}^m \subset \oplus_{q=1}^N \mathcal{H}_{\varphi_q}^{(A)} \), we see that \( \oplus_{q=1}^N \mathcal{H}_{\varphi_q}^{(A)} = \mathcal{H} \). □

5.3. A Proof of the Spectral Theorem

In this section, we’ll prove Theorem [5.1.7] and thereby, given our discussion in Section [5.1], all the forms of the spectral theorem (for bounded self-adjoint operators). So let \( A \) be a bounded self-adjoint operator with cyclic vector, \( \varphi \). The idea will be to find an orthonormal basis for \( \mathcal{H} \) in which \( A \) is a Jacobi matrix. Then we can appeal to Favard’s theorem (Theorem [4.1.3]).
For \( n = 1, 2, \ldots \), define
\[
\psi_n = A^{n-1} \varphi
\] (5.3.1)
and \( \{ \varphi_n \}_{n=1}^N \) the ON set obtained by applying Gram–Schmidt to this set. If \( p(A) \varphi = 0 \) for all polynomials, \( p \), of minimal degree, \( N \), then \( \{ A^j \varphi \}_{j=0}^{N-1} \) are independent (since \( N \) is the minimal degree) and, by induction (Problem 1), any \( A^\ell \varphi \), \( \ell \geq N \), is a linear combination of \( \{ A^j \varphi \}_{j=0}^{N-1} \). So either \( N \) is finite or \( \{ A^j \varphi \}_{j=1}^\infty \) are linearly independent.

Thus, for \( k \leq N \),
\[
\varphi_k = \sum_{j=1}^k \alpha_{kj} \psi_j
\] (5.3.2)
and
\[
\psi_k = \sum_{j=1}^k \beta_{kj} \varphi_j
\] (5.3.3)
where
\[
\alpha_{kk} > 0, \quad \beta_{kk} > 0
\] (5.3.4)
Since \( \varphi \) is cyclic, \( \{ \varphi_j \}_{j=1}^N \) is an orthonormal basis.

It follows from this and \( A \psi_j = \psi_{j+1} \) that \( A \varphi_k \) is in the span of \( \{ \varphi_j \}_{j=1}^{k+1} \). In particular, if \( \ell > k+1 \), \( \langle \varphi_\ell, A \varphi_k \rangle = 0 \). But then, \( \langle \varphi_k, A \varphi_\ell \rangle = \langle \varphi_\ell, A \varphi_k \rangle = 0 \) also, so \( \langle \varphi_\ell, A \varphi_k \rangle \neq 0 \Rightarrow |\ell - k| \leq 1 \), that is, in the ON basis \( \{ \varphi_j \}_{j=1}^N \), \( A \) is tridiagonal. Moreover, (5.3.4) is easily seen (Problem 2) to imply \( \langle \varphi_k, A \varphi_\ell \rangle > 0 \) (so \( \langle \varphi_k, A \varphi_{k+1} \rangle > 0 \) also). We have thus proven:

**Theorem 5.3.1.** Let \( A \) be a bounded self-adjoint operator on a Hilbert space, \( \mathcal{H} \), with a cyclic vector, \( \varphi \). Then in the basis obtained via Gram–Schmidt on \( \{ A^j \varphi \}_{j=0}^\infty \), \( A \) is a Jacobi matrix.

There exists a unique measure, \( \mu \), on \([-\|A\|, \|A\|]\) so that
\[
\int x^n \, d\mu(x) = \langle \varphi, A^n \varphi \rangle
\] (5.3.5)
There exists a unitary map, \( U : \mathcal{H} \to L^2(\mathbb{R}, d\mu) \) obeying (5.1.28).

**Proof.** The first paragraph is as noted above. Favard’s theorem (Theorem 4.1.3) then implies there is a measure \( d\mu_\varphi \) with the same Jacobi parameters as this Jacobi matrix. By Proposition 4.1.6 one has (5.3.5). As in the proof of uniqueness in the remark after Theorem 5.1.7 we have a unique unitary obeying (5.1.28). \( \square \)

**Remarks.** 1. This is an extended form of the spectral measure form of the spectral theorem (Theorem 5.1.7).
2. If \( \{p_n\}_{n=1}^{N} \) are the orthonormal polynomials for \( d\mu_{\varphi} \), then the Gram–Schmidt basis \( \{\varphi_n\}_{n=1}^{N} \) constructed above is given by
\[
\varphi_n = p_n(A)\varphi
\] (5.3.6)

**Problems**

1. If \( A^n \varphi = \sum_{j=0}^{n-1} \alpha_j A^j \varphi \), prove by induction that for any \( \ell \geq 0 \), \( A^{n+\ell} \) is a linear combination of \( \{A^j \varphi\}_{j=0}^{n-1} \).

2. Show that (5.3.4) implies \( \langle \varphi_{n+1}, A\varphi_n \rangle > 0 \).

### 5.4. Bonus Section: Multiplicity Theory

In this section, we’ll explore two closely related issues: first, lack of uniqueness in Theorem 5.1.6 and second, the question of unitary invariants for (bounded) self-adjoint operators, that is, data to be assigned to such operators so that two such operators are unitarily equivalent if and only if their data are the same. We’ll see there are canonical choices in Theorem 5.1.6 (albeit not of measures) that provide the data. As a first hint, we note that in the finite-dimensional case, unitary invariant data are the eigenvalues and their multiplicity. Our results will also allow the study of the structure of the set of all operators commuting with a bounded self-adjoint operator, \( A \).

We start with simple operators. Given a measure, \( \mu \), on \( \mathbb{R} \) with bounded support, we let \( M_\mu \) be the multiplication operator on \( L^2(\mathbb{R}, d\mu) \), that is,
\[
(M_\mu f)(x) = xf(x) \quad (5.4.1)
\]
A self-adjoint operator, \( A \), is called simple if it has a cyclic vector. By picking \( \varphi(x) \equiv 1 \), we see every \( M_\mu \) is simple and the spectral theorem in the form Theorem 5.1.7 says that every simple operator is unitarily equivalent to some \( M_\mu \).

**Theorem 5.4.1.** Let \( \mu, \nu \) be two measures of bounded support on \( \mathbb{R} \). Then \( M_\mu \) is unitarily equivalent to \( M_\nu \) if and only if \( \mu \) and \( \nu \) are mutually absolutely continuous, that is, each is a.c. wrt the other.

**Remark.** \( \mu \) and \( \nu \) are mutually a.c. if and only if \( (\mu(A) = 0 \iff \nu(A) = 0) \) if and only if \( d\mu = f d\nu \) with \( f(x) \neq 0 \) for \( \nu \)-a.e. \( x \).

**Proof.** If \( VM_\mu V^{-1} = M_\nu \) for a unitary \( V \), then \( M_\nu^\ell(V1) = V(M_\mu^\ell 1) \) for all \( \ell \), so if \( V1 = g(z) \), we have
\[
\int x^\ell |g(x)|^2 d\nu(x) = \int x^\ell d\mu(x) \quad (5.4.2)
\]
so by the fact that moments determine bounded measures, we have
\[ d\mu(x) = |g(x)|^2 \, d\nu(x) \]  \hspace{1cm} (5.4.3)
so \( \mu \) is a.c. wrt \( \nu \). By symmetry, they are mutually absolutely continuous. \( \square \)

**Definition.** Two measures are called equivalent if they are mutually absolutely continuous (written \( \mu \sim \nu \)). An equivalence class is called a measure class.

If \( A \) is simple, by the last theorem and the spectral theorem, if \( \varphi, \psi \) are two cyclic vectors, \( d\mu^{(A)}_\varphi \) and \( d\mu^{(A)}_\psi \) are equivalent, so simple \( A \)'s define a unique measure class. Theorem 5.4.1 can thus be restated.

**Theorem 5.4.2.** Let \( A \) and \( B \) be two simple, bounded self-adjoint operators. Then there is a unitary \( V \) so \( VAV^{-1} = B \) if and only if their measure classes are the same. Moreover, every measure class of bounded support occurs.

To turn to general operators, consider the finite-dimensional case where the natural unitary invariants are to list the eigenvalues of multiplicity one, then those of multiplicity two, \ldots, requiring disjointness of the list.

Thus, we need to define an operator of uniform multiplicity \( \ell \). By \( M^{(\ell)}_\mu \), we mean the \( \ell \)-fold direct sum \( M_\mu \oplus \cdots \oplus M_\mu \) (\( \ell \) times). \( \ell = \infty \) is allowed, in which case we take infinitely many copies. Alternatively, we can talk about \( M_\mu \otimes 1 \) on \( L^2(\mathbb{R}, d\mu) \otimes \mathbb{C}^\ell \) (\( \mathbb{C}^\infty \) is \( \ell^2 \)) or as multiplication by \( x \) on \( L^2(\mathbb{R}, d\mu; \mathbb{C}^\ell) \) (or \( L^2(\mathbb{R}, d\mu; \ell^2) \)) allowing \( \mathbb{C}^\ell \)-valued functions.

The main result of this section is:

**Theorem 5.4.3 (Multiplicity Theorem: First Form).** Let \( A \) be a bounded self-adjoint operator. Then there exist measures supported in \([-\|A\|, \|A\|]\), \( \{\mu_\ell\}_{\ell=1}^\infty \) and \( \mu_\infty \) so that \( A \) is unitarily equivalent to \( M^{(\infty)}_{\mu_\infty} \oplus \bigoplus_{\ell=1}^\infty M^{(\ell)}_{\mu_\ell} \) and so that for any distinct \( j \) and \( \ell \) (including \( \infty \)), we have \( \mu_j \perp \mu_\ell \). The measure classes of \( \mu_\ell \)'s are uniquely determined by \( A \), and two \( A \)'s are unitarily equivalent if and only if all their \( \mu_\ell \) measure classes agree.

**Remarks.** 1. To accommodate empty “sets” of a given multiplicity, we allow \( \mu = 0 \), in which case \( M_\mu = 0 \) on the zero-dimensional space!

2. Recall \( \mu \perp \nu \) means they are mutually singular, that is, \( \exists \Omega \) so \( \mu(\Omega) = 0 = \nu(\mathbb{R} \setminus \Omega) \).

3. \( \mu_\ell \) is called the spectral part of uniform multiplicity \( \ell \).

It will be convenient to first state an equivalent form, prove that it implies Theorem 5.4.3 and then turn to proving it.
5.4. Multiplicity Theory

**Theorem 5.4.4** (Multiplicity Theorem: Second Form). Let $A$ be a bounded self-adjoint operator. Then there exist measures supported in $[-\|A\|,\|A\|]$, $\{\nu_\ell\}_{\ell=1}^\infty$, so $\nu_1 \geq \nu_2 \geq \ldots$ and so that $A$ is unitarily equivalent to $\oplus_{\ell=1}^\infty M_{\nu_\ell}$. The measure classes of the $\nu_\ell$ are unique.

Given a Baire measure, $\mu$, on $\mathbb{R}$ and $\Omega \subset \mathbb{R}$, a Borel set, we define a measure $\mu_\Omega$ by

$$\mu_\Omega(\Sigma) = \mu(\Sigma \cap \Omega) \quad (5.4.4)$$

**Theorem 5.4.5.** For any Baire measure, $\mu$, and Borel set, $\Omega$, we have

$$M_\mu = M_{\mu_\Omega} \oplus M_{\mu_{\mathbb{R}\setminus\Omega}} \quad (5.4.5)$$

Indeed, if $P = P_\Omega(M_\mu)$ is the spectral measure, then $\text{Ran}(P)$ is invariant for $M_\mu$ and

$$M_\mu \upharpoonright \text{Ran}(P) \cong M_{\mu_\Omega}, \quad M_\mu \upharpoonright \text{Ran}(1 - P) \cong M_{\mu_{\mathbb{R}\setminus\Omega}}$$

**Proof.** Since $M_\mu P = P M_\mu$, $\text{Ran}(P)$ is invariant for $M_\mu$. In $L^2(\mathbb{R}, d\mu)$, $1 = \chi_\Omega + \chi_{\mathbb{R}\setminus\Omega}$. $\chi_\Omega$ is cyclic for $M_\mu$ in $L^2(\mathbb{R}, d\mu_\Omega)$ and $d\mu_{\chi_\Omega} = d\mu_{\Omega}$. □

**Lemma 5.4.6.** Given Baire measures $\eta$ and $\kappa$ on $\mathbb{R}$ with $\eta \geq \kappa$, there is a Baire set, $\Omega \subset \mathbb{R}$, so that

$$\eta_\Omega \perp \kappa, \quad \eta_{\mathbb{R}\setminus\Omega} \sim \kappa \quad (5.4.6)$$

**Proof.** By the combined Lebesgue decomposition and Radon–Nikodym theorem of von Neumann (Theorem 4.7.6 of Part 1),

$$d\eta = f \, d\kappa + d\zeta$$

where $d\zeta \perp d\kappa$ and $f \geq 1$. Since $\zeta \perp d\kappa$, we can pick $\Omega$ so

$$\zeta(\mathbb{R} \setminus \Omega) = 0, \quad \kappa(\Omega) = 0 \quad (5.4.7)$$

Then $\eta_\Omega = \zeta \perp \kappa$ and $d\eta_{\mathbb{R}\setminus\Omega} = f \, d\kappa \sim d\kappa$ since $f \geq 1$. □

**Proof that Theorem 5.4.4 ⇒ Theorem 5.4.3.** By Lemma 5.4.6, find $\tilde{\Omega}_j$ so $(\nu_\ell)_{\tilde{\Omega}_j} \perp \nu_{\ell+1}$ and $(\nu_\ell)_{\mathbb{R} \setminus \tilde{\Omega}_j} \sim \nu_{\ell+1}$. It follows (Problem 1) that if

$$\Omega_j = \tilde{\Omega}_j \cap \bigcap_{k=1}^{j-1} (\mathbb{R} \setminus \tilde{\Omega}_k), \quad \Omega_\infty = \mathbb{R} \setminus \bigcup_{j=1}^\infty \Omega_j \quad (5.4.8)$$

then, with $\nu_{\ell,\Omega} = (\nu_\ell)_{\Omega_\ell}$,

$$\nu_j = \left( \sum_{\ell=1}^\infty \nu_{\ell,\Omega} \right) + \nu_{j,\infty} \quad (5.4.9)$$
and
(a) $\nu_{j,\ell} = 0$ if $\ell < j$;  
(b) $\nu_{j,\ell} \sim \nu_{k,\ell}$ if $j, k \leq \ell$; 
(c) $\nu_{j,\ell} \perp \nu_{j,m}$ if $\ell \neq m$.

Thus, by Lemma 5.4.6 and its iteration and limits,

$$M_{\nu_j} = \bigoplus_{\ell=j}^\infty M_{\nu_{j,\ell}}.$$  \hspace{1cm} (5.4.13)

Since (b) holds, Theorem 5.4.1, $M_{\nu_{k,\ell}}$ is unitarily equivalent to $M_{\nu_{k,\ell}}$ for $k \leq \ell$, so with $\cong$ meaning unitarily equivalent,

$$\bigoplus_{k=1}^\ell M_{\nu_{k,\ell}} \cong M_{\nu_{\ell,\ell}}^{(\ell)}.$$  \hspace{1cm} (5.4.14)

so we get Theorem 5.4.5 with $\mu_\ell = \nu_{\ell,\ell}$.

It is easy to see uniqueness of $\nu_\ell$ implies that of the $\mu_\ell$ (Problem 2). \hspace{1cm} $\square$

We now turn to the existence half of Theorem 5.4.4.

**Definition.** Let $A$ be a bounded self-adjoint operator on a Hilbert space, $\mathcal{H}$. A vector $\varphi \in \mathcal{H}$ is called dominant if and only if for any $\psi \in \mathcal{H}$,

$$d\mu_\varphi = d\mu_\varphi$$  \hspace{1cm} (5.4.15)

We call $d\mu_\varphi$ a dominant measure for $A$. (Recall that $d\mu \ll d\nu$ means that $\mu$ is a.c. wrt $\nu$.)

**Remark.** It is not hard to see (Problem 3) that $\varphi$ is dominant if and only if for all $f \in \mathcal{B}(\mathbb{R})$, $f(A)\varphi = 0 \Rightarrow f(A) = 0$. Because of the role of vectors obeying an analog of this for operator algebras, such vectors are also called separating vectors.

**Lemma 5.4.7.** Let $A$ be a bounded self-adjoint operator on a Hilbert space, $\mathcal{H}$, and $\psi \in \mathcal{H}$ a unit vector. Then there exists a dominant vector $\varphi$ so that $\psi \in \mathcal{H}_\varphi^{(A)}$.

**Proof.** By the construction in Section 5.2 we can find orthonormal vector

$$\{\psi_j\}_{j=1}^\infty$$

with $\psi_1 = \psi$ and with

$$\mathcal{H}_{\psi_j}^{(A)} \perp \mathcal{H}_{\psi_k}^{(A)} \text{ if } j \neq k,$$

$$\mathcal{H} = \bigoplus_{j=1}^\infty \mathcal{H}_{\psi_j}^{(A)}.$$  \hspace{1cm} (5.4.16)

Let $\mu = \mu_\psi^{(A)}$, $\nu = \sum_{n=2}^\infty 2^{-n} \nu_\psi^{(A)}$. Write $d\nu = g \, d\mu + d\nu_\delta$ with $d\nu_\delta \perp d\mu$ and find $\Omega$ so that

$$\mu(\Omega) = 0, \quad \nu_\delta(\mathbb{R} \setminus \Omega) = 0.$$  \hspace{1cm} (5.4.17)
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Pick
\[ \varphi = \psi + \sum_{n=2}^{\infty} 2^{-n} P_{\Omega}(A) \psi_n \]  
(5.4.18)

Then it is easy to see that \( \varphi \) is dominant (Problem 4) and \( \psi \in \mathcal{H}_\varphi^{(A)} \). \( \square \)

**Lemma 5.4.8.** (a) Let \( \mu, \nu \) be two Baire measures on \( \mathbb{R} \) with \( \nu \ll \mu \). Then there exists \( \nu_1 \sim \nu \) so \( \nu_1 \leq \mu \).

(b) Let \( \mu \) be a Baire measure on \( \mathbb{R} \), \( \mathcal{H} \) a Hilbert space, \( \varphi \in \mathcal{H} \), and \( A \) self-adjoint. Suppose that
\[ d\mu_\varphi^{(A)} \ll d\mu \]
(5.4.19)

Then there exists \( \psi \in \mathcal{H}_\varphi^{(A)} \) so that
\[ \mathcal{H}_\psi^{(A)} = \mathcal{H}_\varphi^{(A)} \quad \text{and} \quad d\mu_\psi^{(A)} \leq d\mu \]
(5.4.20)

**Proof.** (a) By the Radon–Nikodym theorem, write \( d\nu = f \, d\mu \). Define
\[ d\nu_1(x) = \min(f(x), 1) \, d\mu(x) \]  
(5.4.21)

Since \( \min(f(x), 1) = 0 \Leftrightarrow f(x) = 0 \), we see \( \nu_1 \sim \nu \). Since \( \min(f(x), 1) \leq 1 \), \( d\nu_1 \leq d\mu \).

(b) Let \( f \) be as in the proof of (a) when \( \nu = d\mu_\varphi^{(A)} \) and \( g = \sqrt{\min(f(x), 1)} \). Let \( \psi = g(A) \varphi \). Then since \( g(x) \neq 0 \) for \( d\mu_\varphi^{(A)} \) a.e. \( x \), we have \( \mathcal{H}_\psi^{(A)} = \mathcal{H}_\varphi^{(A)} \).

Since \( d\mu_\psi^{(A)}(x) = g(x)^2 \, d\mu_\varphi^{(A)}(x) \), we have \( d\mu_\varphi^{(A)} \leq d\mu \). \( \square \)

**Proof of the Existence Half of Theorem 5.4.3.** Let \( \{\eta_\ell\}_{\ell=1}^{\infty} \) be an orthonormal basis. By Lemma 5.4.7, pick a dominant vector \( \varphi_1 \) so \( \eta_1 \in \mathcal{H}_\varphi^{(A)} \). Let \( d\nu_1 = d\mu_\varphi^{(A)} \) and \( P_1 \) the projection onto \( (\mathcal{H}_\varphi^{(A)})^\perp \).

We can now pick \( \varphi_1, \ldots, \varphi_n \) inductively so that with \( d\nu_j = d\mu_\varphi^{(A)} \), we have
\[ \mathcal{H}_\varphi^{(A)} = \bigoplus_{k=1}^{\ell} \mathcal{H}_{\varphi_j}^{(A)}, \quad d\nu_j \perp \mathcal{H}_{\varphi_{j+1}}, \quad \eta_\ell \in \bigoplus_{k=1}^{\ell} \mathcal{H}_{\varphi_k}^{(A)}, \quad d\nu_j \perp d\nu_{j+1}, \quad j = 1, \ldots, n - 1 \]  
(5.4.22)

For given \( \varphi_1, \ldots, \varphi_{n-1} \) with those properties, let \( P_{n-1} \) be the projection onto \( (\bigoplus_{\ell=1}^{n-1} \mathcal{H}_\varphi^{(A)})^\perp \), let \( \psi_n = P_{n-1} \eta_n \) and \( A_n = A \upharpoonright \text{Ran}(P_{n-1}) = \mathcal{H}_{n-1} \). By Lemma 5.4.7, pick \( \kappa_1 \in \mathcal{H} \) dominant for \( A_n \) so \( \psi_n \in \mathcal{H}_\kappa^{(A)} \). Then by Lemma 5.4.8, pick \( \varphi \) so \( \mathcal{H}_\varphi \equiv d\mu_\varphi \leq d\nu_{n-1} \) and \( \mathcal{H}_\varphi^{(A)} = \mathcal{H}_{\kappa_1}^{(A)} \). By construction, the first and third parts of (5.4.22) hold. Since \( (1 - P_{n-1}) \eta_n \in \bigoplus_{j=1}^{n-1} \mathcal{H}_\varphi^{(A)} \) and \( P_{n-1} \eta_n \in \mathcal{H}_\varphi^{(A)} \), the second assertion holds.
Since \( \eta_j \in \bigoplus_{\ell=1}^{\infty} \mathcal{H}^{(A)}_{\varphi_{\ell}} \) for all \( j \), we see that the direct sum in \( \mathcal{H} \) and \( A \mid \mathcal{H}^{(A)}_{\varphi_{\ell}} \) is \( M_{\varphi_{\ell}} \). This proves existence. □

We now turn to the proof of uniqueness. If \( \mathcal{F} \) is a family of operators, its \textit{commutant}, written \( \mathcal{F}' \), is defined by
\[
\mathcal{F}' = \{ C \in \mathcal{L}(\mathcal{H}) \mid CA = AC \text{ for all } A \in \mathcal{F} \}
\]
If \( \mathcal{F}^* = \mathcal{F} \), then \( \mathcal{F}' \) is a weakly closed \( * \)-algebra. The following will be useful also for discussing general commutants:

\textbf{Lemma 5.4.9.} Let \( \mu \) be a Baire measure of bounded support. Then
\[
\{ M_\mu \}' = \{ f(M_\mu) \mid f \in \mathcal{B}(\mathbb{R}) \}
\]
(5.4.23)
In particular, each \( B \) in \( \{ M_\mu \}' \) is normal.

\textbf{Remark.} If \( A \) is self-adjoint but doesn’t have a cyclic vector, that is, isn’t a \( M_\mu \), we’ll show (see Corollary 5.4.10) that there are nonnormal \( B \in \{ A \}' \).

\textbf{Proof.} Clearly, \( f(M_\mu) \in \{ M_\mu \}' \), so we need only show that if \( BM_\mu = M_\mu B \), then \( B = f(M_\mu) \) for some \( f \) in \( \mathcal{B}(\mathbb{R}) \), that is, as an operator on \( L^2(\mathbb{R}, d\mu) \), \( B \) is multiplication by \( f(x) \) for \( f \) in \( L^\infty(\mathbb{R}) \).

We know \( B \mathbb{1} = f(x) \) for some \( f \in L^2 \). Since \( B \in \{ M_\mu \}' \), \( Bx^n = x^n f(x) \). By the Weierstrass approximation theorem, \( Bg(x) = f(x)g(x) \) for any \( g \in C(\text{supp}(\mu)) \). By taking strong limits, this holds for any \( g \in \mathcal{B}(\mathbb{R}) \). Fix \( \varepsilon \). Let \( g = \chi_\Omega \), where \( \Omega = \{ x \mid |f(x)| > (|B| + \varepsilon) \} \). Then \( \|Bg\| \leq \|B\|\mu(\Omega)^{1/2}, \) while \( \|fg\| \geq (|B| + \varepsilon)\mu(\Omega)^{1/2} \). It follows that \( \mu(\Omega) = 0 \), that is, for \( \mu \) a.e. \( x \), \( |f(x)| \leq |B| \). □

We introduce \( A \cong B \) for operators \( A, B \) on \( \mathcal{H}_A, \mathcal{H}_B \) if there is a unitary map \( U \) of \( \mathcal{H}_A \) onto \( \mathcal{H}_B \) so \( UAU^{-1} = B \).

\textbf{Lemma 5.4.10.} Let \( A, B \) be self-adjoint operators on \( \mathcal{H}_A, \mathcal{H}_B \). Let \( C : \mathcal{H}_A \to \mathcal{H}_B \) so that
\[
CA = BC
\]
(5.4.24)
Then
(a) \( A \) leaves \( \text{Ker}(C) \) and \( \text{Ker}(C)^\perp \) invariant. \( B \) leaves \( \text{Ker}(C^*) \) and \( \text{Ker}(C^*)^\perp \) invariant.
(b) \( A \upharpoonright \text{Ker}(C)^\perp \cong B \upharpoonright \text{Ker}(C^*)^\perp \).

\textbf{Proof.} (a) If \( C\varphi = 0 \), then \( CA\varphi = BC\varphi = 0 \), so \( C(A\varphi) = 0 \), that is, \( A \) leaves \( \text{Ker}(C) \) invariant. Since \( A \) is self-adjoint, it leaves \( \text{Ker}(C)^\perp \) invariant. Since (5.4.24) implies
\[
AC^* = C^* B
\]
(5.4.25)
we have, by the same argument, that \( \text{Ker}(C^*) \) and so \( \text{Ker}(C^*)^\perp \).
(b) By (5.4.24) and (5.4.25), we have
\[ AC^*C = C^*BC = C^*CA \] (5.4.26)

By (2.4.20) (and A have reversed roles!), we have
\[ A|C| = |C|A \] (5.4.27)

By Lemma 2.4.10 (which also follows from the spectral theorem for \(|C|\)), if \( P = \text{projection onto Ker(|C|)} \), we have \( s\text{-lim}|C|(|C|+\epsilon)^{-1} = P \), so if \( C = U|C| \), we see
\[ CA(|C|+\epsilon)^{-1} = U|C|(|C|+\epsilon)^{-1}A \rightarrow U(AP) \] (5.4.28)

By (5.4.24),
\[ CA(|C|+\epsilon)^{-1} = BU|C|(|C|+\epsilon)^{-1} \rightarrow BUP \] (5.4.29)

If \( Q \) is the projection onto \( \text{Ker}(C^*) \), since \( |C^*U| = U|C| \) (see (2.4.48)), we have \( QU = UP \), so (5.4.28), (5.4.29) imply
\[ U(AP) = (BQ)U \] (5.4.30)

Since \( U \) is unitary from \( \text{Ran}(P) \) to \( \text{Ran}(Q) \), we see that
\[ A \upharpoonright \text{Ran}(P) \cong B \upharpoonright \text{Ran}(Q) \] (5.4.31)

\[ \square \]

**Lemma 5.4.11.** If \( N \) is normal, then
\[ \text{Ker}(N) = \text{Ker}(N^*), \quad \overline{\text{Ran}(N)} = \overline{\text{Ran}(N^*)} \] (5.4.32)

**Proof.**
\[ \varphi \in \text{Ker}(N) \iff \|N\varphi\| = 0 \]
\[ \iff \langle \varphi, N^*N\varphi \rangle = 0 \]
\[ \iff \langle \varphi, NN^*\varphi \rangle = 0 \]
\[ \iff \|N^*\varphi\| = 0 \]
\[ \iff \varphi \in \text{Ker}(N^*) \]
proving the first assertion. This implies the second since (see (2.2.13))
\[ \overline{\text{Ran}(N)} = \text{Ker}(N^*) \perp = \text{Ker}(N) \perp = \overline{\text{Ran}(N^*)} \] (5.4.33)

\[ \square \]

The key to uniqueness is:

**Theorem 5.4.12.** Let \( \mu \) be a measure on \( \mathbb{R} \) of bounded support and let \( A, B \) be self-adjoint operators on Hilbert spaces \( \mathcal{H}_A \) and \( \mathcal{H}_B \). Then
\[ M_\mu \oplus A \cong M_\mu \oplus B \Rightarrow A \cong B \] (5.4.34)
Remarks. 1. By an induction, $M_\mu$ can be replaced by an operator of fixed finite multiplicity.

2. If $M_\mu$ is replaced by an operator of infinite multiplicity, the analog of this result may be false. If $0^{(n)}$ is the zero operator on $\mathbb{C}^n$ ($\ell^2$ if $n = \infty$), then $0^{(\infty)} \oplus 0^{(n)} \cong 0^{(n)} \oplus 0^{(1)}$ but $0^{(\infty)}$ is not unitarily equivalent to $0^{(1)}$.

Proof. Let $V: L^2(\mathbb{R}, d\mu) \oplus \mathcal{H}_A \to L^2(\mathbb{R}, d\mu) \oplus \mathcal{H}_B$ be unitary so that

$$V(M_\mu \oplus A) = (M_\mu \oplus B)V$$  \hspace{1cm} (5.4.35)

Write

$$V = \begin{pmatrix} V_{11} & V_{12} \\ V_{21} & V_{22} \end{pmatrix}$$  \hspace{1cm} (5.4.36)

according to the direct sum decomposition theorem. Then (5.4.35) becomes

$$V_{22}A = BV_{22}, \quad V_{12}A = M_\mu V_{12}, \quad V_{21}M_\mu = BV_{21}, \quad V_{11}M_\mu = M_\mu V_{11}$$  \hspace{1cm} (5.4.37)

By Lemma 5.4.10, Ker$(V_{22})^\perp$ (respectively, Ker$(V_{22}^*)^\perp$) is invariant for $A$ (respectively, $B$) and

$$A \upharpoonright \text{Ker}(V_{22})^\perp \cong B \upharpoonright \text{Ker}(V_{22}^*)^\perp$$  \hspace{1cm} (5.4.38)

so it suffices to prove that

$$A \upharpoonright \text{Ker}(V_{22}) \cong B \upharpoonright \text{Ker}(V_{22}^*)$$  \hspace{1cm} (5.4.39)

Since $V$ is unitary, we have

$$V_{12}V_{12} + V_{22}^* V_{22} = 1_{\mathcal{H}_A}, \quad V_{21}^* V_{21} + V_{22} V_{22}^* = 1_{\mathcal{H}_B}$$  \hspace{1cm} (5.4.40)

$$V_{11}V_{11}^* + V_{12}^* V_{12} = 1_{L^2(\mathbb{R}, d\mu)}, \quad V_{21}^* V_{11} + V_{22} V_{12}^* = 0$$  \hspace{1cm} (5.4.41)

Let

$$\mathcal{R}_1 = V_{12}[\text{Ker}(V_{22})], \quad \mathcal{R}_2 = V_{21}^*[\text{Ker}(V_{22}^*)]$$  \hspace{1cm} (5.4.42)

By the first equation in (5.4.40), if $\varphi \in \mathcal{H}_A$, then

$$\|V_{12}\varphi\|^2 + \|V_{22}\varphi\|^2 = \|\varphi\|^2$$  \hspace{1cm} (5.4.43)

so $V_{12}$ is an isometry on Ker$(V_{22})$ and so a unitary map of that space to $\mathcal{R}_1$. Thus, by the second equation in (5.4.37),

$$A \upharpoonright \text{Ker}(V_{22}) \cong M_\mu \upharpoonright \mathcal{R}_1$$  \hspace{1cm} (5.4.44)

Similarly, using the second equation in (5.4.40),

$$B \upharpoonright \text{Ker}(V_{22}^*) \cong M_\mu \upharpoonright \mathcal{R}_2$$  \hspace{1cm} (5.4.45)

so (5.4.39) is implied by

$$\mathcal{R}_1 = \mathcal{R}_2$$  \hspace{1cm} (5.4.46)

Suppose we prove that

$$\mathcal{R}_1 = \text{Ker}(V_{11}^*), \quad \mathcal{R}_2 = \text{Ker}(V_{11})$$  \hspace{1cm} (5.4.47)
By the last equation in (5.4.37), $V_{11}$ commutes with $M_\mu$, so by Lemma 5.4.9 $V_{11}$ is normal, and then by Lemma 5.4.11 we get (5.4.46). Thus, we need only prove (5.4.47) to get (5.4.39). We’ll prove the first assertion in (5.4.47); the second is similar.

Suppose $g \in \mathcal{R}_1$, that is, $g = V_{12}\varphi$ for some $\varphi \in \text{Ker}(V_{22})$. Since $V_{12} \upharpoonright \text{Ker}(V_{22})$ is unitary,

$$\|g\| = \|\varphi\|$$

(5.4.48)

By the first equation in (5.4.40), $V_{12}^*V_{12}\varphi = \varphi \Rightarrow V_{12}^*g = \varphi$, so by (5.4.48),

$$\|V_{12}^*g\| = \|g\|$$

(5.4.49)

By the first equation in (5.4.41), for any $g \in L^2(M, d\mu)$,

$$\|V_{12}^*g\|^2 + \|V_{11}^*g\|^2 = \|g\|^2$$

(5.4.50)

so (5.4.49) implies $g \in \text{Ker}(V_{11}^*)$, that is, we have proven that $\mathcal{R}_1 \subset \text{Ker}(V_{11}^*)$.

On the other hand, if $g \in L^2(\mathbb{R}, d\mu)$ and $V_{11}^*g = 0$, then by (5.4.41),

$$V_{22}V_{12}^*g = -V_{21}V_{11}^*g = 0$$

(5.4.51)

so $\varphi \equiv V_{12}^*g \in \text{Ker}(V_{22})$. But the first equation in (5.4.41) and $V_{11}^*g = 0$ then implies

$$g = V_{12}\varphi \in \mathcal{R}_1$$

(5.4.52)

that is, we have proven

$$\text{Ker}(V_{11}^*) \subset \mathcal{R}_1$$

(5.4.53)

\[ \square \]

**Proof of the Uniqueness Half of Theorem 5.4.4.** Suppose

$$A \equiv \bigoplus_{j=1}^{\infty} M_{\nu_j} \cong \bigoplus_{j=1}^{\infty} M_{\tilde{\nu}_j}$$

(5.4.54)

with $\nu_j \geq \nu_{j+1}$ and $\tilde{\nu}_j \perp \tilde{\nu}_{j+1}$. Then $\nu_1$ and $\tilde{\nu}_1$ are both dominant measures for $A$ and so each is a.c. wrt the other, that is, $\nu_1 \sim \tilde{\nu}_1$. By Theorem 5.4.1 $M_{\tilde{\nu}_1} \cong M_{\nu_1}$, so

$$M_{\nu_1} \oplus \bigoplus_{j=2}^{\infty} M_{\nu_j} \cong M_{\nu_1} \oplus \bigoplus_{j=2}^{\infty} M_{\tilde{\nu}_j}$$

(5.4.55)

By Theorem 5.4.12,

$$\bigoplus_{j=2}^{\infty} M_{\nu_j} \cong \bigoplus_{j=2}^{\infty} M_{\tilde{\nu}_j}$$

(5.4.56)

By iteration, $\tilde{\nu}_j \sim \nu_j$. 

\[ \square \]
Finally, we turn to the calculation of \( \{A\}' \) for any bounded self-adjoint \( A \). Recall \( M_\mu^{(\ell)} \) is multiplication by \( x \) on \( L^2(\mathbb{R}, d\mu; \mathbb{C}^\ell) \equiv \mathcal{H}_\ell \) (where \( \mathbb{C}^\infty \) is interpreted as \( \ell^2 \)). Given \( Q \in L^\infty(\mathbb{R}, d\mu; \text{Hom}(\mathbb{C}^\ell)) \), that is, \( Q(x) \) is a bounded operator of \( \mathbb{C}^\ell \) to itself so \( \sup_x \|Q(x)\| < \infty \), we define an operator, \( N_Q \), by

\[
(N_Q f)(x) = Q(x) f(x)
\]

(5.4.57)

**Theorem 5.4.13.**

\[
\{M_\mu^{(\ell)}\}' = \{N_Q \mid Q \in L^\infty(\mathbb{R}, d\mu; \mathcal{L}(\mathbb{C}^\ell))\}
\]

(5.4.58)

**Remark.** Lemma 5.4.9 is the \( \ell = 1 \) case and the proof is similar.

**Proof.** Clearly, each \( N_Q \) commutes with \( M_\mu^{(\ell)} \). For the converse, let \( B \in \{M_\mu^{(\ell)}\} \). Let \( \{\delta_j\}_{j=1}^\ell \) be the usual basis for \( \mathbb{C}^\ell \) and let \( 1_j, j < \ell + 1, \) be the function

\[
1_j(x) = \delta_j \quad \text{for all } x
\]

(5.4.59)

Define

\[
Q_{kj}(x) = (B1_j)_k(x)
\]

(5.4.60)

Then if \( g \) is a polynomial in \( x \) in each component (and if \( \ell = \infty \) has only finitely many nonzero components), we have

\[
(Bg)(x) = (N_Q g)(x)
\]

(5.4.61)

By taking norm and then \( L^2 \)-limits, this extends to all \( g \in L^\infty(\mathbb{R}, d\mu; \mathbb{C}^\ell) \). That \( \|N_Q g\|_2 \leq \|B\| \|g\|_2 \) for all such bounded Borel functions proves that for a.e. \( x \), \( \|Q(x)\| \leq \|B\| \).

**Lemma 5.4.14.** Let \( A, C \) be self-adjoint operators on Hilbert spaces \( \mathcal{H}_A \) and \( \mathcal{H}_C \). Let \( B: \mathcal{H}_A \to \mathcal{H}_C \) obey

\[
BA = CB
\]

(5.4.62)

Let \( \mu_A, \mu_C \) be dominant measures for \( A \) and \( C \). Then

\[
\mu_A \perp \mu_C \Rightarrow B = 0
\]

(5.4.63)

**Proof.** If \( \text{Ker}(B)^\perp \neq \{0\} \), by Lemma 5.4.10, there is \( \varphi \in \mathcal{H}_A, \varphi \neq 0 \), and \( U\varphi \neq 0 \), where \( B = U|B| \) is the polar decomposition of \( B \), so

\[
d\mu_\varphi^{(A)} = d\mu_\varphi^{(C)} \neq 0
\]

(5.4.64)

Since \( d\mu_\varphi^{(A)} \leq d\mu_A \) and \( d\mu_\varphi^{(C)} \leq d\mu_C \), \( d\mu_A \perp d\mu_C \Rightarrow d\mu_\varphi^{(A)} = 0 \), contradicting (5.4.64).

\( \square \)
Theorem 5.4.15. Let $A$ be a self-adjoint operator with $A \cong \bigoplus_{j=1}^{\infty} M_{\mu_j}^{(j)}$ with $\mu_j \perp \mu_k$ for $j \neq k$. Then $\{ A \}'$ is described by

$$\left\{ \bigoplus_{j=1}^{\infty} M_{\mu_j}^{(j)} \right\}' = \bigoplus_{j=1}^{\infty} L^\infty(\mathbb{R}, d\mu_j; \mathcal{L}(\mathbb{C}^j))$$

(5.4.65)

Remark. The direct sum on the right of (5.4.65) is the $L^\infty$-direct sum, that is, $\{ Q_j \}_{j=1}^{\infty}$ with $Q_j(x) \in \mathcal{L}(\mathbb{C}^j)$ and

$$\|\{ Q_j \}\| \equiv \sup_j \| Q_j(x) \|_{L^\infty(\mathbb{R}, d\mu_j)} < \infty$$

(5.4.66)

Proof. If $B \in \{ \bigoplus_{j=1}^{\infty} M_{\mu_j}^{(j)} \}'$, then $B$ has matrix elements $B_{kj}$:

$$L^2(\mathbb{R}, d\mu_j; \mathbb{C}^j) \to L^2(\mathbb{R}, d\mu_k; \mathbb{C}^k)$$

with

$$M_{\mu_k}^{(k)} B_{kj} = B_{kj} M_{\mu_j}^{(j)}$$

(5.4.67)

Since $\mu_j \perp \mu_k$ if $j \neq k$, $B_{kj} = 0$ for such $(j,k)$ by Lemma 5.4.14. By Theorem 5.4.13, $B_{jj} = N Q_{jj}$ with $B_{jj} \in L^\infty(\mathbb{R}, d\mu_j; \mathcal{L}(\mathbb{C}^j))$. It is easy to see $\|\{ Q_j \}\|$, given by (5.4.66), is given by $\| B \|$.

Corollary 5.4.16. Let $A$ be a bounded self-adjoint operator. Then the following are equivalent:

1. $A$ is simple.
2. $\{ A \}'$ is abelian.
3. $\{ A \}'$ has only normal operators.

Proof. Immediate, given that $\mathcal{L}(\mathbb{C}^j)$ is nonabelian and is nonnormal for $j \geq 2$ and is abelian for $j = 1$.

Notes and Historical Remarks.

...multiplicity theory is a magnificent measure-theoretic tour de force

...Although the material is complicated, it is subdivided into pleasant compact packages which the reader absorbs as he proceeds on his journey.

The author meanwhile is a veritable ringmaster who marshals his troupe of techniques, cracking the whip over each aspect of the theory in turn, thus keeping it at the proper pitch for its part.

—E. R. Lorch

Multiplicity theory for bounded self-adjoint operators within Hilbert’s framework goes back to the 1907 dissertation of Hilbert’s student, Ernst Hellinger (1883–1950) and was brought to a fairly complete state by a second paper of Hellinger and a paper of Hahn. It is often called the Hahn–Hellinger theory.

Starting in the late 1930s, the theory was extended to nonseparable Hilbert spaces by Wecken, Nakano, and Plesner–Rohlin in his review of Halmos’ book on multiplicity theory.
and their results were codified in a small book of Halmos [282]. Many results in Hilbert space theory extend from the separable to the general case fairly easily—a Zornification normally suffices but this is not true for multiplicity theory. You now have pieces of multiplicity \( m \) for each infinite cardinal \( m \) and because the number of cardinals is not countable, you have to overcome considerable measure-theoretic difficulties.

For those who glory in pyrotechnics for their own sake, this extension is fascinating. But you need to bear in mind that while an analyst can’t go out for a stroll without tripping over a separable Hilbert space, in my career, I’ve never come across a nonseparable Hilbert space in the wild. For me, this situation justifies my decision to (mainly) stick to the separable case. It is an unfortunate byproduct of this situation that multiplicity theory has a reputation of being very difficult, while, as we’ve seen, it is fairly straightforward in the separable case.

Another textbook presentation of multiplicity theory (in the separable case) is Arveson [30].

Traditionally, multiplicity theory focusses on the spectral resolution. The formulation in terms of measure classes and the notion that measure classes are a sort of generalized subset is due to Mackey [460].

This section in discussing commutants peeks at the theory of operator algebras on Hilbert spaces, a subject with vast literature; for example [30, 71, 85, 86, 126, 127, 128, 129, 130, 145, 162, 163, 361, 362, 370, 444, 485, 516, 587, 677, 692, 775] is a list of just some of the books on the subject.

One first result that sets the stage is the celebrated double commutant theorem of von Neumann [722].

**Theorem 5.4.17** (von Neumann’s Double Commutant Theorem). Let \( \mathfrak{A} \) be a star algebra with unit in a Hilbert space, \( \mathcal{H} \) (i.e., \( \mathfrak{A} \) is a set of bounded operators on \( \mathcal{H} \) which is closed under \( (A, B) \to A + B, AB \) and \( A \to A^* \), \( \lambda A \) for all \( \lambda \in \mathbb{C} \)). Then the following sets are identical: \( \mathfrak{A}^s, \mathfrak{A}^w, \mathfrak{A}'' \) where the first two are the closures in the strong and weak operator topology.

The reader will prove this in Problem 6. A stronger result, known as a Kaplansky density theorem (after Kaplansky [369]) states that for each \( A \in \mathfrak{A}'' \), not only can one find a net \( \{B_\alpha\}_{\alpha \in I} \) so \( B_\alpha \to A \) strongly, one can find one with \( \sup_\alpha \|B_\alpha\| \leq \|A\| \).

**Problems**

1. Fill in the details of the proof of (5.4.10)–(5.4.12).
2. Prove that uniqueness of \( \{\nu_j\}_{j=1}^\infty \) in Theorem 5.4.4 implies uniqueness of \( \{\mu_j\}_{j=1}^\infty \) in Theorem 5.4.5. (Hint: Show the \( \Omega_j \) are determined up to sets of \( \nu_1 \) measure 0.)

3. (a) Prove that \( f \in B(\mathbb{R}) \), prove that \( f(A)\varphi = 0 \Leftrightarrow \int |f(x)|^2 d\mu_\varphi^{(A)} = 0. \)
    (b) Prove that \( f(A)\varphi = 0 \Rightarrow f(A) = 0 \) if and only if \( \varphi \) is dominant.

4. (a) Prove that the vector \( \varphi \) of (5.4.18) is a dominant vector. (Hint: Compute \( d\mu_\varphi^{(A)} \).)
    (b) If \( \varphi \) is given by (5.4.18), prove that \( f(\mathcal{A})\varphi = 0 \Rightarrow f(\mathcal{A}) = 0 \) if and only if \( \varphi \in \mathcal{H}_\varphi^{(A)} \).

5. If \( A \) is self-adjoint, compute \( \{A\}'' \). (Hint: Use Theorem 5.4.15.)

6. This problem will lead the reader through a proof of von Neumann’s double commutant theorem (aka von Neumann’s density theorem), Theorem 5.4.17.
   (a) Prove that any set closed in the weak topology is closed in the strong topology so that \( \overline{\mathcal{A}}^s \subset \overline{\mathcal{A}}^w \).
   (b) Prove that the double commutant \( \mathcal{A}'' = (\mathcal{A}'')' \) is weakly closed (indeed \( \mathcal{A}' \) is weakly closed) and conclude that \( \overline{\mathcal{A}}^w \subset \mathcal{A}'' \). Thus the key to proving the theorem is to show for any \( A \in \mathcal{A}'' \), there is a set \( \{A_\alpha\}_{\alpha \in I} \) in \( \mathcal{A} \) with \( A_\alpha \to A \) in the strong operator topology.
   (c) Prove it suffices to prove such a net exists for \( A = A^* \).
   (d) As an intermediate step, the reader will show for a fixed \( \varphi \in \mathcal{H} \) and \( A \in \mathcal{A}'' \), one can find \( A_m \in \mathcal{A}, m = 1, 2, \ldots \) so that \( A_m\varphi \to A\varphi \). Given such a \( \varphi \), let \( \mathcal{K} = \{B\varphi \mid B \in \mathcal{A}\} \) and \( P \) the orthogonal onto \( \mathcal{K} \). Prove that for any \( B \in \mathcal{A}, BP = PB \) and conclude that \( BP = PB \) so that \( P \in \mathcal{A}' \) and that \( AP = PA \).
   (e) Prove that \( A\varphi \in \mathcal{K} \), so there is \( A_m \in \mathcal{A} \) with \( A_m\varphi \to A\varphi \).
   (f) For each \( n \), define \( \mathcal{A}^{(n)} \), a set of operators on \( \bigoplus_{j=1}^n \mathcal{H}_j \), by \( \mathcal{A}^{(n)} = \{B \oplus \ldots \oplus B \mid B \in \mathcal{A}\}. \) If \( A \in \mathcal{A}'' \), prove that \( \bigoplus_{j=1}^n A \in (\mathcal{A}^{(n)})'' \).
   (g) Prove that for any fixed \( A \in \mathcal{A}'' \) and \( \varphi_1, \ldots, \varphi_n \in \mathcal{H} \), there are \( A_m \in \mathcal{A} \) so \( A_m\varphi_j \to A\varphi_j \) for \( j = 1, \ldots, n \). (Hint: Apply (e) to \( \mathcal{A}^{(n)} \).)
   (h) Find the required net.

7. Extend Theorem 5.4.12 to the case where \( M_\mu \) is replaced by a finite direct sum of \( M_{\mu_j} \)'s (i.e., by a general operator with bounded multiplicity).
5.5. Bonus Section: The Spectral Theorem for Unitary Operators

In this section, we’ll prove the spectral theorem for unitary operators. Since we’ll prove the spectral theorem for normal operators in the next section and unitary operators are normal, this section is overkill—which is why it is a bonus section. After the proof, we discuss some applications relevant to ergodic theory. We’ll focus on the following form:

**Theorem 5.5.1.** Let $U$ be a unitary operator on a Hilbert space, $\mathcal{H}$, with a cyclic vector, $\varphi$. Then there exists a measure, $d\mu^{(U)}$, on $\partial \mathbb{D}$ so that for $n = 0, \pm 1, \pm 2, \ldots$,

$$\langle \varphi, U^n \varphi \rangle = \int e^{in\theta} d\mu^{(U)}(\theta) \quad (5.5.1)$$

**Remarks.**

1. Since $U^{-1} = U^*$, $\langle \varphi, U^{-n} \varphi \rangle = \langle \varphi, U^n \varphi \rangle$ and, of course, $\int e^{-in\theta} d\mu(\theta) = \int e^{in\theta} d\mu(\theta)$, so (5.5.1) for $n \geq 0$ implies it for $n < 0$.

2. The existence of the measure and (5.5.1) hold even if $\varphi$ is not cyclic since one can restrict to the cyclic subspace.

As in Section 5.1 once we have Theorem 5.5.1 we can construct, using cyclicity of $\varphi$, a unitary map $V : \mathcal{H} \to L^2(\partial \mathbb{D}, d\mu^{(U)})$ with $VV^{-1} = VU = VU^* = \text{multiplication by } e^{i\theta}$ (and then $VU^*V^{-1} = (VU^{-1})^* = \text{multiplication by } e^{-i\theta}$). Once one has that, one can deduce analogs of the other variants of the spectral theorem: Resolutions of the identity have support $[0, 2\pi]$ and $U = \int e^{i\theta} dE_\theta$.

We’ll prove Theorem 5.5.1 by viewing (5.5.1) as a moment problem. We’ll find necessary and sufficient conditions for $\{c_n\}_{n=-\infty}^{\infty}$ to be the moments of a measure on $\partial \mathbb{D}$ and then verify that $\langle \varphi, U^n \varphi \rangle$ obey the conditions. Our approach to solving the moment problem on $\partial \mathbb{D}$ is related to the one for $[0, \infty)$ or $[-1, 1]$ or $\mathbb{R}$ (see Sections 4.17 and 5.6 of Part 1), only simpler (compare Theorem 5.5.2 below to Lemma 5.6.4 of Part 1).

We start by defining a *Laurent polynomial* as a finite linear combination of $\{z^k\}_{k=-\infty}^{\infty}$ viewed as an analytic function on $\mathbb{C} \setminus \{0\}$. If

$$f(z) = \sum_{n=k}^{\ell} \alpha_n z^n \quad (5.5.2)$$

with $\alpha_\ell \neq 0 \neq \alpha_k$, we say $\ell - k$ is the degree of $f$. If

$$Q(z) = z^{-k} f(z) \quad (5.5.3)$$
then \( Q \) is a polynomial of exact degree \( \ell - k \) with \( p(0) \neq 0 \), so \( f \) has precisely \( \ell - k \) zeros (counting multiplicity) on \( \mathbb{C} \setminus \{0\} \). If \( f \) is real on \( \partial \mathbb{D} \), we claim

\[
 f \left( \frac{1}{z} \right) = \overline{f(z)}
\]

since both sides are analytic on \( \mathbb{C} \setminus \{0\} \) and they are equal on \( \partial \mathbb{D} \). It follows that in (5.5.2), \( \alpha_{-n} = \overline{\alpha_n} \), so \( k = -\ell \) with \( \ell \geq 0 \). In particular, \( \deg(f) = \ell - k = 2\ell \) is even.

**Theorem 5.5.2** (Fejér–Riesz Theorem). If \( f \) is a Laurent polynomial with \( f(e^{i\theta}) \geq 0 \) for all \( e^{i\theta} \in \partial \mathbb{D} \), then there is a polynomial \( P \) nonvanishing on \( \mathbb{D} \) so that

\[
 f(z) = P(z) \overline{P(1/\bar{z})}
\]

In particular,

\[
 f(e^{i\theta}) = |P(e^{i\theta})|^2
\]

**Remarks.** 1. It can be seen (Problem 1) that \( P \) is unique up to an overall multiplicative constant but only because we have limited the location of its zeros. When \( f \geq 0 \) on \( \partial \mathbb{D} \), there is even an explicit formula for \( P \) on \( \mathbb{D} \) in terms of \( f(e^{i\theta}) \) (Problem 2).

2. Conversely, any \( f \) obeying (5.5.6) is clearly nonnegative on \( \partial \mathbb{D} \).

This theorem was also proved and used in Section 4.6 of Part 3.

**Proof.** By the above, \( f \) has degree \( 2\ell \) for some \( \ell \), and so \( 2\ell \) zeros in \( \mathbb{C} \setminus \{0\} \). Since \( f(e^{i\theta}) \) is smooth and nonnegative on \( \partial \mathbb{D} \), it has zeros of even order on \( \partial \mathbb{D} \). It is easy to see that means \( Q \), given by (5.5.3), has zeros of even order on \( \partial \mathbb{D} \). By (5.5.4), if \( z_0 \in \mathbb{C} \setminus \overline{\mathbb{D}} \) has \( f(z_0) = 0 \), then \( f(1/\bar{z}_0) = 0 \) also. Thus, the zeros of \( Q \) are \( z_1, \ldots, z_\ell \in \mathbb{C} \setminus \mathbb{D} \) and \( \{1/\bar{z}_j\}_{j=1}^\ell \), that is,

\[
 Q(z) = c \prod_{j=1}^\ell (z - z_j)(z - \bar{z}_j^{-1}) = c \prod_{j=1}^\ell (-\bar{z}_j^{-1}) \prod_{j=1}^\ell (z - z_j)(1 - \bar{z}_j z)
\]

so (note that \( k = -\ell \))

\[
 f(z) = z^{-\ell} Q(z) = c \prod_{j=1}^\ell (-\bar{z}_j^{-1}) \prod_{j=1}^\ell (z - z_j) \left( \frac{1}{z} - \bar{z}_j \right)
\]

Let

\[
 P(z) = \left[ c \prod_{j=1}^\ell (-\bar{z}_j^{-1}) \right]^{1/2} \prod_{j=1}^\ell (z - z_j)
\]

Then

\[
 f(z) = e^{i\psi} P(z) \overline{P(1/\bar{z})}
\]
with
\[ e^{i\psi} = \left[ c \prod_{j=1}^{\ell} (-\bar{z}_j)^{-1} \right]^{1/2} \left[ \bar{c} \prod_{j=1}^{\ell} (-z_j)^{-1} \right]^{-1/2} \]  
(5.5.11)

Since \( f \) and \( P(z)\overline{P(1/z)} \) are nonnegative on \( \partial \mathbb{D} \), \( e^{i\psi} = 1 \).

The moments of a measure on \( \partial \mathbb{D} \) use its discrete Fourier transform, so the following result on the moment problem for \( \partial \mathbb{D} \) can be regarded as a discrete version of Bochner’s theorem (see Theorem 6.6.6 of Part 1).

**Definition.** A two-sided sequence \( \{c_n\}_{n=\infty}^{\infty} \) is called positive definite if and only if for all \( \{\zeta_j\}_{j=1}^{\ell} \) in \( \mathbb{C} \) and all \( \ell \),
\[ \sum_{j,k} \bar{\zeta}_j \zeta_k c_{k-j} \geq 0 \]  
(5.5.12)

**Theorem 5.5.3** (Carathéodory–Toeplitz Theorem). A sequence \( \{c_n\}_{n=\infty}^{\infty} \) are the moments of a measure, \( \mu \), on \( \partial \mathbb{D} \), that is,
\[ c_n = \int e^{i\theta} d\mu(\theta) \]  
(5.5.13)
for a positive measure, \( \mu \), on \( \partial \mathbb{D} \) if and only if it is positive definite.

**Proof.** It is immediate that (5.5.13) implies (5.5.12), so we need only prove the converse. So suppose (5.5.12) for all \( \{\zeta_j\}_{j=1}^{\ell} \). Define a linear functional, \( L \), on the set of Laurent polynomials by
\[ L \left( \sum_{j=k}^{\ell} \alpha_j z^j \right) \equiv \sum_{j=k}^{\ell} \alpha_j c_j \]  
(5.5.14)
If \( f(z) \) has the form (5.5.5) with
\[ P(z) = \sum_{j=1}^{\ell} \zeta_j z^{j-1} \]  
(5.5.15)
then
\[ f(z) = \sum_{j,k} \bar{\zeta}_j \zeta_k z^{k-j} \]  
(5.5.16)
so
\[ L(f) = \sum_{j,k} \bar{\zeta}_j \zeta_k c_{k-j} \geq 0 \]  
(5.5.17)
by (5.5.12). Thus, by the Fejér–Riesz theorem, \( L \) is a positive linear functional on the Laurent polynomials. In particular, for any Laurent polynomial which is real on \( \partial \mathbb{D} \),
\[ L(\|f\|_{\infty} \pm f) \geq 0 \Rightarrow |L(f)| \leq \|f\|_{\infty} c_0 \]  
(5.5.18)
Thus, since Laurent polynomials are dense in $C(\partial \mathbb{D})$ (by Weierstrass’ second approximation theorem, Theorem 2.4.2 of Part 1), $L$ defines a positive linear functional and so a measure $d\mu$ (by the Riesz–Markov theorem, Theorem 4.5.4 of Part 1) with

$$L(f) = \int f(e^{i\theta}) \, d\mu(\theta) \quad (5.5.19)$$

Taking $f(z) = z^n$, we get $L = (5.5.13)$. □

**Proof of Theorem 5.5.1.** Let

$$c_n = \langle \varphi, U^n \varphi \rangle \quad (5.5.20)$$

Then, since $U^{-1} = U^*$,

$$\sum_{j,k} \bar{\zeta}_j \zeta_k c_{k-j} = \sum_{j,k} \bar{\zeta}_j \zeta_k \langle U^j \varphi, U^k \varphi \rangle = \left\| \sum_k \zeta_k U^k \varphi \right\|^2 \geq 0 \quad (5.5.21)$$

so, by Theorem 5.5.3, there is a measure obeying $L = (5.5.1)$. □

The following is equivalent to the von Neumann ergodic theorem (Theorem 2.6.7 of Part 3):

**Theorem 5.5.4.** Let $U$ be a unitary operator and let $P$ be the projection onto $\{\varphi \mid U\varphi = \varphi\}$. Then

$$\lim_{N \to \infty} \frac{1}{N} \sum_{j=0}^{N-1} U^j = P \quad (5.5.22)$$

**Remarks.** 1. This applies directly only in case the underlying dynamical system is invertible. One needs the same result when $U$ is only an isometry.

But it can be shown (Problem 3) that given such a $U$, there is $W$ unitary on $\tilde{\mathcal{H}}$ and a subspace $\mathcal{H}_W \subset \tilde{\mathcal{H}}$ invariant for $W$ (but not $W^*$) so that $U \cong W \upharpoonright \mathcal{H}_W$.

So $(5.5.22)$ holds for isometries also.

2. This is the discrete analog of von Neumann’s original proof of the ergodic theorem.

**Proof.** Let $F_N$ be the function on $\partial \mathbb{D}$

$$F_N(e^{i\theta}) = \frac{1}{N} \sum_{j=0}^{N-1} e^{ij\theta} = \begin{cases} \frac{1}{N} (e^{iN\theta} - 1)/(e^{i\theta} - 1), & \theta \neq 0 \\ 1, & \theta = 0 \end{cases} \quad (5.5.23)$$

Then $\|F_N\|_{\infty} \leq 1$ for all $N$ and $F_N(e^{i\theta}) \to 0$ (respectively, 1) for $\theta \neq 0$ (respectively, $\theta = 0$). $(5.5.22)$ follows from the strong continuity of the functional calculus (equivalently, the dominated convergence theorem). □
The following completes the characterization of weak mixing in (2.6.90) of Part 3:

**Theorem 5.5.5.** Let $U$ be a unitary operator on a Hilbert space, $\mathcal{H}$, so that for a unique unit vector $\varphi_0$, $U \varphi_0 = \varphi_0$ and so that $U \uparrow \{\varphi_0\}^\perp$ has no eigenvalues. Then for all $\varphi, \psi \in \mathcal{H}$,

$$
\frac{1}{N} \sum_{j=0}^{N-1} |\langle \varphi, U^j \psi \rangle - \langle \varphi, \varphi_0 \rangle \langle \varphi_0, \psi \rangle| \to 0 \quad (5.5.24)
$$

**Proof.** By restricting $U$ to $\{ \varphi_0 \}^\perp$, we need only prove that if $U$ has no eigenvectors, then

$$
\frac{1}{N} \sum_{j=0}^{N-1} |\langle \varphi, U^j \psi \rangle| \to 0 \quad (5.5.25)
$$

By the Schwarz inequality (on the sum),

$$
\left( \frac{1}{N} \sum_{j=0}^{N-1} |\langle \varphi, U^j \psi \rangle| \right)^2 \leq \frac{1}{N} \sum_{j=0}^{N-1} |\langle \varphi, U^j \psi \rangle|^2
$$

By polarization, it suffices to prove for all $\varphi$

$$
\lim_{N \to \infty} \frac{1}{N} \sum_{j=0}^{N-1} |\langle \varphi, U^j \varphi \rangle|^2 = 0 \quad (5.5.27)
$$

By the spectral theorem,

$$
\langle \varphi, U^j \varphi \rangle = \int e^{ij\theta} d\mu^{(U)}(\theta) \quad (5.5.28)
$$

$$
= (\mu^{(U)})(\{e^{i\theta}\})^{j} \quad (5.5.29)
$$

in terms of the Fourier series coefficients for $\mu$. By the discrete version of Wiener’s theorem (see Problem 8 of Section 6.6 of Part 1),

$$
\text{LHS of } (5.5.27) = \sum_{e^{i\theta}} |\mu^{(U)}(\{e^{i\theta}\})|^2
$$

Since $U \uparrow \{\varphi_0\}^\perp$ has no eigenvalues, $\mu^{(U)}(\{e^{i\theta}\}) = 0$ for all $\theta$. □

As a final application, we prove a form of what is called the RAGE theorem:

**Theorem 5.5.6 (RAGE Theorem).** Let $U$ be a unitary operator on a Hilbert space, $\mathcal{H}$, and $P_{pp}(U)$ the projection onto the span of all the eigenvectors for $U$. Let $C$ be compact. Then

$$
\lim_{N \to \infty} \frac{1}{N} \sum_{j=0}^{N-1} \|CU^j \varphi\|^2 = \|CP_{pp}(U)\varphi\|^2
$$

(5.5.31)
Proof. Suppose first $C$ is of the form $\langle \psi, \cdot \rangle \psi$. By polarization, it suffices to prove the result for $\psi = \varphi$, in which case it is just (5.5.30). Since both sides of (5.5.31) are invariant under changing $C$ to $|C|$, we can suppose $C = C^*$. The case $C = \langle \psi, \cdot \rangle \psi$ extends to any self-adjoint finite rank, and so, by taking limits, for any self-adjoint compact $C$. \qed

As an example, let $U$ be a unitary on $\mathcal{H} = \ell^2(-\infty, \infty)$ and $C_n = P_{[-n,n]}$, the projection onto $\varphi$’s, supported on $[-n,n]$. If $\varphi \perp \text{Ran}(P_{pp})$, (5.5.31) says the probability that after $j$ time steps (under the quantum mechanical evolution $j \mapsto U^j \varphi$), $U^j \varphi$ lies in $[-n,n]$ goes to zero on average. And if $\varphi \not\in (\text{Ran}(P_{pp}))^\perp$, then for all large $n$, this probability does not go to zero.

Notes and Historical Remarks. As we’ll discuss in Section 7.2 von Neumann proved the spectral theorem for unbounded self-adjoint operators by using the Cayley transform to reduce it to the spectral theorem for unitary operators. This was proven by extending the usual self-adjoint theorem to a theorem for finitely many commuting bounded self-adjoint operators, then going to bounded normal operators including unitaries.

The direct approach here is not as well-known as it should be. It relies on tools developed between 1910 and 1915 in response to a stimulating 1907 paper of Carathéodory [99]. He asked what finite Taylor series $\sum_{n=0}^N a_n z^n$ were the start of the Taylor series of an analytic function, $F$, on $\mathbb{D}$ where $\text{Re} F(z) > 0$ for all $z \in \mathbb{D}$. Numerous young leaders in analysis followed up and there resulted a fairly complete theory of what are now called Carathéodory functions. We’ve discussed this in part already in Section 7.5 of Part 2A and Section 5.4 of Part 3. For more on the subject, the reader can consult Section 1.3 of [648].

In particular, the Fejér–Riesz theorem is due to them [197, 565] in 1916 and the Carathéodory–Toeplitz theorem to those authors [100, 702] in 1911.

The RAGE theorem is named after work of Ruelle [585], Amrein–Georgescu [16] and Enss [186].

Problems
1. If $P, P_1$ obey the conditions of Theorem 5.5.2 show they have the same degree and the same zeros and so agree up to a constant.

2. When $f \geq 0$ on $\partial \mathbb{D}$, show that the $P$ of Theorem 5.5.2 is given by

$$P(z) = \exp\left(\frac{1}{4\pi} \int e^{i\theta} + z e^{i\theta} - z \log(f(e^{i\theta})) \, d\theta \right)$$

If $T$ is an operator on a Hilbert space, $\mathcal{H}$, we say $S$ is a dilation of $T$ if $S$ acts on a Hilbert space, $\mathcal{H}'$ which has $\mathcal{H}$ as a closed subspace and if
5. The Spectral Theorem

\[ T^n = (PS^n) \upharpoonright \mathcal{H} \quad (5.5.32) \]

where \( P \) is the orthogonal projection from \( \mathcal{H}' \) onto \( \mathcal{H} \). One calls \( T \) the compression of \( S \). In the next problem, the reader will prove the celebrated dilation theorem of Sz.-Nagy \[690\] that any contraction, \( T \), on \( \mathcal{H} \) (i.e., \( \|T\| \leq 1 \)) has a unitary dilation.

3. (a) If \( S \) is a dilation of \( T \) and \( U \) is a dilation of \( S \), prove that \( U \) is a dilation of \( T \). Conclude that it suffices to prove that every contraction has a dilation by an isometry and every isometry has a contraction by a unitary.

(b) Let \( T \) be a contraction on \( \mathcal{H} \). Let \( \mathcal{H}' = \bigoplus_{n=1}^{\infty} \mathcal{H} \) with \( P(\varphi_1, \varphi_2, \ldots) = (\varphi_1, 0, 0, \ldots) \). Let

\[ S(\varphi_1, \varphi_2, \ldots) = (T\varphi_1, (\sqrt{1-T^*T})\varphi_1, \varphi_2, \varphi_3, \ldots) \quad (5.5.33) \]

Prove that \( S \) is an isometry and a dilation of \( T \).

(c) If \( S \) is an isometry and \( Q = \sqrt{1-SS^*} \), prove that \( S^*Q^2S = 0 \) so \( QS = S^*Q = 0 \).

(d) Let \( S \) be an isometry on \( \mathcal{H} \). Let \( \mathcal{H}' = \mathcal{H} \oplus \mathcal{H} \) and let

\[ U(\varphi_1, \varphi_2) = (S\varphi_1 + (\sqrt{1-SS^*})\varphi_2, -S^*\varphi_2) \]

Prove that \( U \) is unitary and a dilation of \( S \) and so conclude the dilation theorem.

**Remark.** There is a huge literature on this subject of which two high points are the dilation theorem for strongly continuous contraction semigroups and the Foias–Nagy commutant lifting theorem. Nagy et al. \[691\] is a text on the subject.

4. This problem will lead the reader through a proof of von Neumann’s contraction theorem. To state the theorem, let \( f \) be analytic in a neighborhood of \( \mathbb{D} \). Then (see (a) below), if \( f(z) = \sum_{n=0}^{\infty} a_n z^n \) is the Taylor series

\[ \sum_{n=0}^{\infty} |a_n| < \infty \quad (5.5.34) \]

so, if \( \|T\| \leq 1 \), one can define

\[ f(T) = \sum_{n=0}^{\infty} a_n T^n \quad (5.5.35) \]

von Neumann’s theorem asserts that

\[ \|f(T)\| \leq \sup_{z \in \mathbb{D}} |f(z)| \quad (5.5.36) \]
This theorem is due to von Neumann [728]. The modern proof usually uses the Sz.-Nagy dilation theorem (see (b) below). The proof we lead the reader through in (c)–(h) below is due to Davies–Simon [148] (related to a proof of Nelson [497]).

(a) Prove that if \( f \) is analytic in a neighborhood of \( \overline{D} \), then (5.5.34).

(b) Assuming the dilation theorem of Problem 3, prove (5.5.36).

(c) Prove that it suffices to prove (5.5.36) when \( \| T \| < 1 \).

(d) Suppose now \( T = U|T| \) for a unitary \( U \) and \( \| T \| < 1 \). Prove that

\[
g(z) = U \left[ \frac{z + |T|}{1 + z|T|} \right]
\]

(5.5.37)
is an analytic \( \mathcal{L}(\mathcal{H}) \)-valued function in a neighborhood of \( \mathbb{D} \) and for all \( e^{i\theta} \in \partial \mathbb{D} \), \( g(e^{i\theta}) \) is unitary. (Hint: Use the spectral theorem for \( |T| \).)

(e) Prove that \( \| g(z) \| \leq 1 \) for all \( z \in \overline{D} \) so that \( f(g(z)) \) is well defined as a continuous function on \( \mathbb{D} \), analytic on \( \mathbb{D} \).

(f) Prove that for all \( e^{i\theta} \in \partial \mathbb{D} \)

\[
\| f(g(e^{i\theta})) \| \leq \sup_{z \in \mathbb{D}} |f(z)|
\]

(5.5.38)

(Hint: Use the spectral theorem for \( g(e^{i\theta}) \).)

(g) Prove (5.5.38) for \( g(0) \) and so (5.5.36) if \( T = U|T^*| \) with \( U \) unitary.

(h) For any \( T \) on \( \mathcal{H} \), let \( \overline{T} = T \oplus 0 \) on \( \mathcal{H} \oplus \mathcal{H}_1 \), where \( \mathcal{H}_1 \) is an infinite-dimensional space. Prove that one can write \( \overline{T} = U|\overline{T}| \) with \( U \) unitary and that \( f(\overline{T}) = f(T) \oplus a_0 \) and conclude (5.5.36) for any \( T \) with \( \| T \| < 1 \).

(i) Show that \( f \) analytic in a neighborhood of \( \mathbb{D} \) can be replaced by \( f \) obeys (5.5.34) (i.e., \( f \) in the Wiener space).

(j) Prove a version that only requires \( f \) in \( H^\infty(\mathbb{D}) \) if \( \| T \| < 1 \) and (5.5.36) has \( z \in \mathbb{D} \) rather than \( z \in \overline{D} \).

5.6. Commuting Self-adjoint and Normal Operators

In this section, we’ll prove the spectral theorem for several bounded self-adjoint operators which commute with one another and obtain the spectral theorem for normal operators as a byproduct.

**Definition.** Given a family, \( \mathfrak{A} \), of bounded operators on a Hilbert space, \( \mathcal{H} \), and \( \varphi \in \mathcal{H} \), the *cyclic subspace* for \( \varphi \) generated by \( \mathfrak{A} \), \( \mathcal{H}_\varphi^{(\mathfrak{A})} \) is the smallest closed subspace containing \( \varphi \) and invariant under \( \{ A, A^* \}_{A \in \mathfrak{A}} \). If \( \mathcal{H}_\varphi^{(\mathfrak{A})} = \mathcal{H} \), we say \( \varphi \) is a *cyclic vector* for \( \mathfrak{A} \).
Explicitly, if \( \tilde{A} \) is the set of polynomials in \( A_1, \ldots, A_n, A_{n+1}', \ldots, A_{n+m}' \), with \( A_j \in A \), then \( H_{\varphi}^{(A)} = \{ C \varphi \mid C \in \tilde{A} \} \). The main result of this section is

**Theorem 5.6.1.** (Spectral Theorem for Commuting Operators: Spectral Measure Form). Let \( A \equiv \{ A_1, \ldots, A_n \} \) be a finite family of bounded self-adjoint operators on a Hilbert space, \( \mathcal{H} \). Suppose for all \( j,k \),

\[
A_j A_k = A_k A_j \tag{5.6.1}
\]

Let \( \varphi \in \mathcal{H} \) be a cyclic vector for \( A \). Then there exists a measure \( d\mu_\varphi \) on \( \times_{j=1}^n [-\|A_j\|, \|A_j\|] \) and a unitary map \( U : \mathcal{H} \to L^2(\mathbb{R}^n, d\mu_\varphi) \) so that

\[
UA_j \psi(x) = x_j (U\psi)(x), \quad (U\varphi)(x) \equiv 1 \tag{5.6.2}
\]

As in the one–operator case, \( d\mu_\varphi \) and \( U \) are uniquely determined. For it suffices, as in that case, to prove there is a measure, \( d\mu_\varphi \), with

\[
\langle \varphi, A_{\ell_1}^{\ell_1} \cdots A_{\ell_n}^{\ell_n} \varphi \rangle = \int x_{\ell_1}^{\ell_1} \cdots x_{\ell_n}^{\ell_n} d\mu_\varphi(x) \tag{5.6.3}
\]

and as in that case, once we have this result, we get all the other versions (the resolution of the identity form is not quite the same and will be proven as a step in proving Theorem 5.6.1).

Given a measure, \( \mu \) on \( X_1 \times X_2 \times \cdots \times X_n \), a product of \( n \) compact Hausdorff spaces, there are measures \( \pi_j \mu \) on \( X_j \) given by

\[
\int f(y) d(\pi_j \mu)(y) = \int f(x_j) d\mu(x) \tag{5.6.4}
\]

Since (5.6.3) implies

\[
\langle \varphi, A_{\ell_j}^{\ell_j} \varphi \rangle = \int x_{\ell_j} d(\pi_j \mu^{(A_j)})(x) \tag{5.6.5}
\]

we see that

\[
\pi_j (d\mu_\varphi^{(A_j)}) = d\mu_\varphi^{(A_j)} \tag{5.6.6}
\]

but the reader should avoid the temptation of thinking \( d\mu_\varphi^{(A_j)} \) is just a product measure! Here is an example that shows this:

**Example 5.6.2.** Let \( d\mu \) be a measure of \( \mathbb{R}^2 \) which we think of as \( \mathbb{C} \). Let \( A \in \mathcal{L}(L^2(\mathbb{C}, d\mu)) \) by

\[
(Af)(z) = zf(z) \tag{5.6.7}
\]

if \( B = \frac{1}{2}(A + A^*) \), \( C = \frac{1}{2i}(A - A^*) \), then \( d\mu_{\varphi=1}^{(B,C)}(x,y) = d\mu(x+iy) \), showing any measure of compact support and, in particular, nonproduct measures, can occur. This example, as we’ll see, is the model for a normal operator with a cyclic vector.
Example 5.6.3. Let \( p(x) \) be a polynomial in one variable with real coefficients. Let \( A \) be a bounded self-adjoint operator and let \( B = p(A) \). Let \( \varphi \) be cyclic for \( A \). Then \( d\mu^{(A,B)}_\varphi \) is supported on \( \{(x, y) \mid y = p(x), x \in \sigma(A)\} \). Indeed (Problem 1), one can compute \( d\mu^{(A,B)}_\varphi \) in terms of \( d\mu^A_\varphi \). □

The key behind our construction of \( d\mu_\varphi \) in Theorem 5.6.1 will be the fact that while spectral measures aren’t products, spectral projections are! As a preliminary, we need

Lemma 5.6.4. Let \( A, B \) be bounded self-adjoint operators. If \( [A, B] = 0 \), then for all bounded Borel functions, \( f, g \), we have \( [f(A), g(B)] = 0 \); in particular, the spectral projections of \( A \) and \( B \) commute.

Proof. Without loss, we can suppose \( f \) and \( g \) are real-valued, so \( f(A) \) is self-adjoint and thus, it suffices to prove
\[
[f(A), B] = 0 \tag{5.6.8}
\]
and then use symmetry. We do this by a by-now standard song-and-dance. \( 5.6.8 \) holds for all polynomials in \( A \) and so, by taking norm limits, for all continuous \( f \). Since for any interval \( (a, b) \), \( \chi_{(a,b)} \) is a pointwise limit of continuous \( f \)’s with \( \|f\|_\infty \leq 1 \), by taking strong limits,
\[
[P_\Omega(A), B] = 0 \tag{5.6.9}
\]
for any interval \( \Omega \). It is easy to see (Problem 2) that the set of \( \Omega \) for which \( 5.6.9 \) holds in a \( \Sigma \)-algebra. So, since it holds for all open intervals, it holds for all Borel sets. Thus, \( 5.6.8 \) holds for finite linear combinations of such \( P_\Omega \)’s, and so, since they are \( \|\cdot\|_\infty \)-dense in \( B(\mathbb{R}) \), for all bounded Borel \( f \)’s. □

Theorem 5.6.5. (Spectral Theorem for Commuting Operators: Functional Calculus Form). Let \( A_1, \ldots, A_n \) be commuting bounded self-adjoint operators on a Hilbert space, \( \mathcal{H} \). Then there exists a \( * \)-homeomorphism
\[
\Phi_{A_1, \ldots, A_n} : \times_{j=1}^n [-\|A_j\|, \|A_j\|] \to L(\mathcal{H})
\]
(we write \( \Phi_{A_1 \ldots A_n}(f) = f(A_1, \ldots, A_n) \)) so that
\[
1(x) \equiv 1 \Rightarrow \Phi_{A_1, \ldots, A_n}(1) = 1, \quad id_j(x) \equiv x_j \Rightarrow \Phi_{A_1 \ldots A_n}(id_j) = A_j \tag{5.6.10}
\]
\[
\|\Phi_{A_1, \ldots, A_n}(f)\| \leq \|f\|_\infty \tag{5.6.11}
\]
Moreover, \( 5.6.10 \) and \( 5.6.11 \) determine \( \Phi_{A_1, \ldots, A_n} \).
Proof. Uniqueness is the same as in one variable: (5.6.10) determines \( \Phi_{A_1...A_n}(f) \) when \( f \) is a polynomial in \( x_1, ..., x_n \) and then the Stone–Weierstrass theorem plus (5.6.11) implies uniqueness for all \( f \).

So we turn to existence. By scaling, we can suppose that \( \|A_j\| < 1 \) for \( j = 1, ..., n \). For \( m = 1, 2, ... \) and \( \ell = 0, \pm 1, ..., \pm 2^m - 1, -2^m \), define

\[
P^{(j)}_{m,\ell} = P_{[\frac{\ell}{2^m}, \frac{\ell+1}{2^m}]}(A_j)
\]

and

\[
\Phi^{(m)}_{A_1,...,A_n}(f) = \sum_{\ell_1,...,\ell_n} f\left(\frac{\ell_1}{2^m}, ..., \frac{\ell_n}{2^m}\right) P^{(1)}_{m,\ell_1} P^{(2)}_{m,\ell_2} ... P^{(n)}_{m,\ell_n}
\]

Since \( \sum_{\ell} (P^{(j)}_{m,\ell})^2 = 1 \) and the \( P \)'s commute, we have

\[
\|\Phi^{(m)}_{A_1,...,A_n}(f)\varphi\|^2 = \sum_{\ell_1,...,\ell_n} \left| f\left(\frac{\ell_1}{2^m}, ..., \frac{\ell_n}{2^m}\right)\right|^2 \|P^{(1)}_{m,\ell_1} ... P^{(n)}_{m,\ell_n}\varphi\|^2 \leq \|f\|_\infty^2 \sum_{\ell_1,...,\ell_m} \|P^{(1)}_{m,\ell_1} ... P^{(n)}_{m,\ell_n}\varphi\|^2 = \|f\|_\infty^2 \|\varphi\|^2
\]

(5.6.14)

There are no cross-terms in (5.6.14) since the \( P \)'s commute (by the lemma) and \( P^{(j)}_{m,\ell} P^{(j)}_{m,\ell'} = \delta_{\ell\ell'} P^{(j)}_{m,\ell} \).

As in the one-variable case, (5.6.15) implies for \( \tilde{m} > m \),

\[
\|\Phi^{(m)}_{A_1,...,A_n}(f) - \Phi^{(\tilde{m})}_{A_1,...,A_n}(f)\| \leq \sup_{|x_1-y_1| \leq 2^{-\tilde{m}}} |f(x) - f(y)| \leq \|f\|_\infty \sup_{|x_1-y_1| \leq 2^{-m}, ..., |x_n-y_n| \leq 2^{-m}} \rightarrow 0 \text{ as } m \rightarrow \infty.
\]

Thus, \( \Phi = \lim \Phi^{(m)} \) exists. If is easy to see (Problem 3) that it has the required properties.

Proof of Theorem 5.6.1. Identical to step 2 in Section 5.1.

Corollary 5.6.6 (Spectral Theorem for Normal Operators). Let \( A \) be a bounded normal operator (i.e., \( AA^* = A^*A \)) on a Hilbert space, \( \mathcal{H} \). Let \( \varphi \) be a cyclic vector for \( A \). Then there is a unique measure, \( \mu_\varphi \), on \( \{z \mid |\text{Re } z| \leq \|A\|, |\text{Im } z| \leq \|A\|\} \) and with

\[
\langle \varphi, (A^*)^k(A)^\ell \varphi \rangle = \int z^k z^\ell d\mu(z)
\]

(5.6.18)

Remark. We’ll see below that \( \text{supp}(\mu) \) is equal to \( \sigma(A) \).

Proof. Immediate from Theorem 5.6.1 using \( A = B + iC \) with \( B = B^* \), \( C = C^* \), and \( A^*A = AA^* \Leftrightarrow [B,C] = 0. \)
Given \( n \) commuting self-adjoint operators \( A_1, \ldots, A_n \) by Theorems 5.6.1 and 5.2.1 we can find \( \{\mu^{(k)}\}_{k=1}^K \) measures on \( \mathbb{R}^n \) (indeed, on \( \times_{j=1}^n [-\|A_j\|, \|A_j\|] \)) and \( U: \mathcal{H} \to \bigoplus_{k=1}^K L^2(\mathbb{R}^n, d\mu^{(k)}) \) so that
\[
(UA_jU^{-1}f)(x_1, \ldots, x_n) = x_j f(x_1, \ldots, x_n) \tag{5.6.19}
\]
We define
\[
\text{supp}(\mu^{(k)})_{k=1}^K \supseteq \bigcup_{k=1}^K \text{supp}(\mu^{(k)}) \tag{5.6.20}
\]
(the closure is only needed if \( K \) is infinite), called their joint spectrum.

**Theorem 5.6.7.** Let \( \{A_j\}_{j=1}^n \) be \( n \) commuting bounded self-adjoint operators. Let \( F \) be a continuous function on \( \times_{j=1}^n [-\|A_j\|, \|A_j\|] \) and \( B = \Phi_{A_1 \ldots A_n}(F) \). Then
\[
\sigma(B) = F[\text{supp}(\mu^{(k)})_{k=1}^K] \tag{5.6.21}
\]

**Proof.** Let \( z \notin F[\text{supp}(\mu^{(k)})_{k=1}^K] = Q \). Since the supp is compact, \( Q \) is compact, so \( d = \text{dist}(z, Q) > 0 \). On each \( L^2(\mathbb{R}^n, d\mu^{(k)}) \), \( |F(w) - z|^{-1} \leq d^{-1} \), so multiplication by \( (F(w) - z)^{-1} \) is an operator on \( L^2 \) bounded by \( d^{-1} \). It follows that \( B - z \) has a two-sided bounded inverse, so \( z \notin \sigma(B) \).

Conversely, if \( z \in F[\text{supp}(\mu^{(k)})_{k=1}^K] \), for every \( \varepsilon > 0 \), there is a \( k \) so \( \mu^{(k)}(\{x \mid |F(x) - z| < \varepsilon\}) > 0 \). Picking \( \varphi \in L^2(\mathbb{R}^n, d\mu^{(k)}) \) supported in this set with \( \|\varphi\|_2 = 1 \), we find \( \|(B - z)\varphi\| \leq \varepsilon \|\varphi\|_2 \), so \( z \in \sigma(B) \). \( \square \)

**Corollary 5.6.8.** Let \( A_1, \ldots, A_n \) be commuting, bounded self-adjoint operators. Let \( G: \mathbb{R}^n \to \mathbb{R} \) be continuous so that \( G(A_1, \ldots, A_n) = 0 \). Then the joint spectrum of \( (A_1, \ldots, A_n) \) lies in \( \{x \in \mathbb{R}^n \mid G(x) = 0\} \).

**Remark.** If \( U = A + iB \) is unitary with \( A, B \) self-adjoint, then \( U^*U = UU^* = 1 \) implies \( [A, B] = 0 \) and \( A^2 + B^2 = 1 \), that is, the spectral measures are supported on \( \{(x + iy) \mid x^2 + y^2 = 1\} \). Thus, we recover the spectral theorem for unitary operators.

**Proof.** If \( B = G(A_1, \ldots, A_n) \), then \( \sigma(B) = 0 \), so by (5.6.21), if \( (x_1, \ldots, x_n) \) is in the joint spectrum, then \( G(x) = 0 \). \( \square \)

**Problems**

1. (a) Let \( A \) be a bounded self-adjoint operator on \( \mathcal{H} \), \( B = p(A) \), where \( p \) is a polynomial real on \( \mathbb{R} \), and let \( \varphi \in \mathcal{H} \). If \( F \in C([-\|A\|, \|A\|] \times [-\|B\|, \|B\|]) \), prove that
\[
\int F(x, y) d\mu^{(A,B)}(x, y) = \int F(x, p(x)) d\mu^{(A)}(x) \tag{5.6.22}
\]
(b) Prove that \( \text{supp}(d\mu^{(A,B)}) = \{(x, p(x)) \mid x \in \text{supp}(d\mu^{(A)})\} \).
2. Prove that the set of $\Omega$ for which (5.6.9) holds is a $\sigma$-algebra.

3. In the context of the proof of Theorem 5.6.5 prove that $\Phi = \lim \Phi^{(m)}$ obeys (5.6.10) and (5.6.11).

5.7. Bonus Section: Other Proofs of the Spectral Theorem

As one might expect for one of the signature results of twentieth-century analysis and a theorem which is the starting point for so much, the spectral theorem has attracted many proofs. Besides our “official” proof in Section 5.3, we had a proof in Section 2.4 (as Theorem 2.4.13), using the polar decomposition, and it will follow from the theory of commutative Banach algebras of Chapter 6. Here we summarize various proofs.

5.7.1. Polar Decomposition Proof of Riesz. This is the proof of Section 2.4 that uses the fact that the partial isometry for a self-adjoint operator, $B$, has spectrum contained in $\{0, \pm 1\}$, and so we can define projections onto the set where $B > 0$. Using $B = a - A$, we get spectral projections $P_{(-\infty,a)}(A)$ and so a resolution of the identity.

5.7.2. Favard Theorem Proof. This is the proof in Section 5.3. We reduce the spectral theorem to the case of Jacobi matrices by looking at cyclic vectors and then use finite approximations and the spectral theorem for finite matrices.

5.7.3. Moment Problem Proof. In Sections 4.17 and 5.6 of Part 1, we studied the question of when $\{a_n\}_{n=0}^{\infty}$ is the set of moments of a measure, that is, there exists a measure $\mu$ on $\mathbb{R}$ (or on $[0,1]$ or on $[0,\infty)$) so that

$$a_n = \int x^n \, d\mu(x) \quad (5.7.1)$$

One way to prove the spectral measure version of the spectral theorem, that is, Theorem 5.1.7 is to show that

$$a_n = \langle \varphi, A^n \varphi \rangle \quad (5.7.2)$$

obeys the conditions for there to be a measure of bounded support obeying (5.7.1). This is, of course, the same strategy used in Section 5.5 to prove the spectral theorem for unitary operators, but for reasons we’ll come to, it is slightly more involved. There are two approaches: using the Hamburger moment problem or using the Hausdorff moment problem.
For the Hamburger moment problem approach, one uses the fact that if \( \{\zeta_j\}_{j=1}^n \in \mathbb{C}^n \), then if \( A = A^* \) and if \( a_n \) is given by (5.7.2), then

\[
\sum_{j,k=1}^n \bar{\zeta}_j \zeta_k a_{j+k-2} = \sum_{j=1}^n \langle \zeta_j A^{-1} \varphi, \zeta_k A^{k-1} \varphi \rangle \\
= \left\| \sum_{j=1}^n \zeta_j A^{j-1} \varphi \right\|^2 \geq 0 \tag{5.7.3}
\]

so, by Theorem 5.6.1 of Part 1, there is a measure obeying (5.7.1). So far, we just follow what we did in Section 5.5, but now we have to show \( \operatorname{supp}(d\mu) \subset [-\|A\|, \|A\|] \) and this requires an extra argument (Problem 1).

For the Hausdorff moment problem approach, we note that

\[
\widetilde{A} = A + \frac{\|A\|}{2} \|A\| \tag{5.7.4}
\]

has \( 0 \leq \widetilde{A} \leq 1 \) (Problem 2), so without loss, we can suppose \( 0 \leq A \leq 1 \) and prove \( d\mu \) exists with \( \operatorname{supp}(d\mu) \subset [0, 1] \). By Theorem 4.17.4 of Part 1, there exists such a \( \mu \) if and only if \( (\delta^k a)_n \geq 0 \) for all \( k, n = 0, 1, 2, \ldots \), where \( (\delta b)_n = b_n - b_{n-1} \). With \( a_n \) given by (5.7.2), this is, by the analysis in the proof of Proposition 4.17.5 of Part 1, equivalent to proving for all \( n, k \) that

\[
\langle \varphi, A^n (1 - A)^k \varphi \rangle \geq 0 \tag{5.7.5}
\]

By the square root lemma (Theorem 2.4.4), if \( 0 \leq A \leq 1 \), there are self-adjoint \( B \) and \( C \) so \( [B, C] = 0 \) and

\[
A = B^2, \quad 1 - A = C^2 \tag{5.7.6}
\]

Thus,

\[
\langle \varphi, A^n (1 - A)^k \varphi \rangle = \|B^n C^k \varphi\|^2 \geq 0 \tag{5.7.7}
\]

Here the extra element beyond the unitary case is the need for the square root lemma.

5.7.4. Bochner Theorem Proof. One can define

\[
e^{itA} = \sum_{n=0}^{\infty} \frac{(itA)^n}{n!} \tag{5.7.8}
\]

and show that \( f(t) = \langle \varphi, e^{itA} \varphi \rangle \) is positive definite in the sense of Section 6.6 of Part 1, so by Bochner’s theorem (Theorem 6.6.6 of Part 1), for a measure \( d\mu_A^\varphi \),

\[
\langle \varphi, e^{itA} \varphi \rangle = \int e^{ix} d\mu_A^\varphi (x) \tag{5.7.9}
\]

and from this deduce the spectral measure for the spectral theorem.
5.7.5. Spectral Radius Formula to Get Functional Calculus. This proof uses the spectral radius formula for normal operators (Theorem 2.2.11) and the spectral mapping theorem (Theorem 2.2.16). Let $p$ be a polynomial in $x$. Then $p(A)$ is normal, so

$$\|p(A)\| = \sup_{\lambda \in \sigma(p(A))} |\lambda|$$  \hspace{1cm} (5.7.10)

$$= \sup_{\lambda \in p[\sigma(A)]} |\lambda|$$  \hspace{1cm} (5.7.11)

$$= \sup_{\lambda \in \sigma(A)} |p(\lambda)|$$

$$= \|p\|_{C(\sigma(A))}$$  \hspace{1cm} (5.7.12)

Here (5.7.10) uses the spectral radius formula and (5.7.11) the spectral mapping theorem. In (5.7.12), $\|\cdot\|_{C(\sigma(A))}$ means the $\|\cdot\|_{\infty}$ in $C(\sigma(A))$, the continuous complex-valued functions on $\sigma(A)$.

Let $\mathcal{P}(\sigma(A))$ be the polynomials viewed as a subspace of $C(\sigma(A))$. Then $p \mapsto p(A)$ is a norm isometry of $\mathcal{P}(\sigma(A))$ to $L(H)$ and so, by the Weierstrass approximation theorem, of $C(\sigma(A))$ to $L(H)$. Since $p \mapsto p(A)$ is a $\ast$-homeomorphism, so is its extension. We have thus constructed the continuous functional calculus.

5.7.6. Cayley Transform Proof. When we studied fractional linear transformations in Section 7.3 of Part 2A, the map

$$f(z) = \frac{i - z}{i + z}$$  \hspace{1cm} (5.7.13)

played a special role. If $z = \tan \theta$ ($\theta \in (-\pi/2, \pi/2)$), then

$$f(\tan \theta) = e^{2i\theta}$$  \hspace{1cm} (5.7.14)

so $f$ maps $\mathbb{R}$ to $\partial \mathbb{D} \setminus \{-1\}$ and $\mathbb{R} \cup \{\infty\}$ to $\partial \mathbb{D}$. The functional inverse of $f$ is

$$g(z) = i \left( \frac{1 - z}{1 + z} \right)$$  \hspace{1cm} (5.7.15)

A natural analog for operators, given a bounded self-adjoint operator, $A$, is

$$U \equiv f(A) = \frac{i - A}{i + A}$$  \hspace{1cm} (5.7.16)

$$A \equiv g(U) = i \left( \frac{1 - U}{1 + U} \right)$$  \hspace{1cm} (5.7.17)

It is easy to see (Problem 3) that for each $\Theta \in (0, \pi/2)$, $A \mapsto U$ is a bijection of $\{A \mid A = A^*; \|A\| \leq \tan \Theta\}$ and $\{U \mid U^*U = UU^* = 1, \sigma(U) \subset \{e^{2i\theta} \mid \}$
\(| \theta | \leq \Theta \}). \(U \) is called the \textit{Cayley transform} of \(A \). Knowing that there is a spectral theorem for \(U \) implies one for \(A \) (Problem \([1] \)).

But what about \(U \) with \(-1 \in \sigma(A)\)? At least if \(-1 \) is not an eigenvalue, it turns out that one can use (5.7.17) to define an unbounded self-adjoint operator. Put differently, an unbounded self-adjoint operator defines a unitary via (5.7.16) (as we’ll see in Section 7.2)—this provides one approach to the spectral theorem for unbounded self-adjoint operators.

5.7.7. Herglotz Representation Proof. In Theorem 5.9.1 of Part 3, we proved that if \(F \) is analytic in \(C_+ \) with \(\text{Im} \, F(z) > 0 \) there, then there is a measure \(\mu \) on \(\mathbb{R} \) with

\[
\int \frac{d\mu(x)}{1 + x^2} < \infty \tag{5.7.18}
\]

\(\alpha > 0 \) and \(\beta \in \mathbb{R} \) so that

\[
F(z) = \alpha z + \beta + \int \left[ \frac{1}{x - z} - \frac{x}{1 + x^2} \right] d\mu(x) \tag{5.7.19}
\]

If \(F \) is analytic across \(\mathbb{R} \setminus [a, b] \), then \(\text{supp}(d\mu) \) is in \([a, b] \), so \(\int d\mu(x) < \infty \) and the \(x/(1 + x^2) \) term can be dropped and absorbed in \(\beta \), that is,

\[
F(z) = \alpha z + \beta + \int \frac{1}{x - z} d\mu(x) \tag{5.7.20}
\]

We then have

\[
\alpha = \lim_{y \to \infty} \frac{\text{Im} \, F(iy)}{y}, \quad \beta = \lim_{y \to \infty} \text{Re} \, F(iy) \tag{5.7.21}
\]

If \(A \) is a bounded self-adjoint operator on a Hilbert space, \(\mathcal{H} \), and \(\varphi \in \mathcal{H} \) and \(z \in \mathbb{C} \setminus \sigma(A) \), we can define

\[
F(z) = \left\langle \varphi, \frac{1}{A - z} \varphi \right\rangle \tag{5.7.22}
\]

which is analytic there. Since

\[
\frac{1}{A - z} - \frac{1}{A - \bar{z}} = \frac{2(\text{Im} \, z)}{|A - z|^2} \tag{5.7.23}
\]

we see on \(\mathbb{C} \setminus \mathbb{R} \),

\[
\frac{\text{Im} \, F(z)}{\text{Im} \, z} > 0 \tag{5.7.24}
\]

Thus, \(\text{Im} \, F(z) > 0 \) if \(z \in \mathbb{C}_+ \). Moreover, \(F(iy) \to 0 \) as \(y \to \infty \), so in (5.7.20), \(\alpha = \beta = 0 \). Thus, for a measure \(\mu \) on \([-\|A\|, \|A\|] \),

\[
\left\langle \varphi, \frac{1}{A - z} \varphi \right\rangle = \int \frac{d\mu(x)}{x - z} \tag{5.7.25}
\]
Using for $|x| \leq \|A\|$ and $|z| > \|A\|$, 
\[
(x - z)^{-1} = -\sum_{n=0}^{\infty} x^n z^{-n-1}, \quad (A - z)^{-1} = -\sum_{n=0}^{\infty} A^n z^{-n-1} \tag{5.7.26}
\]
shows that 
\[
\langle \varphi, A^n \varphi \rangle = \int x^n d\mu(x) \tag{5.7.27}
\]
proving once more the spectral theorem. One advantage of this proof is its focus on (5.7.25). This provides a tool for the study of spectral measures using the ideas in Theorem 2.5.4 of Part 3.

There is a close connection between the resolvent, $(A - z)^{-1}$, and the resolution of the identity. For $a, b \in \mathbb{R}$ and, for $\varepsilon > 0$, let 
\[
f_\varepsilon(x) = \frac{1}{2\pi} \int_a^b \text{Im}(x - y - i\varepsilon)^{-1} dy \tag{5.7.28}
\]
Then a simple calculation (Problem 5) shows that 
\[
f(x) \equiv \lim_{\varepsilon \downarrow 0} f_\varepsilon(x) = \begin{cases} 1, & a < x < b \\ \frac{1}{2}, & x = a \text{ or } x = b \\ 0, & x < a \text{ or } x > b \end{cases} \tag{5.7.29}
\]
Moreover, \( \sup_{x,\varepsilon < 1} |f_\varepsilon(x)| < \infty \). It follows that 
\[
\lim_{\varepsilon \downarrow 0} \frac{1}{4\pi} \int_a^b \langle \varphi, [(A - y - i\varepsilon)^{-1} - (A - y + i\varepsilon)^{-1}] \varphi \rangle 
= \langle \varphi, \frac{1}{2} (P_{(a,b)}(A) - P_{[a,b]}(A)) \varphi \rangle \tag{5.7.30}
\]
a formula known as Stone’s formula.

**5.7.8. Gel’fand Theory Proof.** In the next chapter, we’ll see (Theorems 6.4.4 and 6.4.7) that if \( \mathfrak{A} \) is any norm-closed commutative \(*\)-subalgebra of \( \mathcal{L}(\mathcal{H}) \), then there is a natural isomorphism (Gel’fand isomorphism) of \( \mathfrak{A} \) and \( C(\sigma(\mathfrak{A})) \), where \( \sigma(\mathfrak{A}) \) is a natural compact Hausdorff space. In case \( A \) is a bounded self-adjoint operator and \( \mathfrak{A} \) is the norm closure of polynomials in \( A \), we’ll see \( \sigma(\mathfrak{A}) \) is just \( \sigma(A) \), so the inverse of the Gel’fand isomorphism defines the functional calculus.

**Problems**

1. (a) Suppose \( \mu \) is a measure on \( \mathbb{R} \) so that for \( n = 1, 2, \ldots \),
\[
\int x^{2n} d\mu(x) \leq C^{2n} \tag{5.7.31}
\]
Prove that \( \text{supp}(d\mu) \subset [-C,C] \).
(b) Complete the proof of the spectral theorem using the Hamburger moment problem given in Subsection 5.7.3.

2. Prove that \( \tilde{A} \) given by (5.7.4) has \( 0 \leq \tilde{A} \leq 1 \).

3. If \( A \) and \( U \) are related by (5.7.16)/(5.7.17), prove that \( \|A\| \leq \tan \Theta \) if and only if \( \sigma(U) \subset \{ e^{2i\theta} \mid |\theta| \leq \Theta \} \).

4. Complete the proof of the spectral measures form of the spectral theorem for \( A \) bounded and self-adjoint, knowing that theorem for unitaries.

5. Verify (5.7.29) by computing \( f_\varepsilon(x) \) directly in terms of \( \arctan \).

### 5.8. Rank-One Perturbations

In some ways, this section and the next that study \( A = B + C \), where \( B \) and \( C \) are self-adjoint and \( C \) rank-one (or compact in the next section), belong in Chapter 3—they are here because the spectral theorem is central to our analysis.

Throughout this section, \( B \) is a bounded self-adjoint operator on a Hilbert space, \( \mathcal{H} \), and \( \varphi \in \mathcal{H} \) a vector of norm 1. Define for \( \alpha \in \mathbb{R} \),

\[
A_\alpha = B + \alpha \langle \varphi, \cdot \rangle \varphi
\]

(5.8.1)

The reader should compare the results with the finite-dimensional case discussed in Section 1.3. Those results extend to isolated eigenvalues of \( A \). If \( \mathcal{H}_\varphi \) is the cyclic subspace for \( \varphi \) and \( B \) (i.e., closure of the span of \( \{ B_j \varphi \}_{j=0}^\infty \)), it is easy to see (Problem 1) that \( \mathcal{H}_\varphi \) is also the cyclic subspace of \( \varphi \) and each \( A_\alpha \). Thus, \( A_\alpha \) and \( B \) leave \( \mathcal{H}_\varphi \) invariant, and clearly, \( A_\alpha \upharpoonright \mathcal{H}_\varphi = B \upharpoonright \mathcal{H}_\varphi \) for all \( \alpha \). Thus, to understand the relation of \( A_\alpha \) to \( B \), we can focus on their restrictions to \( \mathcal{H}_\varphi \). Put differently, we can suppose \( \varphi \) is cyclic—equivalently, if \( d\mu_\alpha \) is the spectral measure of \( A_\alpha \) and \( \varphi \) and \( d\mu \equiv d\mu_\alpha=0 \), we can suppose

\[
\mathcal{H} = L^2(\mathbb{R}, d\mu), \quad \varphi \equiv 1, \quad B = \text{multiplication by } x
\]

(5.8.2)

B bounded means \( d\mu \) has compact support. Here are the main results we’ll prove:

(a) For all \( \alpha \), \( \Sigma_{ac}(A_\alpha) = \Sigma_{ac}(B) \), that is, since the spectrum is simple, the a.c. parts of \( A_\alpha \) and \( B \) are unitarily equivalent.

(b) There exist Borel sets, \( S_\alpha \), of Lebesgue measure 0 so that

\[
\mu_{\alpha,\beta}(\mathbb{R} \setminus S_\alpha) = 0, \quad S_\alpha \cap S_\beta = \emptyset \text{ for } \alpha \neq \beta
\]

(5.8.3)

that is, the singular parts of the measures \( d\mu_\alpha \) are mutually singular.
(c) $\int d\alpha [d\mu_\alpha(x)] = dx$ \hfill (5.8.4)

In the sense that if $f$ is a continuous function on $\mathbb{R}$ with compact support, then

$$\int \left[ \int f(x) d\mu_\alpha(x) \right] d\alpha = \int f(x) dx$$ \hfill (5.8.5)

(d) $x_0 \in \mathbb{R}$ is a pure point of some $d\mu_\alpha$, $\alpha \neq 0$, if and only if

$$G_\mu(x_0) \equiv \int \frac{d\mu(x)}{(x-x_0)^2} < \infty, \quad \int \frac{d\mu(x)}{x-x_0} = -\alpha^{-1}$$ \hfill (5.8.6)

(Note: If the first integral in (5.8.6) is finite, then the second integrand is absolutely integrable and so, real.)

(e) The set of $x_0$ for which $G_\mu(x_0) = \infty$ is a dense $G_\delta$ in supp$(d\mu)$. More is true—the set of $\alpha$ for which (5.8.6) holds for some $x_0 \in \mathbb{R}$ is always a nowhere dense $F_\sigma$; we won’t prove this here, but see the Notes.

(f) We’ll also analyze the Krein spectral shift for this case.

In proving these results, we’ll study the Stieltjes transforms on $\mathbb{C}_+$,

$$F_\alpha(z) = \int \frac{d\mu_\alpha(x)}{x-z}$$ \hfill (5.8.7)

We’ll need the following properties of Stieltjes transforms:

$$F^{(\nu)}(z) = \int \frac{d\nu(x)}{x-z}$$ \hfill (5.8.8)

all proven in Part 3 (some by noting that $\exp(iF^{(\nu)}(z))$ is bounded:

(1) For Lebesgue a.e. $x \in \mathbb{R}$, $\lim_{\varepsilon \downarrow 0} F^{(\nu)}(x+i\varepsilon) \equiv F^{(\nu)}(x+i0)$ exists (see (2.5.20) and Theorem 5.2.1 of Part 3).

(2) If

$$d\nu(x) = f(x) \, dx + d\nu_s$$ \hfill (5.8.9)

with $d\nu_s$ singular wrt $dx$, then

$$f(x) = \frac{1}{\pi} \text{Im} F^{(\nu)}(x+i0)$$ \hfill (5.8.10)

(see Theorem 2.5.4 of Part 3).

(3) If

$$S^{(\nu)} = \left\{ x \in \mathbb{R} \mid \lim_{\varepsilon \downarrow 0} \text{Im} F^{(\nu)}(x+i\varepsilon) = \infty \right\}$$ \hfill (5.8.11)

then

$$|S^{(\nu)}| = 0, \quad \nu_s(\mathbb{R} \setminus S^{(\nu)}) = 0$$ \hfill (5.8.12)

(see Theorem 2.5.4 of Part 3).
(4) For all \( x_0 \in \mathbb{R} \),
\[
\mu(\{x_0\}) = \lim_{\varepsilon \downarrow 0} \epsilon \Im F^{(\nu)}(x_0 + i\varepsilon) = \lim_{\varepsilon \downarrow 0} i^{-1}\varepsilon F^{(\nu)}(x_0 + i\varepsilon) \tag{5.8.13}
\]
(see Theorem 2.5.4 of Part 3).

(5) For any \( w \in \mathbb{C} \), \( \{x \in \mathbb{R} \mid F(x + i0) = w\} \) has Lebesgue measure zero (see Theorem 5.2.6 of Part 3).

Here is the simple result that is central to the analysis:

**Theorem 5.8.1.** In the setup of \((5.8.2)\) (where \( \mu \) has bounded support), with \( F_\alpha \) given by \((5.8.7)\), we have

(a) (Aronszajn–Krein Formula)
\[
F_\alpha(z) = \frac{F_0(z)}{1 + \alpha F_0(z)} \tag{5.8.14}
\]

(b) For \( z \in \mathbb{C} \setminus \mathbb{R} \),
\[
\text{Tr}((B - z)^{-1} - (A_\alpha - z)^{-1}) = \frac{d}{dz} \log(1 + \alpha F_0(z)) \tag{5.8.15}
\]

(c) For \( z \in \mathbb{C} \setminus \mathbb{R} \),
\[
\det((A_\alpha - z)(B - z)^{-1}) = 1 + \alpha F_0(z) \tag{5.8.16}
\]

(d) (Spectral Averaging) \( \int d\alpha [d\mu_\alpha(x)] = dx \).

(e) For each \( \alpha \) and a.e. \( x \),
\[
\Im F_\alpha(x + i0) = \frac{\Im F_0(x + i0)}{|1 + \alpha F_0(x + i0)|^2} \tag{5.8.17}
\]

(f) If
\[
S_\alpha = \{x \mid F(x + i\varepsilon) = -\alpha^{-1}\} \tag{5.8.18}
\]
then
\[
|S_\alpha| = 0, \quad \mu_{\alpha, s}(\mathbb{R} \setminus S_\alpha) = 0 \tag{5.8.19}
\]

(g) If \( G \) is given by \((5.8.6)\), then
\[
G(x_0) < \infty \Rightarrow \lim_{\varepsilon \downarrow 0} F(x_0 + i\varepsilon) \text{ exists and is real} \tag{5.8.20}
\]

(h) Fix \( \alpha \in \mathbb{R} \setminus \{0\} \). Let
\[
P_\alpha = \{x \in \mathbb{R} \mid F(x + i0) = -\alpha^{-1}, G(x) < \infty\} \tag{5.8.21}
\]
Then \( P_\alpha \) is countable and
\[
(d\mu_\alpha)_{pp}(x) = \sum_{x_n \in P_\alpha} \left[\alpha^2 G(x_n)\right]^{-1} \delta_{x_n} \tag{5.8.22}
\]

**Remark.** At the end of the section, we’ll explore what \((5.8.22)\) implies about eigenvalues of \( A_\alpha \) in gaps of \( \sigma(B) \) and of \( \sigma_{\text{ess}}(B) \).
Proof. (a) Let
\[ P_\varphi = \langle \varphi, \cdot \rangle \varphi \] (5.8.23)

Then
\[ (A_\alpha - z)^{-1} = (B - z)^{-1} - \alpha(B - z)^{-1}P_\varphi(A_\alpha - z)^{-1} \] (5.8.24)
since \( \alpha P_\varphi = (A_\alpha - z) - (B - z) \). Taking expectation values in \( \langle \varphi, \cdot \rangle \), we get
\[ F_\alpha(z) = F_0(z) - \alpha F_0(z) F_\alpha(z) \] (5.8.25)
which yields (5.8.14).

(b) Applying (5.8.24) to \( \varphi \), we get
\[ (A_\alpha - z)^{-1} - 1 = \frac{\alpha}{1 + \alpha F_0(z)} \langle (B - z)^{-1} \varphi, \cdot \rangle (B - z)^{-1} \]
Thus,
\[ \text{Tr}((B - z)^{-1} - (A_\alpha - z)^{-1}) = \frac{\alpha}{1 + \alpha F_0(z)} \langle \varphi, (B - z)^{-2} \varphi \rangle \] (5.8.27)
Since
\[ \frac{d}{dz} F_0(z) = \int \frac{d\mu(x)}{(x - z)^2} = \langle \varphi, (B - z)^{-2} \varphi \rangle \] (5.8.28)
we get (5.8.15).

(c) \( (A_\alpha - z)(B - z)^{-1} = 1 + \alpha P_\varphi(B - z)^{-1} \). \( P_\varphi(B - z)^{-1} \) is a rank-one operator whose only nonzero eigenvalue is its trace, that is, \( F_0(z) \). Thus,
\[ \det(1 + \alpha P_\varphi(B - z)^{-1}) = \prod_{\text{eigenvalues, } \lambda, \text{ of } P_\varphi(B - z)^{-1}} (1 + \alpha \lambda) = 1 + \alpha F_0(z) \] (5.8.29)

(d) Suppose first for \( z \in \mathbb{C} \setminus \mathbb{R} \), we try
\[ f(x) = (x - z)^{-1} - (x + i)^{-1} \] (5.8.30)
Then, by closing the contour in the upper half-plane, we get
\[ \int_{-\infty}^{\infty} f(x) \, dx = \begin{cases} 0 & \text{if } \text{Im } z < 0 \\ 2\pi i & \text{if } \text{Im } z > 0 \end{cases} \] (5.8.31)
On the other hand, by (5.8.14),
\[ \int f(x) \, d\mu_\alpha(E) = F_\alpha(z) - F_\alpha(-i) \]

\[ = \frac{1}{\alpha + F_0(z)^{-1}} - \frac{1}{\alpha + F_0(-i)^{-1}} \] (5.8.32)
If $\text{Im } z < 0$, the right side of (5.8.32) has both poles in $\alpha$ in the lower half-plane and so $\int_{-\infty}^{\infty} \cdots d\alpha = 0$. If it has one pole in each half-plane, then closing the contour in the upper half-plane, we get $2\pi i$. Thus, we’ve proven (5.8.5) for $f$ of the form (5.8.30). A standard density argument (Problem 2) proves it for general $f$’s.

(e) This follows from (5.8.14) given

$$
\text{Im } F_\alpha(z) = \frac{1}{2i} \left[ F_\alpha(z) - F_\alpha(-z) \right]
= \frac{1}{2i} \left[ \frac{F_0}{1 + \alpha F_0} - \frac{F_0}{1 - \alpha F_0} \right] = \frac{1}{2i} \frac{|F_0 - F_0|}{|1 + \alpha F_0|^2}
$$

(5.8.33)

(f) By (e) of the properties of $F^{(\nu)}$, $|S_\alpha| = 0$. If $\text{Im } F_\alpha(x + i\epsilon) \to \infty$, then $1/|F_\alpha| \to \infty$, so $|F_0^{-1} + \alpha| \to 0$ by (5.8.14) and thus, $x \in S_\alpha$. That is, $S^{(\mu_\alpha)} \subset S_\alpha$, so by (5.8.12), we have $\mu_{\alpha,s}(\mathbb{R} \setminus S_\alpha) = 0$.

(g) If $G(x_0) < \infty$, $|x - x_0|^{-1}$ is integrable, so by the dominated convergence theorem, $\lim_{\epsilon \downarrow 0} F(x_0 + i\epsilon)$ exists and equals $\int (x - x_0)^{-1} d\mu(x)$ which is real.

(h) Let $H = L^2(\mathbb{R}, d\mu_0)$, $\varphi(x) \equiv 1$. Then $A_\alpha$ acts on $H$ by

$$
(A_\alpha \psi)(x) = x \psi(x) + \alpha c(\psi), \quad c(\psi) \equiv \int \psi(x) d\mu(x)
$$

We claim that $A_\alpha \psi_n = x_n \psi_n(x)$ with $\|\psi_n\| = 1$ if and only if (the first since $\psi_n \in L^2$)

$$
G(x_n) < \infty, \quad c^2 \alpha^2 G(x_n) = 1, \quad -\alpha F(x_n + i0) = 1
$$

(5.8.35)

for $\psi = -\alpha c(\psi)(x - x_n)^{-1}$ and integrating $d\mu(x)$ yields $-\alpha F(x_n + i0) = 1$. For the converse, if the first and third conditions hold, $\psi \in L^2$ and obeys (5.8.34) and the middle condition is equivalent to $\|\psi_n\| = 1$.

We have thus proven that $x_n$ is an eigenvalue of $A_\alpha$ if and only if $x_n \in P_\alpha$, which implies $P_\alpha$ is countable, and since

$$
|\langle \varphi, \psi_n \rangle|^2 = c(\psi_n)^2 = [\alpha^2 G(x_n)]^{-1}
$$

(5.8.36)

we see $[\alpha^2 G(x_n)]^{-1}$ is the weight of the point mass at $x_n$ in $d\mu_\alpha$.

Corollary 5.8.2 (Kato’s Finite Rank Theorem). In the rank-one setup of (5.8.2), we have for all $\alpha$ that

$$
\Sigma_{\text{ac}}(A_\alpha) = \Sigma_{\text{ac}}(B)
$$

(5.8.37)

Remark. Since there is a cyclic vector, the operators are simple, so there is a single spectral measure. Thus, the a.c. parts of $A_\alpha$ and $B$ are unitarily equivalent.
Proof. Fix \( \alpha \). By (5) of our list of properties of Stieltjes transforms, for Lebesgue a.e. \( x \), \( 1 + \alpha F(x + i0) \neq 0 \). Thus, \((5.8.17)\) implies up to sets of Lebesgue measure 0 that

\[
\{ x \mid \text{Im} F_\alpha(x + i0) \neq 0 \} = \{ x \mid \text{Im} F_0(x + i0) \neq 0 \}
\]

(5.8.38)

By \((5.8.10)\), this implies \((5.8.37)\).

\[ \blacksquare \]

Corollary 5.8.3 (Aronszajn–Donoghue Theorem). For every \( \alpha \neq \beta \), \( d\mu_{\alpha,s} \) and \( d\mu_{\beta,s} \) are mutually singular.

Remark. Aronszajn–Donoghue also proved \((5.8.37)\), so it is often included as part of the statement of their theorem.

Proof. By \((5.8.19)\), \( d\mu_{\alpha,s} \) is supported on the set \( S_\alpha \) of \((5.8.18)\). Since \( S_\alpha \cap S_\beta = \emptyset \), we have the mutual singularity.

Corollary 5.8.4 (Simon–Wolff Criterion). Let \( E \subset \mathbb{R} \) have positive Lebesgue measure. Then the following are equivalent:

1. For Lebesgue a.e. \( \alpha \), the spectrum of \( A_\alpha \) in \( E \) is pure point (i.e., \( \mu_{\alpha,sc}(E) = \mu_{\alpha,ac}(E) = 0 \)).
2. For Lebesgue a.e. \( x \in E \), \( G(x) < \infty \).

Proof. (1) \( \Rightarrow \) (2). Let

\[
E_1 = \{ x \in E \mid G(x) < \infty \}
\]

(5.8.39)

By hypothesis and \((5.8.22)\), for a.e. \( \alpha \), \( \mu_\alpha \) is supported on \( E_1 \), that is, \( \mu_\alpha(E \setminus E_1) = 0 \). By \((5.8.4)\), \( |E \setminus E_1| = 0 \), that is, \( G(x) < \infty \) for a.e. \( x \in E \).

(2) \( \Rightarrow \) (1). Since \( G(x) < \infty \) implies \( \text{Im} F_0(x + i0) = 0 \), we see \( \text{Im} F_0(x + i0) = 0 \) for a.e. \( x \in E \), so \( \mu_{\alpha,ac}(E) = 0 \) for all \( \alpha \) by Corollary 5.8.2. Let \( E_1 \) be given by \((5.8.39)\). By \((E \setminus E_1) \) and \((5.8.4)\), for a.e. \( \alpha \), \( \mu_\alpha(E \setminus E_1) = 0 \). Thus, \( \mu_\alpha \) is supported by a countable set (by \((5.8.19)\) and the fact that \( P_\alpha \) is countable), so \( \mu_{\alpha,sc}(E) = 0 \).

\[ \blacksquare \]

Theorem 5.8.5. For any measure \( \mu \), \( \{ x \mid G(x) = \infty \} \) is a dense \( G_\delta \) in \( \text{supp}(\mu) \).

Proof. Let \( G^{(\varepsilon)}(x_0) = \int (|x - x_0| + \varepsilon)^{-2} \, d\mu(x) \) which is continuous. Clearly, \( G^{(\varepsilon)}(x_0) \leq \alpha \iff \forall n \ G^{(1/n)}(x_0) \leq \alpha \) since \( G^{(\varepsilon)} \to G \) monotonically. Thus, for each \( \alpha < \infty \), \( \{ x_0 \mid G(x_0) \leq \alpha \} \) is an intersection of closed sets, so closed, and \( \{ x_0 \mid G(x_0) < \infty \} \) is an \( F_\sigma \). Thus, \( \{ x \mid G(x) = \infty \} \) is a \( G_\delta \).

Let \( x_0 \in \text{supp}(\mu) \). We want to find \( x_n \in [x_0 - \frac{1}{n}, x_0 + \frac{1}{n}] \) with \( G(x_n) = \infty \), proving the set where \( G \) is infinite is dense in \( \text{supp}(\mu) \). Since \( x_0 \in \text{supp}(\mu) \),

\[
\mu([x_0 - \frac{1}{n}, x_0 + \frac{1}{n}]) = C > 0.
\]

Define \( I_n \) inductively. \( I_1 \) is the closed left or right half of \( [x_0 - \frac{1}{n}, x_0 + \frac{1}{n}] \) so that \( \mu(I_1) \geq \frac{1}{2} C \). \( I_{n+1} \) is the closed left or right half of \( I_n \), so \( \mu(I_{m+1}) \geq \frac{1}{2^{m+1}} C \).
Since \( I_{m+1} \subset I_m \) and they are all closed by the finite intersection property, \( \bigcap_m I_m \) is nonempty. It is a single point \( x_n \). By construction,
\[
\mu(\{y \mid |y - x_n| \leq 2^{-m+1}n^{-1}\}) \geq \frac{C}{2^m} \quad (5.8.40)
\]
This implies \( \int|x - x_n|^{-1}d\mu = \infty \), so certainly, \( G(x_n) = \infty \). \( \square \)

This shows that if \( E \subset \text{supp}(d\mu) \) has \( G(x) < \infty \) for a.e. \( x \) (and \( E \) is closed), then there is still a big set with \( G(x) = \infty \). A more detailed analysis (see the Notes) implies that while there is then pure point spectrum for Lebesgue a.e. \( \alpha \), there is purely singular spectrum for a dense \( G_\delta \) of \( \alpha \)'s.

**Example 5.8.6.** Let \( \{x_n\}_{n=1}^\infty \) be a countable dense set in \([0, 1]\). Let \( \mu \) be a measure with pure points exactly at \( \{x_n\}_{n=1}^\infty \) with
\[
\mu(\{x_n\}) = 2^{-n} \quad (5.8.41)
\]
Then \( G(x) < \infty \) for Lebesgue a.e. \( x \). For let
\[
S_m = \{x \mid |x - x_n| \geq 2^{-m}2^{-n/4} \text{ for all } n\} \quad (5.8.42)
\]
Then \( S_m \subset S_{m+1} \),
\[
\mu([0, 1] \setminus S_m) \leq \sum_{n=1}^\infty 2^{-m+1}2^{-n/4} = 2^{-m+3/4}(1 - 2^{-1/4}) \quad (5.8.43)
\]
goes to 0 as \( m \to \infty \). If \( x \in S_m \), then
\[
G(x) \leq \sum_{n=1}^\infty 2^{2m}2^{-n}2^{n/2} < \infty \quad (5.8.44)
\]
Thus, \( G(x) < \infty \) for \( x \in \bigcup_m S_m \) and, by (5.8.43), \( \lim_{m \to \infty} \mu([0, 1] \setminus S_m) = 0 \). Thus, for a.e. \( \alpha \), \( \mu_\alpha \) has pure points only, but for a dense \( G_\delta \) of \( \alpha \), \( d\mu_\alpha \) is singular continuous. \( \square \)

**Example 5.8.7.** Let \( d\mu_n = \frac{1}{2^n} \sum_{j=1}^{2^n} \delta_{j/2^n} \). Then for all \( x_0 \) in \([0, 1]\),
\[
\int|x - x_0|^{-2}d\mu_n \geq (2^{-n})^{-2}2^{-n} = 2^n \quad (5.8.45)
\]
Let \( a_n = C2^{-n/2} \), where \( C \) is such that \( \sum_{n=1}^\infty a_n = 1 \). Let \( d\mu = \sum_{n=1}^\infty a_n d\mu_n \). By (5.8.45) for all \( x_0 \),
\[
G_\mu(x_0) \geq \sum_{n=1}^\infty a_n 2^n = \infty \quad (5.8.46)
\]
Thus, \( d\mu \) is a pure point measure, so for all \( \alpha \neq 0 \), \( d\mu_\alpha \) is purely s.c. \( \square \)
Next, we want to discuss the Krein spectral shift in this rank-one case. This is of intrinsic interest, but will also be a key tool in the next section. We’ll define the Krein spectral shift, \( \xi_\alpha(x) \), by

\[
\xi_\alpha(x) = \frac{1}{\pi} \arg(1 + \alpha F_0(x + i0)) \tag{5.8.47}
\]

For a.e. \( x \), \( F_0(x + i0) \) exists and is not \(-\alpha^{-1}\), so \( 1 + \alpha F_0(x + i0) \) is a number in \( \mathbb{C}_+ \setminus \{0\} \) if \( \alpha > 0 \) or \( \mathbb{C}_- \setminus \{0\} \) if \( \alpha < 0 \). In the first case, we pick \( \arg \) in \([0, \pi]\) and in the latter case, in \([-\pi, 0]\). Here are the remarkable properties of \( \xi_\alpha \):

**Theorem 5.8.8.** \( \xi_\alpha(x) \) has the following properties:

(a) \( 0 \leq \pm \xi_\alpha(x) \leq 1 \) if \( 0 < \pm \alpha \).

(b) \( \xi_\alpha(x) = 0 \) if \( x \leq \min(\sigma(A_\alpha) \cup \sigma(B)) \) or \( x \geq \max(\sigma(A_\alpha) \cup \sigma(B)) \).

(c) (Exponential Herglotz Representation) We have that for \( z \in \mathbb{C}_+ \),

\[
1 + \alpha F_0(z) = \exp\left(\int_{-\infty}^{\infty} (x - z)^{-1} \xi_\alpha(x) \, dx\right) \tag{5.8.48}
\]

(d) \( \int |\xi_\alpha(x)| \, dx = |\alpha| \) \tag{5.8.49}

(e) \( \text{Tr}((B - z)^{-1} - (A_\alpha - z)^{-1}) = \int (x - z)^{-2} \xi_\alpha(x) \, dx \) \tag{5.8.50}

(f) For Lebesgue a.e. \( x \notin \Sigma_{ac}(B) \), we have \( \xi_\alpha(x) \in \{0, \pm 1\} \).

(g) Let \( f \) obey

\[
\int (1 + |k|)|\hat{f}(k)| \, dk < \infty \tag{5.8.51}
\]

Then \( f(A_\alpha) - f(B) \) is trace class and

\[
\text{Tr}(f(A_\alpha) - f(B)) = \int f'(x) \xi_\alpha(x) \, dx \tag{5.8.52}
\]

**Proof.** (a) is immediate from \( \arg(z) \in [0, \pi] \) (respectively, \([\pi, 0]\)) if \( z \in \mathbb{C}_+ \setminus \{0\} \) (respectively, \( \mathbb{C}_- \setminus \{0\} \)).

(b) We begin by noting

\[
F_0(z) = -\frac{1}{z} + O(z^{-2}) \tag{5.8.53}
\]

For \( F_0(z) \) is analytic at \( \infty \) with

\[
F_0(z) = -\sum_{n=0}^{\infty} z^{-n-1} \int x^{n} \, d\mu(x) \tag{5.8.54}
\]

In particular, \( F_0(x) \to 0 \) as \( |x| \to \infty \), which means \( 1 + \alpha F_0(x) \to 1 \), so \( \xi_\alpha(x) = 0 \) for \( x \) near \( \pm \infty \). Since \( F_0 \) is analytic on \( \mathbb{C} \setminus \sigma(B) \) and real on \( \mathbb{R} \setminus \sigma(B) \), we have \( \xi_\alpha(x) = 0 \) unless there is a point, \( x_0 \), where \( 1 + \alpha F_0(x_0) = 0 \). But then \( F_\alpha(x) \) has a pole there, so \( \mu_\alpha \) has a pure point.
so \( x_0 \in \sigma(A_\alpha) \). Therefore, \( \xi_\alpha(x) = 0 \) on \([\mathbb{R} \setminus \sigma(B)] \cup \{ x \mid x > \max(\sigma(A_n)) \) or \( x < \min(\sigma(A_n)) \}\).

(c), (d) For \( \alpha > 0 \), define for \( z \in \mathbb{C}_+ \cup \{ x \in \mathbb{R} \) given by (b),

\[
L_\alpha(z) = \log(1 + \alpha F_\alpha(z))
\]

(5.8.55)

with the branch of log which has 0 imaginary part near infinity. \( \text{Im} L_\alpha(z) \in [0, \pi] \) if \( z \in \mathbb{C}_+ \). By (5.8.53), near infinity,

\[
L_\alpha(z) = -\frac{\alpha}{z} + O(z^{-2})
\]

(5.8.56)

We thus have a Herglotz representation,

\[
L_\alpha(z) = \int \frac{d\nu_\alpha(x)}{x - z}
\]

(5.8.57)

where, by (5.8.56),

\[
d\nu_\alpha(x) = \text{w-lim} \frac{1}{\pi} \text{Im} L_\alpha(x + i\varepsilon) \, dx
\]

(5.8.59)

Since \( \text{Im} L_\alpha \) is bounded, the limit measure is purely absolutely continuous and the weight is

\[
L_\alpha(z) = \int \frac{\xi_\alpha(x) \, dx}{x - z}
\]

(5.8.60)

which is (5.8.48). (5.8.58) is (5.8.49). The proof for \( \alpha < 0 \) is similar.

(e) This is immediate from (5.8.60) and (5.8.15).

(f) \( \Sigma_{ac}(B) = \{ x \mid \text{Im} F_0(x + i0) \neq 0 \} = \{ x \mid \text{Im}(1 + \alpha F_0(x + i0)) \neq 0 \} \), so for a.e. \( x \notin \Sigma_{ac}(B) \), \( 1 + \alpha F_0(x + i\varepsilon) \) is real, so \( \pi^{-1} \) times its argument is 0 or 1 (if \( \alpha > 0 \) and 0 or \(-1 \) (if \( \alpha < 0 \)).

(g) Writing \( B^n - A^n_\alpha = \sum_{j=0}^{n-1} B^j (B - A_\alpha) A^{n-1-j}_\alpha \), we see \( B^n - A^n_\alpha \) is trace class and

\[
\|B^n - A^n_\alpha\|_1 \leq n \sup\|A_\alpha\|, \|B\|^{n-1}\|B - A_\alpha\|_1
\]

(5.8.61)

This implies that for any \( z \in \mathbb{C} \), \( e^{z A_\alpha} - e^{z B} \) is trace class and

\[
e^{z A_\alpha} - e^{z B} = \sum_{n=1}^{\infty} \frac{z^n (A^n_\alpha - B^n)}{n!}
\]

(5.8.62)

converging in \( \| \cdot \|_1 \).

We also see that \( (B - z)^{-1} - (A_\alpha - z)^{-1} \) is analytic in \( z \) near \( z = \infty \) with

\[
(B - z)^{-1} - (A_\alpha - z)^{-1} = \sum_{n=1}^{\infty} z^{-n-1} (A^n_\alpha - B^n)
\]

(5.8.63)
Taking derivatives in (5.8.57) and using (5.8.50) shows that
\[ \text{Tr}((B - z)^{-1} - (A_\alpha - z)^{-1}) = \sum_{n=1}^{\infty} nz^{-n} \int x^{n-1} \xi_\alpha(x) \, dx \]  
(5.8.64)

Given (5.8.64), we conclude that
\[ \text{Tr}(B^n - A_\alpha^n) = -\int nx^{n-1} \xi_\alpha(x) \, dx \]  
(5.8.65)

Using (5.8.62), this implies that
\[ \text{Tr}(e^{zB} - e^{zA_\alpha}) = -z \int e^{zx} \xi_\alpha(x) \, dx \]  
(5.8.66)

which is (5.8.52) for \( f(x) = e^{zx} \).

We have (in trace class using the estimate (5.8.61))
\[ e^{ikA_\alpha} - e^{ikB} = [e^{ikA_\alpha} e^{-ikB} - 1] e^{ikB} \]
\[ = ik \int_0^1 e^{ik\beta A_\alpha} (A_\alpha - B) e^{ik(1-\beta)B} \, d\beta \]  
(5.8.67)

Since for \( k \) real, \( \|e^{ikA_\alpha}\| = \|e^{ikB}\| = 1 \), we see
\[ \|e^{ikA_\alpha} - e^{ikB}\|_1 \leq |k| \|A_\alpha - B\|_1 \]  
(5.8.68)

Thus, in
\[ f(A_\alpha) - f(B) = (2\pi)^{-1/2} \int \hat{f}(k)(e^{ikA_\alpha} - e^{ikB}) \, dk \]
the integral converges in \( L_1 \)-norm if \( (1+|k|)\hat{f} \in L^1 \). We can thus interchange \( \text{Tr}(\cdot) \) and the integral and use (5.8.66) for \( z = ik \) to get
\[ \text{Tr}(f(A_\alpha) - f(B)) = (2\pi)^{-1/2} \int (ik)\hat{f}(k)e^{ikx} \xi_\alpha(x) \, dx \, dk = \int f'(x)\xi_\alpha(x) \, dx \]
proving (5.8.56). \( \square \)

Finally, we discuss eigenvalues in gaps under rank-one perturbations.

**Theorem 5.8.9.** Let \( B \) be a self-adjoint operator with \( A_\alpha \) given by (5.8.1), where \( \varphi \) is a cyclic vector for \( B \). Suppose \( a \) and \( b \) are finite and \((a,b) \cap \sigma(B) = \emptyset\). Then

(a) For each \( \alpha \), \( \sigma(A_\alpha) \cap (a,b) \) is either a single point, \( \lambda(\alpha) \), or is empty.
(b) If \( A = \{\alpha^{-1} \mid \sigma(A_\alpha) \cap (a,b) = \emptyset\} \), then \( A \) is an interval \((\alpha_0^{-1}, \alpha_1^{-1})\) or is \((\alpha_0^{-1}, \alpha_1^{-1}) \setminus \{0\} \), where \( \alpha_0^{-1} \) may be \(-\infty\) and/or \( \alpha_1^{-1} \) may be \(+\infty\).
(c) In \((\alpha_1, \alpha_0)\), \( \lambda(\alpha) \) is a strictly monotone function of \( \alpha \).
(d) If \( a \) and \( b \) are eigenvalues of \( B \), then \( A = (-\infty, \infty) \).
5.8. Rank-One Perturbations

In addition, if \((a, b) \cap \sigma_{\text{ess}}(B) = \emptyset\), for each \(\alpha\), eigenvalues of \(A_\alpha\) and \(B\) in \((a, b)\) strictly interlace, and if \(#((a, b) \cap \sigma(B)) < \infty\), then

\[ |\#((a, b) \cap \sigma(A_\alpha)) - \#((a, b) \cap \sigma(B))| \leq 1 \quad (5.8.69) \]

**Proof.** Suppose \((a, b) \cap \sigma(B) = \emptyset\). Then for \(\lambda \in (a, b)\),

\[
F(\lambda) = \int \frac{d\mu(x)}{x - \lambda} \quad (5.8.70)
\]

\[
F'(\lambda) = \int \frac{d\mu(x)}{(x - \lambda)^2} = G(x) < \infty \quad (5.8.71)
\]

(a) \(F'(\lambda) > 0\), so \(F'\) is strictly monotone on \((a, b)\). Thus, \(-\alpha^{-1} = F(\lambda)\) has either no solution or one solution, \(\lambda(\alpha)\) in \((a, b)\), and by \((5.8.14)\), \(F_\alpha(\lambda + i0)\) is finite for \(\lambda \neq \lambda(\alpha)\), so \(\sigma(A_\alpha) \cap (a, b) = \emptyset\) or \(\{\lambda(\alpha)\}\).

(b) Since \(F(\lambda)\) is monotone on \((a, b)\), \(F_+ = \lim_{\lambda \uparrow b} F(\lambda)\), \(F_- = \lim_{\lambda \downarrow a} F(\lambda)\) exist with \(F_- < F_+\). Define \(\alpha_1 = -F_-^{-1}\), \(\alpha_0 = -F_+^{-1}\). Then \(\{-F(\lambda) \mid \lambda \in (a, b)\} = (\alpha_0^{-1}, \alpha_1^{-1})\). Taking into account that \(F(\lambda) = 0\) corresponds to \(\lambda = \infty\), we conclude \(-\alpha^{-1} = F(\lambda)\) has a solution exactly in the interval claimed.

(c) This follows from the strict monotonicity of \(F\) and the monotonicity of \(y \mapsto -y^{-1}\). Alternatively, \(\alpha F(\lambda(\alpha)) = -1\) implies \(F(\lambda(\alpha)) + \lambda'(\alpha) \alpha F'(\lambda(\alpha))\), so (using \(\alpha F(\lambda(\alpha)) = -1\) and \(F'(\lambda) = G(\lambda)\))

\[
\lambda'(\alpha) = [\alpha^2 G(\lambda(\alpha))]^{-1} \quad (5.8.72)
\]

(d) If \(a\) and \(b\) are eigenvalues, \(F_+ = \infty\), \(F_- = -\infty\), so \(\alpha_1^{-1} = -F_-^{-1} = \infty\), \(\alpha_0^{-1} = -F_+ = -\infty\).

\(\sigma_{\text{ess}}\) results. Let \(\lambda_0, \lambda_1\) be two successive eigenvalues of \(B\). Then, by (d), \(A_\alpha\) has an eigenvalue in \((\lambda_0, \lambda_1)\). Since \(F_\alpha(\lambda_j) \neq \infty\), \(\lambda_0, \lambda_1\) are not eigenvalues of \(A_\alpha\). On the other hand, by (a), there must be a point of \(\sigma(B)\) between any two discrete eigenvalues of \(A_\alpha\). This proves interlacing, which in turn proves \((5.8.69)\).

**Remark.** It may seem surprising that, by \((5.8.72)\), \(\lambda'(\alpha)\) is exactly the weight in \((5.8.69)\). But this weight is just \(|\langle \varphi, \psi \rangle|^2\), where \(\psi\) is a normalized solution of \(A_\alpha \psi = \lambda(\alpha) \psi\). On the other hand, by first-order perturbation theory, \(\lambda(\alpha) = \langle \psi, P_\varphi \psi \rangle = |\langle \psi, \varphi \rangle|^2\).

**Notes and Historical Remarks.** The Aronszajn–Krein formula is named after Krein [412] and Aronszajn [24, 25, 26]. It is related to earlier work of Weinstein [736]. The basic properties of rank-one perturbations were developed in independent 1957 works of Kato [376], Aronszajn [26], and a later paper of Donoghue [166]. Kato was motivated by scattering theory.
(see the next section) and his results included Corollary 5.8.2. Aronszajn–Donoghue had this result by different means (close to what we do here) and also Corollary 5.8.3 and (5.8.22).

Spectral averaging, (5.8.4), was found by Simon–Wolff [655] who also had Corollary 5.8.4 and Examples 5.8.6 and 5.8.7. For the special case of boundary condition variation of Sturm–Liouville operators (which can be put into this rank-one perturbation framework; see below), Javrjan [347] had spectral averaging earlier.

The instability of dense point spectrum expressed by Theorem 5.8.5 and by the stronger result below are due to Gordon [263, 264] and del Rio et al. [155, 156]. In this regard, [156] proved that if \( \mu \) is a measure of compact support on \( \mathbb{R} \), \( \{ \alpha \equiv -F(x + i0)^{-1} \mid x \in \text{supp}(d\mu), G(x) < \infty \} \) is a nowhere dense \( F_\sigma \).

We’ll discuss the history of the Krein spectral shift in the next section.

The theory of \( A_\alpha = B + \alpha(\cdot)\psi \) most naturally extends to \( B \geq 0 \), which are self-adjoint but may be unbounded. \( \psi \) need not be in \( \mathcal{H} \), but need only be in the completion, \( \mathcal{H}_{-1} \), of \( \mathcal{H} \) in the norm \( \| \varphi \|^2_{-1} = \langle \varphi, (B + 1)^{-1} \varphi \rangle \) (see Section 7.5).

Our presentation here owes a lot to Simon [650] and to Gesztesy–Pushnitski–Simon [242].

There is a parallel theory of rank-one perturbations of unitary operators, \( U \). In the self-adjoint case, we wanted to preserve self-adjointness, which forced \( A_\alpha - B = \alpha(\cdot)\psi \), while in this case, we want to preserve unitarity. Thus, for \( \| \varphi \| = 1 \), we want \( V = U + \langle \varphi, \cdot \rangle \psi, V = U \) on \( \{ \varphi \}^\perp \), and so is unitary there. \( U[\{ \varphi \}^\perp] = \{ U\varphi \}^\perp \) since \( \langle \eta, \varphi \rangle = 0 \Rightarrow \langle U\eta, U\varphi \rangle = 0 \). Thus, \( V\varphi \in [\{U\varphi\}^\perp]^\perp = \{ \gamma U\varphi \mid \gamma \in \mathbb{C} \} \). For \( \| V\varphi \| = \| U\varphi \| \), we need \( V\varphi = e^{i\alpha}U\varphi \) or

\[
V_\alpha = U + (e^{i\alpha} - 1)\langle \varphi, \cdot \rangle U\varphi \tag{5.8.73}
\]

This is equivalent to

\[
V = Ue^{i\alpha}P, \quad P = \langle \varphi, \cdot \rangle \varphi \tag{5.8.74}
\]

One finds that with

\[
F_\alpha(z) = \left\langle \varphi, \frac{V_\alpha + z}{V_\alpha - z} \varphi \right\rangle \tag{5.8.75}
\]

the Carathéodory function associated to the spectral measure for \( V_\alpha \) (see Theorem 2.5.5 of Part 3), one has

\[
F_\alpha(z) = \frac{(1 - e^{-i\alpha}) + (1 + e^{-i\alpha})F_0(z)}{(1 + e^{-i\alpha}) + (1 - e^{-i\alpha})F_0(z)} \tag{5.8.76}
\]

For some background on the resulting theory, see Simon [648].
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Problems

1. Let \( \varphi \) be cyclic for a self-adjoint \( B \) and let \( A_\alpha = B + \alpha \langle \varphi, \cdot \rangle \varphi \). Prove that \( \varphi \) is cyclic for \( A_\alpha \). (Hint: If \( \psi \perp \varphi \) and \( A_\alpha \varphi \Rightarrow \psi \perp B \varphi \) and then inductively handle \( B \ell \varphi \).)

2. Let \( X \) be the closure of the continuous functions of compact support in the norm \( \| f \|_X = \sup \|(1 + |x|)^{3/2} f(x)\| \). Let \( Y \) be the closure of the span of the functions \( (x - z)^{-1} - (x - i)^{-1} \) for \( z \in \mathbb{C} \setminus \mathbb{R} \). Prove that \( Y \) includes polynomials, \( P \), in \( (x \pm i)^{-1} \) of the form \( \sum_{n,m} (x + i)^{-m} (x - i)^{-n} \), where \( m + n \geq 2 \), and then that it includes the continuous functions of compact support. Verify (5.8.5) from the special case \( f(x) = (x - z)^{-1} - (x - i)^{-1} \), all \( z \in \mathbb{C} \setminus \mathbb{R} \).

5.9. Trace Class and Hilbert–Schmidt Perturbations

In the last section, we studied the spectral theory of

\[ A = B + C \]  \hspace{1cm} (5.9.1)

where \( C \) is rank-one, and it is easy to then inductively get some information for finite rank \( C \). In this section, we’ll consider \( C \) compact (we already know \( C \) compact \( \Rightarrow \sigma_{\text{ess}}(A) = \sigma_{\text{ess}}(B) \); see Theorem 3.14.1). The interesting fact is that \( C \in I_1 \) vs. \( C \in I_2 \) can be very, very different, as can be seen by the two main theorems of this section:

**Theorem 5.9.1.** Let \( A, B, C \) be related by (5.9.1), where \( A, B \) are bounded self-adjoint operators and \( C \) is trace class. Then

\[ \Sigma_{\text{ac}}(A) = \Sigma_{\text{ac}}(B) \]  \hspace{1cm} (5.9.2)

**Remark.** This is a weak form of the Kato–Birman theorem (discussed in the Notes), which implies \( A \upharpoonright \mathcal{H}_{\text{ac}}(A) \) is unitarily equivalent to \( B \upharpoonright \mathcal{H}_{\text{ac}}(B) \) (i.e., not only are the essential supports the same but their multiplicities agree).

**Theorem 5.9.2** (Weyl–von Neumann–Kuroda Theorem). Let \( B \) be any bounded self-adjoint operator. Then there exists \( C \) in every \( I_p \), \( p > 1 \), so that \( A \) given by (5.9.1) has only point spectrum (i.e., an orthonormal basis of eigenvectors). Moreover, for any \( p_0 > 1 \) and any \( \varepsilon_0 > 0 \), we can choose \( C \) so that \( \| C \|_{p_0} \leq \varepsilon_0 \).

**Remark.** Since \( p_1 > p_0 \Rightarrow \| C \|_{p_1} \leq \| C \|_{p_0} \), we can restrict to \( p \in (1, 2] \), which we henceforth do.

These two theorems are dramatically different! For in Theorem 5.9.2, \( \Sigma_{\text{ac}}(A) = \emptyset \) and, of course, \( \Sigma_{\text{ac}}(B) \) is arbitrary. To prove Theorem 5.9.1, we’ll develop a general theory of the Krein spectral shift.
Once we have Theorem 5.9.2, we’ll prove there is a unitary $U$ so $UAU^{-1} = B + C$ with $C$ compact if and only if $\sigma_{\text{ess}}(A) = \sigma_{\text{ess}}(B)$ (multiplicity doesn’t count!).

We begin with the extension to the Krein spectral shift. In (5.8.47), we defined $\xi_{A,B}(x)$ whenever $A, B$ are bounded self-adjoint operators with $A - B$ rank-one so that

$$\int |\xi_{A,B}(x)| \, dx \leq \|A - B\|_1 \quad (5.9.3)$$

Now let $A - B$ be trace class:

$$A - B = \sum_{n=1}^{N} \alpha_n \langle \varphi_n, \cdot \rangle \varphi_n, \quad \langle \varphi_n, \varphi_m \rangle = \delta_{nm}, \quad \sum_{n=1}^{N} |\alpha_n| \equiv \|A - B\|_1 < \infty \quad (5.9.4)$$

Define

$$\xi_{A,B}(x) = \sum_{n=1}^{\infty} \xi_{A_n, A_{n-1}}(x) \quad (5.9.5)$$

where ($n = 0$ means the sum is 0)

$$A_n = B + \sum_{j=1}^{n} \alpha_j \langle \varphi_j, \cdot \rangle \varphi_j \quad (5.9.6)$$

Since $A_n - A_{n-1}$ is rank-one, $\xi_{A_n, A_{n-1}}$ is defined by (5.8.47) and by (5.9.3) for the rank-one case,

$$\sum_{n=1}^{\infty} \int |\xi_{A_n, A_{n-1}}(x)| \, dx < \infty \quad (5.9.7)$$

so the sum converges in $L^1(\mathbb{R}, dx)$, which is complete. This shows the definition (5.9.5) yields an $L^1$-function.

**Theorem 5.9.3.** Let $A, B, C$ be bounded self-adjoint operators with $A - B$, $B - C$ trace class. $\xi_{A,B}$ obeys the following:

(a) $\int |\xi_{A,B}(x)| \, dx \leq \|A - B\|_1 \quad (5.9.8)$

(b) For any $f$ obeying (5.8.51), $f(A) - f(B)$ is trace class and

$$\text{Tr}(f(A) - f(B)) = \int f'(x) \xi_{A,B}(x) \, dx \quad (5.9.9)$$

(c) For $z \in \mathbb{C}_+$,

$$\det((A - z)(B - z)^{-1}) = \exp \left( \int_{-\infty}^{\infty} (x - z)^{-1} \xi_{A,B}(x) \, dx \right) \quad (5.9.10)$$

(d) $\xi_{A,B}(x) = 0$ if $|x| \geq \|B\| + \|A - B\|_1 \quad (5.9.11)$

(e) $\xi_{A,B}$ is uniquely determined by (5.9.9) and $\xi_{A,B}(x) = 0$ for $x$ near $\pm \infty$. 
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(f) $\xi_{A,B}(x) + \xi_{B,C}(x) = \xi_{A,C}(x)$ for a.e. $x$.

(g) For a.e. $x \notin \Sigma_{ac}(B)$,
\[\xi_{A,B}(x) \in \mathbb{Z}\]  
(5.9.12)

(h) If $x \notin \sigma(A) \cup \sigma(B)$, $E_{(-\infty,x)}(A) - E_{(-\infty,x)}(B)$ is trace class and
\[\text{Tr}(E_{(-\infty,x)}(A) - E_{(-\infty,x)}(B)) = \xi_{A,B}(x) \in \mathbb{Z}\]  
(5.9.13)

(i) For a.e. $x \in \mathbb{R}$,
\[\lim_{\varepsilon \downarrow 0} \det((A-x-i\varepsilon)(B-x-i\varepsilon)^{-1}) \equiv \det((A-x-i0)(B-x-i0)^{-1})\]  
(5.9.14)

Remarks. 1. If $x \notin \sigma(A) \cup \sigma(B)$, $(x - \varepsilon, x + \varepsilon) \cap [\sigma(A) \cup \sigma(B)] \neq \emptyset$ for some $\varepsilon > 0$. We'll prove $\xi_{A,B}(y)$ is a.e. constant on that interval, so we can define $\xi_{A,B}(y)$ to be that constant everywhere on the interval. That’s the sense in which we mean (5.9.13).

2. In Theorem 3.15.20, we proved that if $P, Q$ are projections and $P - Q \in I_1$, then its trace is an integer. We won’t use that in proving (5.9.13), so (5.9.13) provides a second proof (Problem 1).

Proof. (a) This is (5.9.3) which follows from
\[\|\xi_{A,B}\|_1 \leq \sum_n \|\xi_{A_n,A_{n-1}}\|_1 = \sum_n |\alpha_n| = \|A - B\|_1\]  
(5.9.15)

\[\|\xi_{A_n,A_{n-1}}\|_1 = |\alpha_n|\] is just (5.8.49).

(b) By (5.8.67) and (5.8.68),
\[\|f(A_n) - f(A_{n-1})\|_1 \leq |\alpha_n|(2\pi)^{-1/2} \int |k| |\hat{f}(k)| dk\]  
(5.9.16)

It follows that $f(A) - f(B)$ is trace class and its trace is
\[\lim_{n \to \infty} \int f'(x) \left( \sum_{j=1}^n \xi_{A_j,A_{j-1}}(x) \right) dx = \text{RHS of (5.9.9)}\]

(c) For each $z \in \mathbb{C}_+$,
\[(A - z)(B - z)^{-1} - 1 = (A - B)(A - z)^{-1}\]  
(5.9.17)

is trace class, so
\[\det((A - z)(B - z)^{-1}) = \lim_{n \to \infty} \det((A_n - z)(B - z)^{-1})\]
\[= \lim_{n \to \infty} \exp \left( \int_{-\infty}^{\infty} (x - z)^{-1} \xi_{A_n,B}(x) dx \right)\]  
(5.9.18)
\[= \text{RHS of (5.9.10)}\]  
(5.9.19)
(d) If \(|x| \geq \|B\| + \|A - B\|_1\), for all \(n\), \(x \geq \max(\sigma(A_n), \sigma(A_{n-1}))\) or \(x \leq \min(\sigma(A_n), \sigma(A_{n-1}))\). Thus, \(\xi_{A_n,A_{n-1}}(x) = 0\), implying \(\xi_{A,B} = \sum_n \xi_{A_n,A_{n-1}}\) is zero.

(e) If \(\xi_1, \xi_2\) are two \(L^1\)-functions obeying (5.9.9), as distributions \((\xi_1 - \xi_2)' = 0\), so \(\xi_1 - \xi_2\) is constant. Thus, if both are zero near infinity, they are equal.

(f) This is immediate from uniqueness of solutions of (5.9.9).

(g) Since rank-one perturbations preserve \(\Sigma_{ac}\), we have \(x \notin \Sigma_{ac}(B) \Rightarrow x \notin \Sigma_{ac}(A_{n-1})\) for all \(n\). By Theorem 5.8.8(f), \(\xi_{A_n,A_{n-1}}(x) \in \mathbb{Z}\), so \(\lim(\sum_{j=1}^n \xi_{A_j,A_{j-1}}) \in \mathbb{Z}\) (for the limit is given pointwise since \(\sum_{j=1}^\infty \int |\xi_{A_j,A_{j-1}}(x)|\,dx < \infty\)).

(h) Pick an open interval \(J\) with \(x \in J\) and \(J \cap [\sigma(A) \cup \sigma(B)] = 0\). Then \(\int f'(x)\xi_{A,B}(x) = 0\) for any \(f\) supported in \(J\). It follows \(\xi_{A,B}\) is a.e. constant on \(J\), so constant. Since \(\xi_{A,B}(x) \in \mathbb{Z}\) for a.e. \(x \in J\), it is in \(\mathbb{Z}\) for all \(x \in J\).

(i) The existence of the limit (5.9.14) follows from (5.9.10) and existence of \(\lim_{\varepsilon \downarrow 0} \int (y - x - i\varepsilon)^{-1}\xi_{A,B}(y)\,dy\). For a.e. \(x \notin \Sigma_{ac}(B)\), by (g), \(\xi_{A,B}(x)\) is in \(\mathbb{Z}\), so \(\lim [\lim \int \ldots] \in \mathbb{Z}\pi\), that is, \(\exp(\lim \int \ldots)\) is real. (5.9.10) implies the claim. \(\square\)

We need one more preliminary before proving Theorem 5.9.1

**Lemma 5.9.4.** Let \(A, B\) be bounded self-adjoint operators with \(A - B\) trace class. Let \(\varphi\) have \(\|\varphi\| = 1\) and \(P_\varphi = \langle \varphi, \cdot \rangle \varphi\). Then for \(z \in \mathbb{C}_+\),

\[
1 - \langle \varphi, (A - z)^{-1}\varphi \rangle = \frac{\det((A + P_\varphi - z)(B - z)^{-1})}{\det((A - z)(B - z)^{-1})} \tag{5.9.20}
\]

**Proof.** Clearly,

\[
[(A - z)(B - z)^{-1}][(B - z)(C - z)^{-1}] = (A - z)(C - z)^{-1} \tag{5.9.21}
\]

and all operators are \(1 + I_1\), so the product of determinants is the determinant of \((A - z)(C - z)^{-1}\). In particular, if \(C = A\), we see

\[
\frac{1}{\det((A - z)(B - z)^{-1})} = \det((B - z)(A - z)^{-1}) \tag{5.9.22}
\]

Using this and (5.9.21) for \(C = A\) and \(A = A + B\), we get

RHS of (5.9.20) = \(\det((A + P_\varphi - z)(A - z)^{-1})\)

= \(\det(1 + P_\varphi(A - z)^{-1})\)

= \(1 + \langle \varphi, (A - z)^{-1}\varphi \rangle\)

since \(P_\varphi(A - z)^{-1}\) is rank-one and its trace is \(\langle \varphi, (A - z)^{-1}\varphi \rangle\). \(\square\)
Proof of Theorem 5.9.1 Let $\varphi \in \mathcal{H}$. For a.e. real $x_0 \notin \Sigma_{ac}(B)$, the limit as $\varepsilon \downarrow 0$ of $z = x_0 + i\varepsilon$ on the right side of (5.9.20) is real, so by (5.9.20), $\text{Im}(\varphi, (A-x_0+i0)^{-1}\varphi) = 0$ for a.e. $x_0 \in \Sigma_{ac}(B)$. Thus, $\mu_{\varphi,A,ac}(\mathbb{R}\setminus \Sigma_{ac}(B)) = 0$ for each $\varphi$, so $\mathbb{R}\setminus \Sigma_{ac}(B) \subset \mathbb{R}\setminus \Sigma_{ac}(A)$, that is, $\Sigma_{ac}(A) \subset \Sigma_{ac}(B)$. By $A \leftrightarrow B$ symmetry, $\Sigma_{ac}(B) \subset \Sigma_{ac}(A)$. \hfill $\square$

We turn next to the Weyl–von Neumann–Kuroda theorem and its consequences. One key to the proof will be Problem 5 of Section 3.7, which showed for $1 \leq p \leq 2$ (recall we are restricting to $p \in (1,2]$ in our discussion of Theorem 5.9.2),

$$
\|C\|^p_p \leq \sum_{n=1}^{\infty} \|C\psi_m\|^p
$$

(5.9.23)

for any orthonormal basis $\{\psi_m\}_{m=1}^{\infty}$. Suppose we find such a basis and $\{\alpha_m\} \subset \mathbb{R}$ so that

$$
\sum_{n=1}^{\infty} \|(A-\alpha_m)\psi_m\|^p \leq \varepsilon^p
$$

(5.9.24)

Then, if $B\psi_m = \alpha \psi_m$, $B$ has only point spectrum and $\|A-B\|_p \leq \varepsilon$. For $\|(A-\alpha_m)\psi_m\|$ to be small, we want $\psi_m$ to have little spread in a spectral representation. Thus, the following analog of Haar bases (see Example 4.6.1 of Part 3) will be critical.

Proposition 5.9.5 (Modified Haar Basis). Let $\mu$ be a positive measure on $[0,1]$ with no point masses. Then for any $N_0 = 1,2,\ldots$, there is an orthonormal basis $\{\varphi_{m,j}\}_{m=1,\ldots,Q_n}^{\infty}$, where $Q_n \leq 22N_0$, and for $m > N_0$, $Q_n \leq 2m$ and so that $\varphi_{m,j}$ is supported on an interval of the form $[\frac{k_m, j}{2^m}, \frac{k_m, j+1}{2^m}]$.

Proof. At level $N_0$, look at those intervals $I_{N_0,k} = [\frac{k}{2^N_0}, \frac{k+1}{2^N_0}]$ so $\mu(I_{N_0,k}) \neq 0$ and take $\varphi_{N_0,j}$ of the form $\mu(I_{N_0,k})^{-1/2} \chi_{I_{N_0,k}}$. That gives at most $2^{N_0}$ such $\varphi_{N_0,j}$. If $\mu(I_{N_0,k}) \neq 0$, and if also

$$
\mu(I_{N_0+1,2k}) \neq 0 \neq \mu(I_{N_0+1,2k+1})
$$

(5.9.25)

take a $\varphi_{N_0,j} = \alpha \chi_{I_{N_0+1,2k}} + \beta \chi_{I_{N_0+1,2k+1}}$, where $\alpha > 0$, $\alpha^2 \mu(I_{N_0+1,2k}) + \beta^2 \mu(I_{N_0+1,2k+1}) = 1$, $\alpha \mu(I_{N_0+1,2k}) + \beta \mu(I_{N_0+1,2k+1}) = 0$

(5.9.26)

This gives an additional at most $2^{N_0}$ vectors. All these vectors are orthonormal, their span includes all $\chi_{I_{N_0+1,k}}$, and each is supported in some $I_{N_0,k}$.

Having constructed the $\varphi$’s for $m = N_0,\ldots,N_0 + q - 1$, inductively, we have all $\chi_{I_{N_0+q,k}}$ in the span of the constructed $\varphi$’s. If $\mu(I_{N_0+q,k}) \neq 0$, we’ll construct a $\varphi_{N_0+q,j}$ so long as

$$
\mu(I_{N_0+q+1,2k}) \neq 0 \neq \mu(I_{N_0+q+1,2k+1})
$$

(5.9.27)
of the form $\alpha \chi_{N_0+q+1,2k} + \beta \chi_{N_0+q+1,2k+1}$ with $\alpha, \beta$ obeying analogs of (5.9.26).

This constructs an orthonormal set so that every $\chi_{I_m,k}$ is in its span with $m \geq N_0$. If $f$ is orthogonal to the $\varphi$'s then
\[ \int_{I_m,k} f(x) \, d\mu(x) = 0 \] (5.9.28)
so
\[ \int_0^y f(x) \, d\mu(x) = 0 \] (5.9.29)
for all dyadic rational $y$. By continuity of $d\mu$, (5.9.29) holds for all $y$ so $f$ is orthogonal to all continuous $g$'s and so is 0. Thus, $\{\varphi_{m,j}\}$ is an orthonormal basis.

**Proof of Theorem 5.9.2.** By replacing $B$ by $\alpha B + \beta$ for suitable $\alpha, \beta$, we can suppose that $0 \leq B \leq 1$ (5.9.30)

Let’s also suppose for the moment that $B$ has a cyclic vector, $\varphi$, that is, $B$ is multiplication by $x$ on $L^2([0,1], d\mu(x))$ for some probability measure, $\mu$. If $\mu$ has pure points, we can write $\mu = \mu_c + \mu_{pp}$ where $d\mu_c$ is continuous. $\mathcal{H}_{pp} = B \upharpoonright L^2([0,1], d\mu_{pp})$ is spanned by eigenvectors, so take $C = 0$ on $\mathcal{H}_{pp}$, that is, we need only prove the result when $\mu$ has no pure points.

Let $N_0$ be fixed and let $\{\varphi_{m,j}\}_{m=N_0; j=1, \ldots, P_m}$ be the basis of Proposition 5.9.5. Let $\alpha_{m,j}$ be the center of the dyadic interval, $I_{m,j}$, on which $\varphi_{m,j}$ lives. Then
\[ \|(B - \alpha_{m,j})\varphi_{m,j}\| \leq 2^{-m-1} \] (5.9.31)
Thus, if $A$ is the operator on $L^2([0,1], d\mu(x))$ with
\[ A\varphi_{m,j} = \alpha_{m,j}\varphi_{m,j} \] (5.9.32)
by (5.9.23),
\[ \|A - B\|^p_p \leq 2^{N_0} 2^{-(N_0+1)p} + \sum_{m=N_0}^{\infty} 2^m 2^{-(m+1)p} \] (5.9.33)
\[ = \varepsilon(N_0, p) \] (5.9.34)
If $p > 1$, $\varepsilon < \infty$ by summing the geometric series, and for each $p > 1$, $\lim_{N_0 \to \infty} \varepsilon(N_0, p) = 0$. Notice if $p = 1$, the sum diverges as it must if we are to avoid contradicting Theorem 5.9.1.

Since $A$ has point spectrum, we’ve proven the result when $B$ is self-adjoint and has a cyclic vector. In general, $\mathcal{H}$ is a direct sum of cyclic subspaces for any self-adjoint $B$ (see Theorem 5.2.1). Given $p_0 \in (1,2]$, pick $p_1, p_2, \ldots$ so $p_0 \geq p_1 \geq p_2 \geq \cdots > 1$ with $p_n \downarrow 1$. On the $k$-th direct summand, find a pure point $A_k$ so $\|A_k - B_k\|_{p_k} \leq \varepsilon_0 2^{-k}$ via the fact that
\( \varepsilon(N_0, p_k) \to 0 \) as \( N_0 \to \infty \). Then with \( A = \oplus A_k \), \( \| B - A \|_{p_0} \leq \varepsilon_0 \) and \( \| B - A \|_p < \infty \) for all \( p > 1 \). \( \square \)

Finally, we want to prove

**Theorem 5.9.6.** Let \( A, B \) be two bounded self-adjoint operators on a Hilbert space, \( \mathcal{H} \). Then there exists a compact operator, \( C \), and unitary operator \( U: \mathcal{H} \to \mathcal{H} \) so that

\[
A = U(B + C)U^{-1}
\]

if and only if

\[
\sigma_{\text{ess}}(A) = \sigma_{\text{ess}}(B)
\]

We begin with some preliminary remarks:

1. Weyl’s invariance principle and invariance of spectra under unitaries say that (5.9.35) implies (5.9.36), so we need focus only on the converse.
2. Since \( A + C_1 = U(B + C_2)U^{-1} \Leftrightarrow A = U(B - U^{-1}C_1U + C_2)U^{-1} \) we can, if convenient, talk about making compact perturbations to both \( A \) and to \( B \).
3. By Theorem 5.9.2 we can make preliminary compact perturbations so that \( A \) and \( B \) both have point spectrum.
4. We’ll show below that we can also make a preliminary compact perturbation to eliminate all discrete spectra.
5. Thus, the key will be to pair eigenvalues of \( A \) and \( B \). The unitary will then adjust the actual eigenvectors. One might think multiplicity should count, but a small change in one eigenvalue of a degenerate pair will turn it into a nondegenerate pair. Thus, multiplicity shouldn’t—and doesn’t—matter.

**Definition.** We call a sequence \( \{x_n\}_{n=1}^{\infty} \) perfect if and only if for all \( n \) and \( \varepsilon > 0 \), there are infinitely many different \( j \)'s with \( |x_n - x_j| < \varepsilon \).

**Remark.** \( \{x_n\}_{n=1}^{\infty} \) can have isolated points but only if for some \( y \), \( x_n = y \) for infinitely many \( n \)'s.

**Lemma 5.9.7.** Let \( \{x_n\}_{n=1}^{\infty}, \{y_n\}_{n=1}^{\infty} \) be two perfect sequences with the same limit points. Then there is a bijection \( N: \{1, 2, \ldots\} \to \{1, 2, \ldots\} \) so that \( \sum_{n=1}^{\infty} |x_{N(n)} - y_n| < \infty \).

**Proof.** Suppose we find two bijections, \( S, T \), so \( \sum_{n=1}^{\infty} |x_{S(n)} - y_{T(n)}| < \infty \). Then picking \( N = ST^{-1} \) does what we want. Define \( S, T \) inductively as follows. \( S(1) = 1 \), \( T(1) \) is some \( j \) so \( |y_j - x_{S(1)}| \leq 2^{-1} \) (possible since there are \( y_j \)'s arbitrarily close to \( x_{S(1)} \)). Pick \( T(2\ell) = \ell \) if \( T(1) \neq \ell, \ldots, T(2\ell - 1) \neq \ell \); otherwise, pick \( T(2\ell) \) to be any previously unpicked \( j \). Then pick \( S(2\ell) \) so \( |x_{S(2\ell)} - y_{T(2\ell)}| \leq 2^{-2\ell} \). Then pick \( S(2\ell + 1) = \ell \) if \( S(1) \neq \ell, \ldots, S(2\ell) \neq \ell \); otherwise, any index not previous an \( S(k) \) and \( T(2\ell + 1) \) so \( |x_{S(2\ell+1)} - y_{T(2\ell+1)}| < \varepsilon \).
\( y_T(2^\ell+1) \leq 2^{-2^\ell}. \) It is easy to check \( S \) and \( T \) are bijections, and clearly, 
\[ \sum_{n=1}^\infty |x_n S(n) - y_T(n)| < \infty. \]  

**Lemma 5.9.8.** Let \( B \) be any bounded self-adjoint operator. Then there is a compact perturbation, \( C \), so \( A = B + C \) has only point spectrum and so that \( \sigma_d(A) = \emptyset. \)

**Proof.** By a first compact, \( C_1 \), find \( A_1 = B + C_1 \) with point spectrum (use Theorem 5.9.2). There are at most countably many eigenvalues \( x_n \) with \( x_n \in \sigma_d(A_1) \), say \( A_1 \varphi_n = x_n \varphi_n \). Any limit point of \( x_n \)'s is not an isolated point of \( \sigma(A_1) \), so \( \lim_{n \to \infty} \text{dist}(x_n, \sigma_{\text{ess}}(A_1)) = 0 \). For each \( n \), pick \( y_n \in \sigma_{\text{ess}}(A_1) \) so \( \text{dist}(x_n, \sigma_{\text{ess}}(A_1)) = |x_n - y_n| \). Let \( C_2 \varphi_n = (y_n - x_n) \varphi_n \). Since \( |x_n - y_n| \to 0 \), \( C_2 \) is compact, and if \( A = A_1 + C_2 \), then \( A \varphi_n = y_n \varphi_n \) and \( \sigma_d(A) = \emptyset. \)

**Proof of Theorem 5.9.6.** As noted, we need only show that (5.9.36) implies (5.9.35). By Theorem 5.9.2 and Lemma 5.9.8, we can find preliminary \( C \)'s changing \( A \) and \( B \) to operators with only point spectrum and only essential spectrum. That is, there are orthonormal bases, \( \{ \varphi_n \}_{n=1}^\infty \) and \( \{ \psi_n \}_{n=1}^\infty \), and real numbers, \( \{ x_n \}_{n=1}^\infty \), \( \{ y_n \}_{n=1}^\infty \), so
\[ A \varphi_n = x_n \varphi_n , \quad B \psi_n = y_n \psi_n \]  
Moreover,
\[ \forall n \quad x_n \in \sigma_{\text{ess}}(A) , \quad y_n \in \sigma_{\text{ess}}(B) \]  
By (5.9.36), the set of limit points of the \( x_n \) and \( y_n \) are the same, so by Lemma 5.9.7, there is a bijection, \( \mathcal{N} \), of \( \{ 1, \ldots , n, \ldots \} \) to itself so that \( \sum_{n=1}^\infty |x_{\mathcal{N}(n)} - y_n| < \infty. \) Let
\[ U \psi_n = \varphi_{\mathcal{N}(n)} , \quad C \psi_n = (x_{\mathcal{N}(n)} - y_n) \psi_n \]  
Since \( |x_{\mathcal{N}(n)} - y_n| \to 0 \), \( C \) is compact. Clearly,
\[ AU \psi_n = A \varphi_{\mathcal{N}(n)} = x_{\mathcal{N}(n)} \varphi_{\mathcal{N}(n)} = U(B + C) \psi_n \]  
so (5.9.35) holds.

**Notes and Historical Remarks.** Our proof of Theorem 5.9.1 follows Gesztesy–Pushnitski–Simon [242]. The theorem itself is a special case of a much older theorem of Kato [377]. Kato proved that if \( A - B \) is trace class and \( A, B \) are bounded self-adjoint operators, then \( A \upharpoonright \mathcal{H}_{\text{ac}}(A) \) is unitarily equivalent to \( B \upharpoonright \mathcal{H}_{\text{ac}}(B) \), that is, (5.9.2) plus an equality of multiplicities.

He did this by proving something of additional interest. Namely, if \( P_{\text{ac}}(C) \) is the orthogonal projection onto \( \mathcal{H}_{\text{ac}}(C) \), Kato proved that if \( A, B \) are self-adjoint and \( A - B \) is trace class, then
\[ \Omega^{\pm}(A, B) = \lim_{t \to \mp \infty} e^{itA} e^{-itB} P_{\text{ac}}(B) \]
exists and is called the wave operator. It is not hard to see (since \( \lim_{t \to \infty} = \lim_{t+s \to \infty} \)) that
\[
e^{-isB} \Omega = \Omega (A, B) e^{-isB} \tag{5.9.42}
\]
and that since \( \Omega (B, A) \) also exists, we have \( \text{Ran}(\Omega (A, B)) = \mathcal{H}_{ac}(A) \).
These together imply \( A \upharpoonright \mathcal{H}_{ac}(A) \) is unitarily equivalent to \( B \upharpoonright \mathcal{H}_{ac}(B) \),
with either \( \Omega^+ \) or \( \Omega^- \) restricted to \( \mathcal{H}_{ac}(A) \) being the unitary map.

The background for (5.9.41) involves scattering theory and the physics is discussed in Reed–Simon [550, Sec. IX.3]. The theorem on \( A - B \in \mathcal{I}_1 \) implying the wave operators existing is sometimes called the Kato–Birman theorem because of various extensions of Birman (discussed below). Earlier than [377], Kato [376] had proved the result when \( A - B \) is finite rank, and then Rosenblum [578] proved it for \( A - B \) trace class, assuming \( A \) and \( B \) only have a.c. spectral measures. As mentioned, the general result is from Kato [377].

deBranges [151] has a proof that doesn’t use wave operators that \( A_{ac} \) and \( B_{ac} \) are unitarily equivalent if \( A - B \) is trace class.

Theorem 5.9.2 for \( C \) compact goes back to Weyl [741] in 1909. von Neumann [725] in 1935 handled the case \( C \) Hilbert–Schmidt and introduced the method of proof we use here. Kuroda [417] did the general \( \mathcal{I}_p, p > 1 \), and indeed, he handled any symmetrically normed ideal bigger than \( \mathcal{I}_1 \).

The spectral shift function was introduced nonrigorously by the physicist, Lifschitz [449], and then carefully by Krein [412] in 1953. Krein used an approach, much like ours here, of doing rank-one, then finite rank, and finally, trace class.

The realization of a Herglotz function as the exponential of a Herglotz function whose measure is a.c. was developed by Aronszajn–Donoghue [27] in 1956 and in a second paper [28] in 1964.

Among papers with further developments and reviews of the Krein spectral shift are Birman–Solomyak [65], Birman–Yafaev [66], Jonas [349, 350], Krein [414], Krein–Yavryan [415], Sinha–Mohapatra [657], and Yafaev [766].

There are variants of the Krein spectral shift when \( A - B \) is Hilbert–Schmidt, going back to Koplienko [403] with further developments by Chattopadhyay–Sinha [114], Gesztesy–Pushnitski–Simon [242], Neidhardt [495], and Peller [518].

Problems

1. Let \( P, Q \) be two projections so \( P - Q \) is trace class and \( \xi(x) \) its spectral shift.

   (a) Prove \( \xi(x) = 0 \) for \( x < 0 \) or \( x > 1 \) and is an integer \( n \) for \( 0 < x < 1 \).
(b) Let \( f \) be a \( C_0^\infty \)-function equal to 1 in a neighborhood of 0 supported in \((-\frac{1}{2}, \frac{1}{2})\). Prove that \( f(P) = 1 - P \), \( f(Q) = 1 - Q \).

(c) Prove that \( \text{Tr}(P - Q) = -n \) is an integer.

Remarks. 1. Section 3.15 has two other proofs that \( \text{Tr}(P - Q) \) is an integer, one in Example 3.15.19 and one in Problem 20.

2. Amrein–Sinha \( [17] \) also discuss the Krein spectral shift of \( P, Q \) when \( P, Q \) are projections with \( P - Q \in \mathcal{I}_1 \).
Chapter 6

Banach Algebras

It is hardly possible to believe what economy of thought, as Mach used to say, can be effected by a well-chosen term. I think I have already said somewhere that mathematics is the art of giving the same name to different things. It is enough that these things, though differing in matter, should be similar in form, to permit of their being, so to speak, run in the same mould. When language has been well chosen, one is astonished to find that all demonstrations made for a known object apply immediately to many new objects: nothing requires to be changed, not even the terms, since the names have become the same.

—H. Poincaré

In this chapter, we see the fireworks that result if a product is added to a Banach space. Examples of Banach spaces with products are the bounded operators, $\mathcal{L}(X)$, on a Banach space, $X$, and its subalgebras. This link to operator theory is even stronger since we’ll prove in Section 6.1 (see Theorem 6.1.2) that every Banach algebra with identity, $\mathfrak{A}$, is isometrically isomorphic to an algebra of operators on $\mathcal{L}(\mathfrak{A})$.

Besides operator compositions, the other natural products that will recur are pointwise products of functions and convolutions. Section 6.1 will provide lots of examples, including $C(X)$, $C^k$-functions, many algebras of analytic functions, and convolution algebras on locally compact groups and semigroups. We’ll also show how to add an identity to a Banach algebra without one, recall some basic spectral theory, and begin the discussion of ideals in Banach algebras.

Section 6.2, the central one of the chapter, is on the Gel’fand theory of abelian Banach algebras. Associated to any such algebra, $\mathfrak{A}$, is locally compact space, $\hat{\mathfrak{A}}$, which is compact if $\mathfrak{A}$ has an identity. $\hat{\mathfrak{A}}$ will be the set of nonzero bounded linear functionals on $\mathfrak{A}$ which are multiplicative, that is, $\ell(xy) = \ell(x)\ell(y)$. There will be a natural map, the Gel’fand transform $x \mapsto \hat{x} \in C(\hat{\mathfrak{A}})$ taking $x$ to a continuous function on $\hat{\mathfrak{A}}$ and, in the case where $\hat{\mathfrak{A}}$ is not compact, to a function vanishing at $\infty$. Remarkably, both the Fourier transform on $L^1(\mathbb{R}^\nu)$ and the inverse of the continuous functional calculus for normal operators are special cases of the Gel’fand transform! We’ll also prove a Tauberian theorem of Wiener that if $\{b_n\}_{n=0}^{\infty}$ is in $\ell^\infty$ and $\{a_n\}_{n=0}^{\infty} \in \ell^1$ with nowhere nonvanishing Fourier sum and if $(a * b)_n \to \alpha$ as $n \to \infty$, then $b_n \to \alpha/(\sum_{n=-\infty}^{\infty} a_n)$ as $n \to \infty$.

Sections 6.3 and 6.4 explore involutions on Banach algebras, that is, maps, $x \to x^*$, with the usual properties of adjoint and complex conjugation. We’ll be especially interested in involutions on abelian Banach algebras that obey

$$\hat{x^*} = \overline{\hat{x}}, \quad \|x^*\| = \|x\| \quad (6.0.1)$$

They will have a notion of positivity and will provide an extension of Bochner’s theorem to abelian Banach algebras. Section 6.4 will study abelian Banach algebras with identity and involution obeying

$$\|x^* x\| = \|x\|^2 \quad (6.0.2)$$

which will imply (6.0.1) and, more importantly, that $\hat{\cdot}$ is an isometric isomorphism of $\mathfrak{A}$ and $C(\hat{\mathfrak{A}})$ (the commutative Gel’fand–Naimark theorem).
6.1. Basics and Examples

Sections 6.5 and 6.6 discuss applications of the Gel’fand theory to two special situations: the classification of compactifications of a locally compact space and the theory of almost periodic functions on a locally compact abelian group.

Section 6.7 proves the noncommutative Gel’fand–Naimark theorem that a general (i.e., not necessarily abelian) Banach algebra with identity and involution obeying (6.0.2) is isometrically isomorphic to an algebra of operators on a Hilbert space.

The chapter ends with five bonus sections: two on applications to the representation theory of groups, including Fourier analysis on a general locally compact Abelian group; one on function algebras; and two on Tauberian theorems (one extends the $\ell^1$ Wiener Tauberian theorem to $L^1$ and the second applies it to a proof of the prime number theorem).

Notes and Historical Remarks. Banach algebras were defined in a 1936 paper of Nagumo 488, but except for an important paper of Mazur 470, the subject was dominated in the 1940s by I. M. Gel’fand and his protégés, Naimark (of the Gel’fand–Naimark theorem), Raikov (of the Bochner–Raikov theorem), and Shilov (of the Shilov boundary)—detailed references to their work appear later.

After the war, various aspects of the theory became major subjects, including rephrasing and expanding Fourier analysis on groups, using the theory in the study of operator algebras on a Hilbert space, and the analysis of function algebras.

A beautiful, vast subject like Banach algebra has spawned many books starting with the early review article of Gel’fand, Raikov, and Shilov, published as a book 236, which had considerable impact. For other texts, see 80, 322, 368, 428, 482, 492, 511, 562, 772. There are also well-written introductions as chapters in Katznelson 384 and Rudin 584.

6.1. Banach Algebra: Basics and Examples

We repeat the definitions from Section 2.2.

Definition. A Banach algebra, $\mathfrak{A}$, is a complex Banach space together with a product, that is, a map $(x, y) \mapsto xy$ obeying

(a) distributivity, that is, for each fixed $x$, $y \mapsto xy$ is a linear map, and for each fixed $y$, $x \mapsto xy$ is a linear map;

(b) associativity, that is, for each $x, y, z \in \mathfrak{A}$, $(xy)z = x(yz)$;

(c) Banach algebra property

$$\|xy\| \leq \|x\|\|y\|$$  (6.1.1)
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Definition. A Banach algebra is said to have an identity if and only if there is \( e \in \mathfrak{A} \) with \( \|e\| = 1 \) so that for all \( x \in \mathfrak{A} \),
\[
x e = e x = x
\] (6.1.2)

In Problem [1] you’ll show if \( \mathfrak{A} \) is a real Banach space with these properties, you can complexify to get a complex algebra. Below we’ll see that if \( \mathfrak{A} \) has an identity and (6.1.1) is replaced by separate continuity of \( (x, y) \rightarrow xy \), there is an equivalent norm on \( \mathfrak{A} \) in which (6.1.1) holds. We’ll also see how to add an identity to \( \mathfrak{A} \) if it doesn’t have one.

Definition. \( \mathfrak{A} \) is called an abelian Banach algebra (or commutative) if for all \( x, y \in \mathfrak{A} \),
\[
xy = yx
\] (6.1.3)

Example 6.1.1 (Operator Algebras). If \( X \) is a Banach space, \( \mathcal{L}(X) \), the bounded operators in the norm
\[
\|A\| = \sup_{\|x\|=1} \|Ax\|
\] (6.1.4)
is a Banach algebra. Closed subalgebras of any Banach algebra are again Banach algebras. \( \mathcal{L}(X) \) has \( 1 \) as identity. Subalgebras may or may not. If \( \mathcal{H} \) is a Hilbert space, a norm-closed subalgebra, \( \mathfrak{A} \) with \( 1 \in \mathfrak{A} \) and
\[
A \in \mathfrak{A} \Rightarrow A^* \in \mathfrak{A}
\] (6.1.5)
is called a \( C^* \)-algebra. If \( \mathfrak{A} \) is also closed in the weak operator topology, it is called a \( W^* \)-algebra or a von Neumann algebra.

If \( \{A_1, \ldots, A_n\} \subset \mathcal{L}(X) \), \( \mathfrak{A}_{A_1,\ldots,A_n} \) is the smallest subalgebra of \( \mathcal{L}(X) \) containing \( \{A_1, \ldots, A_n\} \). It can be constructed by taking finite linear combinations of arbitrary products of the \( A_j \)'s (in any order with repeated \( A \)'s allowed) and taking the norm closure. In a Hilbert space, \( \mathcal{H} \), \( \mathfrak{A}_{A,A^*} \) is called the \( C^* \)-algebra generated by \( A \). If \( A \) is normal, it is an abelian Banach algebra. \( \square \)

Theorem 6.1.2. Any Banach algebra with identity is isometrically isomorphic to an algebra of operators.

Proof. For each \( x \in \mathfrak{A} \), let \( L_x \in \mathcal{L}(\mathfrak{A}) \) be left multiplication, that is,
\[
L_x(y) = xy
\] (6.1.6)
Then
\[
\|L_x\| = \sup_{\|y\|=1} \|xy\| \leq \|x\|
\] (6.1.7)
while
\[
\|L_x\| \geq \|L_x e\| = \|x\|
\] (6.1.8)
so \( x \mapsto L_x \) is an isometry.
Since multiplication is distributive, $x \mapsto L_x$ is linear, and since it is associative, $L_{xy} = L_x L_y$. Thus, $x \mapsto L_x$ is an algebraic isomorphism. □

The same idea implies

**Theorem 6.1.3.** Let $\mathfrak{A}$ be a Banach space with an associative, distributive product. Suppose $\mathfrak{A}$ has an identity (so (6.1.2) holds) and that for each fixed $x$, $y \mapsto xy$ and $y \mapsto yx$ are continuous. But suppose neither $\|xy\| \leq \|x\|\|y\|$ nor $\|e\| = 1$ is necessarily true. Then $\mathfrak{A}$ has an equivalent norm, $\|\cdot\|$, in which $\mathfrak{A}$ is a Banach algebra with identity (i.e., so that $\|xy\| \leq \|x\|\|y\|$ and $\|e\| = 1$).

**Remark.** We’ll get $\|x\| \leq C\|x\|$ by using the inverse mapping theorem; one can instead use the uniform boundedness principle (Problem 2).

**Proof.** Define $L_x$ by (6.1.6). Since $y \mapsto xy$ is continuous, each $L_x \in \mathcal{L}(\mathfrak{A})$. Let $\tilde{\mathfrak{A}} \subset \mathcal{L}(\mathfrak{A})$ be the family of $\{L_x\}_{x \in \mathfrak{A}}$.

We claim $\tilde{\mathfrak{A}}$ is closed in $\mathcal{L}(\mathfrak{A})$. For if $L_{x_n} \to A$ in $\mathcal{L}(\mathfrak{A})$, then $L_{x_n}e = x_n \to Ae$ in $\mathfrak{A}$ and then, by continuity of $x \mapsto xy$, we have $Ay = \lim L_{x_n}y = L_{Ae}y$, so $A = L_{Ae} \in \tilde{\mathfrak{A}}$. Thus, $\tilde{\mathfrak{A}}$ is a Banach algebra which obeys $\|1\| = 1$ and $\|L_x L_y\| \leq \|L_x\|\|L_y\|$. Let $Q: \tilde{\mathfrak{A}} \to \mathfrak{A}$ by

$$QA = Ae$$

Since

$$\|QA\| = \|Ae\| \leq \|e\|\|A\|$$

(6.1.10)

$Q$ is a bounded linear map of $\tilde{\mathfrak{A}}$ to $\mathfrak{A}$. Since $L_{QA} = A$ and $QL_x = x$, we see that $Q$ is a bijection. Therefore, by the inverse mapping theorem (Theorem 5.4.14 of Part 1), $L$ is bounded, that is, if

$$\|x\| = \|L_x\|$$

(6.1.11)

then for some $C_1$,

$$\|x\| \leq C_1\|x\|$$

(6.1.12)

while, by (6.1.10) with $A = L_x$,

$$\|x\| \leq \|e\|\|x\|$$

(6.1.13)

Therefore, $\|\cdot\|$ is an equivalent norm to $\|\cdot\|$ in which $\|e\| = 1$ and $\|xy\| \leq \|x\|\|y\|$.

**Example 6.1.4** ($C(X)$ and its Subalgebras). Let $X$ be a topological space and $C(X)$ the bounded, continuous, complex-valued functions on $X$. This is a Banach algebra with identity when one uses pointwise operations and
\[ \| \cdot \|_\infty \] as the norm. We'll be most interested in the case where \( X \) is a compact Hausdorff space, but in the theory of compactifications, locally compact spaces will also arise.

A function algebra (aka uniform algebra) is a closed subalgebra, \( \mathfrak{A} \), of \( C(X) \), \( X \) a compact Hausdorff space, with \( 1 \in \mathfrak{A} \), using \( \| \cdot \|_\infty \), and so that \( \mathfrak{A} \) separates points, that is, \( \forall x, y \in X, \exists f \in \mathfrak{A} \) so \( f(x) \neq f(y) \). Lest the reader think that means \( \mathfrak{A} = C(X) \) because of the Stone–Weierstrass theorem, we do not assume that \( f \in \mathfrak{A} \Rightarrow \bar{f} \in \mathfrak{A} \) so \( \mathfrak{A} \) need not be all of \( C(X) \). The canonical example is \( \mathfrak{A}(\mathbb{D}) \), the functions continuous on \( \mathbb{D} \) and analytic on \( \mathbb{D} \). We'll say more about \( \mathfrak{A}(\Omega) \) in Example 6.1.6 and more about function algebras in Section 6.10. Some authors use “function algebras” to be algebras of functions even if the norm is not \( \| \cdot \|_\infty \), for example, \( C^k([0,1]) \) and \( W(D) \) below, and they reserve the name “uniform algebra” if the norm is \( \| \cdot \|_\infty \).

**Example 6.1.5** \((C^k\text{-functions})\). Let \( C^k([0,1]) \) be the \( C^k \)-functions on \((0,1)\) so each derivative \( f^{(j)} \), \( j = 0, 1, 2, \ldots, k \), has a continuous extension to \([0,1]\). With

\[
\| f \| = \sum_{j=0}^{k} (j!)^{-1} \sup_{x \in [0,1]} |f^{(j)}(x)|
\]

(6.1.14)

this is a Banach algebra (where \( \| fg \| \leq \| f \| \| g \| \) needs Leibniz’s rule; see Problem 4).

**Example 6.1.6** (Algebras of Analytic Functions). Let \( H^\infty(\Omega) \) be the set of bounded analytic functions on \( \Omega \). We studied \( H^\infty(\mathbb{D}) \) extensively in Chapter 5 of Part 3. \( A(\Omega) \) is the set of functions continuous on \( \Omega \) and analytic on \( \Omega \). \( \mathbb{P}(\Omega) \) is closure in \( A(\Omega) \) of the set of polynomials in \( z \) and \( \mathbb{R}(\Omega) \) the closure in \( A(\Omega) \) of the set of rational functions, \( P/Q \), where \( P \) and \( Q \) are polynomials and \( Q \) is nonvanishing on \( \Omega \). We clearly have

\[
\mathbb{P}(\Omega) \subset \mathbb{R}(\Omega) \subset A(\Omega) \subset H^\infty(\Omega)
\]

(6.1.15)

These are all function algebras (\( H^\infty \) isn’t given as a function algebra since \( \Omega \) isn’t compact but since \( \| f^n \|_\infty = \| f \|_\infty^\omega \) \( \sim \) is an isometric isomorphism so \( H^\infty \) is a function algebra on \( \widehat{H^\infty} \), the Gel’fand spectrum of the next section). More generally still, one considers for \( U \subset K \) with \( U \) open and \( K \) compact, \( A(K;U) \) of functions continuous on \( K \) and analytic in \( U \) which allows for \( \Omega \)'s like \( \mathbb{D} \setminus [0,1) \) with \( \Omega^{\text{int}} \) bigger than \( \Omega \).
Another algebra of analytic functions but with a different norm than \( \| \cdot \|_\infty \) is \( W(D) \), the *Wiener algebra* of all functions analytic in \( D \), so that

\[
\begin{align*}
f(z) &= \sum_{n=0}^{\infty} a_n z^n, \\
\|f\|_W &= \sum_{n=0}^{\infty} |a_n| < \infty
\end{align*}
\] (6.1.16)

The product is pointwise in \( z \). Clearly, the power series converges on all of \( D \), so as sets \( W(D) \subset A(D) \) but the norms are different, and the spaces are not equal (see Problem 9). That \( \|fg\|_W \leq \|f\|_W \|g\|_W \) is easy to check. \( \square \)

**Example 6.1.7** (Group Algebras). Let \( G \) be a group and let \( \ell^1(G) \) be all formal sums of the form

\[
f = \sum_{n=1}^{\infty} \alpha_n \delta_{x_n}
\] (6.1.17)

where \( \{x_n\}_{n=1}^{\infty} \subset G \) and \( \alpha_n \in \mathbb{C} \) with

\[
\sum_{n=1}^{\infty} |\alpha_n| < \infty
\] (6.1.18)

\( \ell^1(G) \) is a vector space; indeed, a Banach space with norm \( \|f\| = \sum_{n=1}^{\infty} |\alpha_n| \). If we set \( \delta_x \ast \delta_y = \delta_{xy} \), \( \ell^1(G) \) gets a natural product structure, making it into an algebra. If we think of \( \ell^1(G) \) as point measures, that is, for bounded maps \( F: G \to \mathbb{C} \), we have for \( f \) given by (6.1.17),

\[
\mu_f(F) = \sum_{n=1}^{\infty} \alpha_n F(x_n)
\] (6.1.19)

Then

\[
\mu_f \ast g(F) = \int F(xy) \, d\mu_f(x) \, d\mu_g(y)
\] (6.1.20)

Put differently, if \( f \) is given by (6.1.17) and we let

\[
f(x) = \begin{cases} 
\alpha_n & \text{if } x = x_n \\
0 & \text{otherwise}
\end{cases}
\] (6.1.21)

so \( f = \sum_x f(x) \delta_x \) and \( g = \sum_y g(y) \delta_y \), then

\[
f \ast g = \sum_x p(x) \delta_x
\] (6.1.22)

where

\[
p(x) = \sum_y f(y) g(y^{-1}x)
\] (6.1.23)

Now suppose \( G \) has a topology making it into a locally compact group. Let \( \mathcal{M}(G) \) be the finite complex Baire measures on \( G \). Then if \( G \) has a metric topology, \( \ell^1(G) \) viewed as a family of point measures is a weakly
dense subspace and $*$ has a unique weakly continuous extension to $\mathcal{M}(G)$ given by

$$\int f(x) \, d(\mu * \nu)(x) = \int f(xy) \, d\mu(x) \, d\mu(y)$$  \hspace{1cm} (6.1.24)

$\mathcal{M}$ with this product is a Banach algebra with identity.

$G$ has a left-invariant Haar measure, $d\mu$, that obeys

$$\hat{f}(xy) \, d\mu(y) = \hat{f}(y) \, d\mu(y)$$  \hspace{1cm} (6.1.25)

for all $x \in G$ and continuous $f$’s of compact support. Inside $\mathcal{M}(G)$ is the subalgebra, $L^1(G,d\mu)$, of those measures a.e. wrt $\mu$. It is a subalgebra because a simple calculation yields (Problem 10)

$$f \, d\mu * g \, d\mu = (f * g) \, d\mu$$  \hspace{1cm} (6.1.26)

where

$$(f * g)(y) = \int f(x)g(x^{-1}y) \, d\mu(x)$$  \hspace{1cm} (6.1.27)

$$= \int f(yz)g(z^{-1}) \, d\mu(z)$$  \hspace{1cm} (6.1.28)

The identity in $\mathcal{M}(G)$ is $\delta_e$, the unit mass at the identity. If $G$ is not discrete, this is not in $L^1$, so $L^1(G,d\mu)$ is a Banach algebra without identity—one of the most significant examples.

(6.1.24) only involves the product and not inverses. Thus, if $G$ is a locally compact semigroup, one can define $\mathcal{M}(G)$, and if there is a Haar-type measure, also $L^1(G,d\mu)$. This happens if $G$ is a locally compact group with Haar measure $\mu$, if $H \subset G$ has $x,y \in H \Rightarrow xy \in H$ and $e \in H$, and if $\mu(H) > 0$. Then $\{f \in L^1(G) \mid f = 0 \text{ on } G \setminus H\}$ is a subalgebra of $L^1(G,d\mu)$.

An example is $G \equiv \mathbb{R}$, $H = [0, \infty)$ in which case, for $x > 0$,

$$(f * g)(x) = \int_0^x f(y)g(x - y) \, dy$$  \hspace{1cm} (6.1.29)

Problem 3 provides a generalization of $L^1(G,d\mu)$ to $L^1(G,w \, d\mu)$ for certain Beurling weights, $w$, on $G$ (positive measurable functions on $G$ with $w(xy) \leq w(x)w(y)$).

To add an identity to $L^1(G,d\mu)$, we need only take

$$\mathcal{V}(G) = \{f \, d\mu + \lambda \delta_e \mid f \in L^1, \lambda \in G\} \subset \mathcal{M}(G)$$  \hspace{1cm} (6.1.30)

This adding-one-dimension idea actually works in general:

**Theorem 6.1.8.** Let $\mathfrak{A}$ be a Banach algebra. Let $\mathfrak{A}_e = \mathfrak{A} \oplus \mathbb{C}$ with norm

$$\| (x,\lambda) \| = \| x \| + |\lambda|$$  \hspace{1cm} (6.1.31)
and product
\[(x, \lambda)(y, \mu) = (xy + \lambda y + \mu x, \lambda \mu)\] (6.1.32)

Then \(\mathfrak{A}_e\) is a Banach algebra with identity \(e = (0,1)\).

**Remark.** This works even if \(\mathfrak{A}\) has an identity.

**Proof.** Everything is straightforward to check. \(\square\)

Recall the following spectral results obtained in Chapter 2 in a general Banach algebra with identity:

1. (Theorems [2.2.8] and [2.2.9]) If the resolvent set and spectrum are defined by
   \[\rho(x) = \{ \lambda \in \mathbb{C} \mid x - \lambda e \text{ has a two-sided inverse} \}, \sigma(x) = \mathbb{C} \setminus \rho(x)\] (6.1.33)
   then \(\sigma(x)\) is closed and \(\sigma(x) \neq \emptyset\) (6.1.34)

2. (Theorem [2.2.10]) For any \(x\), the limit in
   \[
   \text{spr}(x) = \lim_{n \to \infty} \|x^n\|^{1/n}
   \] (6.1.35)
   exists and equals \(\text{spr}(x) = \sup\{ |\lambda| \mid \lambda \in \sigma(x) \}\).

3. (Theorem [2.3.1]) Let \(\mathcal{F}(x)\) be the family of equivalence classes of functions analytic in a neighborhood of \(\sigma(x)\) with \(f \equiv g\) if there is a neighborhood, \(N\), of \(\sigma(x)\) so \(f \upharpoonright N = g \upharpoonright N\), then \(\mathcal{F}(x)\) is an algebra in an obvious way. For \(f \in \mathcal{F}(x)\), one can define \(f(x)\) so that \(f(z) \equiv z\) for all \(z \in \mathbb{C}\Rightarrow f(x) = x\) and \(f \mapsto f(x)\) is an algebra morphism. \(f\) is defined via (2.3.4).

4. (Theorem [2.3.2]) One has the spectral mapping theorem
   \[\sigma(f(x)) = f[\sigma(x)]\] (6.1.36)

There is a subtlety about spectrum we need to mention. Suppose \(\mathfrak{A}_1 \subset \mathfrak{A}_2\) for two Banach algebras with identity. Let \(x \in \mathfrak{A}_1\). If \((x - \lambda e)\) has an inverse in \(\mathfrak{A}_1\), obviously it has one in \(\mathfrak{A}_2\). But the converse might not apply, that is, using \(\sigma_{\mathfrak{A}_1}(x)\) for the spectrum as an element of \(\mathfrak{A}\), we have
\[x \in \mathfrak{A}_1 \subset \mathfrak{A}_2 \Rightarrow \rho_{\mathfrak{A}_1}(x) \subset \rho_{\mathfrak{A}_2}(x) \Rightarrow \sigma_{\mathfrak{A}_2}(x) \subset \sigma_{\mathfrak{A}_1}(x)\] (6.1.37)

**Example 6.1.9.** Let \(\mathcal{H} = l^2(\mathbb{Z})\), that is, two-sided sequences. Let \(U \in \mathcal{L}(\mathcal{H})\) be given by
\[U(a)_n = a_{n-1}\] (6.1.38)
Then \(\mathfrak{A}_1 = \mathfrak{A}_U \subset \mathfrak{A}_{U,U^*} \equiv \mathfrak{A}_2\). Since \(\|U\| = 1\), for \(j = 1,2\),
\[\sigma_{\mathfrak{A}_j}(U) \subset \overline{D}\] (6.1.39)
Since \(U^*U = UU^* = 1\), \(0 \notin \sigma_{\mathfrak{A}_2}(U)\). But it is easy to see (Problem 5) that if \(V\) is a polynomial in \(U\), then \(\|U^* - V\| \geq 1\). Thus, \(U^* \in \mathfrak{A}_2 \setminus \mathfrak{A}_1\),
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so $0 \in \sigma_{\mathfrak{A}_1}(U)$, that is, the containment in (6.1.37) can be strict. In fact (Problem 0),

$$\sigma_{\mathfrak{A}_1}(U) = \overline{D}, \quad \sigma_{\mathfrak{A}_2}(U) = \partial D \quad (6.1.40)$$

**Example 6.1.10.** We have $A(\overline{D}) \subset C(\partial D)$ by restriction. That its norms are the same is the maximum principle for analytic functions (see Theorem 3.6.3 in Part 2A). Let $z$ be the function $f(z) = z$. Clearly, $0 \in \sigma_{A(\overline{D})}(z)$ and $0 \notin \sigma_{C(\partial D)}(z)$ (for $z(e^{i\theta})z(e^{i\theta}) = 1$). Indeed, we have that for any function $f \in A(\overline{D})$ that

$$\sigma_{A(\overline{D})}(f) = f[\overline{D}], \quad \sigma_{C(\partial D)}(f) = f[\partial D]$$

$f[\overline{D}]$ contains an open set if $f$ is not constant while, typically, $f[\partial D]$ has empty interior. □

**Definition.** Let $K \subset \mathbb{C}$ be compact. Let $U$ be the unbounded component of $\mathbb{C} \setminus K$. $\partial U$ is called the outer boundary of $K$ and denoted $O\partial(K)$; it is contained in $\partial K$.

There is one general result:

**Theorem 6.1.11.** Let $\mathfrak{A}_2$ be a Banach algebra with identity and $\mathfrak{A}_1$ a Banach subalgebra with $e \in \mathfrak{A}_1$. Let $x \in \mathfrak{A}_1$ and $S = \sigma_{\mathfrak{A}_2}(x)$. Then

(a) For every connected component $K$ of $\mathbb{C} \setminus S$, either $K \subset \sigma_{\mathfrak{A}_1}(x)$ or $K \subset \mathbb{C} \setminus \sigma_{\mathfrak{A}_1}(x)$.

(b) The unbounded component of $\mathbb{C} \setminus S$ is in $\mathbb{C} \setminus \sigma_{\mathfrak{A}_1}(x)$.

(c) $O\partial(\sigma_{\mathfrak{A}_1}(x)) = O\partial(\sigma_{\mathfrak{A}_2}(x))$.

(d) $\partial \sigma_{\mathfrak{A}_1}(x) \subset \sigma_{\mathfrak{A}_2}(x)$

(e) If $\sigma_{\mathfrak{A}_1}(x) \subset \mathbb{R}$ or $\sigma_{\mathfrak{A}_2}(x) \subset \mathbb{R}$, then $\sigma_{\mathfrak{A}_2}(x) = \sigma_{\mathfrak{A}_1}(x)$.

**Remark.** (d) is sometimes called permanence of spectrum.

**Proof.** (a) Let $L$ be a component of $\mathbb{C} \setminus S$. Let $\tilde{L} = \{\lambda \in L \mid (x - \lambda e)^{-1} \in \mathfrak{A}_1\}$. Since $(x - \lambda e)^{-1}$ is analytic as an $\mathfrak{A}_2$-valued function on $L$, it is continuous, so $\tilde{L}$ is closed in $\tilde{L}$. By Theorem 2.2.6 (with $x$ replaced by $x - \lambda_0 e$ and $y = (\lambda - \lambda_0)e$), $\tilde{L}$ is open.

(b) Any $\lambda$ with $\lambda > \|x\|$ is in $\sigma_{\mathfrak{A}_1}(x)$, so the unbounded components have nonempty intersection and so are equal by (a).

(c) is immediate from (b) and the definition of outer boundary.

(d) If $\lambda \in \partial \sigma_{\mathfrak{A}_1}(x)$ but $\lambda \notin \sigma_{\mathfrak{A}_2}(x)$, then there is a disk $D_r(\lambda) \subset \rho_{\mathfrak{A}_2}(x)$ for some $r > 0$. Since $D_r(\lambda)$ is in a single connected component of $\rho_{\mathfrak{A}_2}(x)$, every point is either in $\sigma_{\mathfrak{A}_1}(x)$ or every point is in $\rho_{\mathfrak{A}_1}(x)$. In neither case can $\lambda$ be in $\partial \sigma_{\mathfrak{A}_1}(x)$. 
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(e) Since \( \sigma_{A_2}(x) \subset \sigma_{A_1}(x) \), we need only consider the case \( \sigma_{A_2}(x) \subset \mathbb{R} \). If \( K \subset \mathbb{R}, K = \partial \sigma_1(K) \), so by (c), \( \partial \sigma_{A_1}(x) \subset \mathbb{R} \) and thus, both \( \sigma_{A_1}(x) \) and \( \sigma_{A_2}(x) \) are their outer boundaries, and so they are equal by (c).

Abelian subalgebras are useful. The awkwardness of impermanence of spectra is ameliorated by the fact that if \( A_1 \subset A \) is abelian, there is an abelian \( A_2 \) so \( A_1 \subset A_2 \subset A \), and for all \( x \in A_1 \) (see Problem 11),

\[
\sigma_{A_2}(x) = \sigma_A(x)
\]

(6.1.41)

We end this section with some preliminaries on the theory of ideals. For the rest of this section, \( A \) will be an abelian Banach algebra with identity.

**Definition.** An ideal in an abelian Banach algebra with identity, \( A \), is a subalgebra \( i \subset A \) so that

\[
x \in i, y \in A \Rightarrow xy = yx \in i
\]

(6.1.42)

An ideal is proper if \( i \neq A \) and maximal if it is maximal among proper ideals, that is, \( i \subset j \neq A \) and \( j \) a proper ideal implies \( i = j \). Given \( x \in A \), the principal ideal generated by \( x \), \( (x) \) is given by

\[
(x) = \{ xy \mid y \in A \}
\]

(6.1.43)

**Proposition 6.1.12.** Let \( A \) be an abelian Banach algebra with identity.

(a) \( (x) \) is an ideal. It is proper if and only if \( x \) is not invertible, that is, if \( 0 \in \sigma(x) \).

(b) The closure of an ideal is closed. The closure of a proper ideal is proper. Every maximal ideal is closed.

(c) If \( 0 \in \sigma(x) \), \( x \) is contained in a maximal ideal.

(d) If \( m \) is a maximal ideal and \( x \notin m \), there exists \( y \in A \) and \( z \in m \) so that

\[
xy + z = e
\]

(6.1.44)

**Proof.** (a) It is easy to check that \( (x) \) is an ideal. If \( x \) is invertible and \( y \in A \), then \( y = x(x^{-1}y) \in (x) \), so \( y \in (x) \), that is, \( (x) = A \). If \( x \) is not invertible, then \( e \notin (x) \), so \( (x) \) is proper.

(b) It is easy to confirm that \( \bar{i} \) is an ideal if \( i \) is. If \( i \) is proper, then \( e \notin i \) (since otherwise, all \( x = xe \in i \)), and if \( \|y\| < 1 \), then \( e - y \) is invertible by Theorem 2.2.3 so \( (e - y) \notin i \) (since if it were, \( (e - y)(e - y)^{-1} = e \) would be in \( i \)). Thus, \( \text{dist}(e, i) = 1 \), so \( e \notin i \). If \( m \) is a maximal ideal, \( \bar{m} \) is an ideal, proper (by the above), and \( m \subset \bar{m} \), so \( m = \bar{m} \).

(c) By a simple Zornification (see Problem 12), every proper ideal is contained in a maximal ideal. If \( x \) is not invertible, \( x \in (x) \subset m \), some maximal ideal.
Let $x \notin m$, a maximal ideal. $\mathcal{B} = \{xy + z \mid y \in \mathcal{A}, x \in m\}$ is an ideal by an easy argument. Since $x = xe + 0 \in \mathcal{B}$ and $x \notin m$, $m \not\subseteq \mathcal{B}$. Since $m$ is maximal, $\mathcal{B} = \mathcal{A}$, that is, $e \in \mathcal{B}$. □

The following ideal will be important. We’ll eventually prove it is the intersection of all maximal ideals.

**Definition.** Let $\mathcal{A}$ be an abelian Banach algebra with identity. The **radical** of $\mathcal{A}$, $\text{rad}(\mathcal{A}) = r$ is the set of all $x \in \mathcal{A}$ with $\sigma(x) = \{0\}$. If $r = \{0\}$, we say $\mathcal{A}$ is **semisimple**.

**Theorem 6.1.13.** $\text{rad}(\mathcal{A})$ is an ideal.

**Proof.** $x \in r \iff \lim \|x^n\|^{1/n} = 0$. Since
\[
\|(xy)^n\|^{1/n} \leq \|x^n\|^{1/n}\|y^n\|^{1/n} \leq \|y\|\|x^n\|^{1/n}\]
we see $x \in r \Rightarrow xy \in r$ for all $y$ in $\mathcal{A}$.

If $x, y \in r$, given $\varepsilon$, there is $C$ so
\[
\|x^n\| \leq C\varepsilon^n, \quad \|y^n\| \leq C\varepsilon^n
\]
Thus,
\[
\|(x + y)^n\| \leq \sum_{j=0}^{n} \binom{n}{j}\|x^jy^{n-j}\| \leq C^22^n\varepsilon^n
\]
so
\[
\lim \|(x + y)^n\|^{1/n} \leq 2\varepsilon
\]
Since $\varepsilon$ is arbitrary, $x + y \in r$. □

**Example 6.1.14.** Let $X$ be a Banach space and $A \in \mathcal{L}(X)$ quasinilpotent. Examples 2.2.12 and 2.2.13 present quasinilpotent operators on $\ell^2$ and $C([0, 1])$, respectively. Let $\mathcal{A} = \mathcal{A}_A$. $\mathcal{A}$ is $1 \oplus (A)$ and $A$, and so any element of $(A)$, is in $\text{rad}(\mathcal{A})$. Thus, $\text{rad}(\mathcal{A})$ can be large, so large that $\text{codim} (\text{rad}(\mathcal{A})) = 1$. On the other hand, in the next section and in the next theorem, we’ll see many Banach algebras of interest are semisimple. □

**Theorem 6.1.15.** Every function algebra is semisimple.

**Remark.** This proof depends on the use of $\|\cdot\|_\infty$. Once we have the Gel’fand theory, the result will extend to an algebra of functions where all point evaluations are multiplicative linear functions, for example, $W(\mathbb{D})$ or $C^k[0, 1]$; see Corollary 6.2.6.

**Proof.** Clearly, $\|f^2\|_\infty = \|f\|_\infty^2$, so $\|f^{2^n}\|^{1/2^n} = \|f\|_\infty$ and $\text{spr}(f) = \|f\|_\infty$. Thus, $\text{spr}(f) = 0 \Rightarrow f = 0$. □
Notes and Historical Remarks. During the 1930s, four disparate strands were developed and then brought together by thinking of a general theory of Banach algebras (explicit references appear in the Notes to later sections): the work of Stone on algebraic aspects of $C(X)$, the work of von Neumann on algebras of operators on a Hilbert space, the work of Pontryagin, von Kampen, and Weil on Fourier analysis on general locally compact abelian groups, and the work of Bohr, Bochner, and Besicovitch on almost periodic functions.

The existence of elements in $A(D)$ whose Taylor coefficients are not in $L^1$ (i.e., functions in $A(D) \setminus W(D)$) is somewhat subtle. If $a_n \geq 0$ and $\sum_{n=0}^{\infty} a_n = \infty$, then $\lim_{x \to 1} \sum_{n=0}^{\infty} a_n x^n = \infty$ by the monotone convergence theorem, so $\sum_{n=0}^{\infty} a_n z^n$ cannot lie in $A(D)$. Thus, the phases of $a_n$ have to vary to get an $f \in A(D) \setminus W(D)$ and the variation can’t be too regular—for example, if $(-1)^n a_n \geq 0$, $\sum_{n=0}^{\infty} |a_n| = \infty$ implies $\lim_{x \to 1} \sum_{n=0}^{\infty} a_n x^n < \infty$. One tends to think that random or close to random phases are best.

The simplest explicit example goes back to Hardy–Littlewood [293] and is discussed in Zygmund [777, Sect. 5.4]: If $\alpha \in (0, \frac{1}{2})$ and $c > 0$,

$$f(z) = \sum_{n=1}^{\infty} e^{i \alpha \log n} n^{-\frac{1}{2} - \alpha} z^n$$

(6.1.49)

is in $A(D)$ but obviously not in $W(D)$.

Paley–Zygmund [510] (and discussed in Zygmund [777, Sect. 5.8]) prove that if $\varepsilon > 0$ and $\sum_{k=1}^{\infty} |c_k|^2 |\log k|^{1+\varepsilon} < \infty$, then for almost every $\sigma \in \{-1, 1\}^N$ (with $P(\sigma_j = +1) = \frac{1}{2}$), one has that $\sum_{k=1}^{K} \sigma_k c_k z^k$ converges in $A(D)$ as $K \to \infty$. If, for example, $c_k = k^{-\beta}$ ($\frac{1}{2} < \beta < 1$), then this limit is not in $W(D)$.

Problem [?] has still another example following Katznelson [384].

Beurling weights were introduced by Beurling [54] who noted that they could be used to define convolution weights and were the natural setting for extending Wiener’s Tauberian theorem.

Problems
1. Let $\mathfrak{A}$ have all the properties of a Banach algebra, except it is a real Banach space. Let $\mathfrak{A}_C$ be the complexification of $\mathfrak{A}$, that is, $\mathfrak{A} \oplus i \mathfrak{A}$ with $i(x, y) = (-y, x)$ and norm such as $\|(x, y)\|_1 = \|x\| + \|y\|$. Show $\mathfrak{A}_C$ can be given an equivalent norm and product making it into a Banach algebra with norm equivalent to $\| \cdot \|_1$. (Hint: If necessary, add an identity and then use Theorem [6.1.3])
2. Let \( \mathfrak{A} \) be a Banach space with an associative, distributive, separately continuous product. This problem will have you prove that for some \( C \),

\[
\|xy\| \leq C\|x\|\|y\|
\]  
(6.1.50)

(a) Let \( L_x \) be given by \( L_x y = xy \). Prove that each \( L_x \in \mathcal{L}(\mathfrak{A}) \).

(b) For each \( y \), prove that \( \sup_{\|x\| \leq 1} \|L_x(y)\| < \infty \).

(c) Prove (6.1.50). (Hint: Uniform boundedness principle.)

3. Let \( G \) be a locally compact group with Haar measure, \( d\mu \). A continuous function \( w : G \to (0, \infty) \) is called a Beurling weight if for all \( x, y \in G \),

\[
w(xy) \leq w(x)w(y)
\]  
(6.1.51)

(a) If \( \mathfrak{A} = L^1(G, w d\mu) \), prove that \( f, g \in \mathfrak{A} \Rightarrow f \ast g \in \mathfrak{A} \) and \( \|f \ast g\|_{L^1(w d\mu)} \leq \|f\|_{L^1(w d\mu)}\|g\|_{L^1(w d\mu)} \).

(b) For \( G = \mathbb{R}^\nu \) with addition, prove that for any \( \alpha > 0 \), \( (1 + |x|^2)^\alpha \) and \( e^{\alpha |x|} \) are Beurling weights.

4. Prove that the norm (6.1.14) on \( C^k([0,1]) \) has \( \|fg\| \leq \|f\|\|g\| \) and \( \|f\| = 1 \).

5. Let \( U \) be the operator (6.1.38) on \( l^2(\mathbb{Z}) \) and \( V \) a polynomial in \( U \). With \( \delta_0 \) the vector with 1 at \( n = 0 \) and 0 elsewhere, prove that \( \|(U^* - V)\delta_0\| \geq 1 \) and conclude that \( U^* \notin \mathfrak{A}_U \).

6. Let \( U \) be the operator (6.1.38) on \( l^2(\mathbb{Z}) \).

(a) For \( |z| > 1 \), prove that \( -\sum_{n=0}^{\infty} z^{-n-1}U^n \) is an inverse for \( (U - z) \).

(b) For \( |z| < 1 \), prove that \( \sum_{n=0}^{\infty} z^n(U^*)^{n+1} \) is an inverse for \( (U - z) \).

(c) For \( \omega \in \partial \mathbb{D} \), let \( \varphi_n(\omega) = \frac{1}{\sqrt{n}} \sum_{j=0}^{n-1} \bar{\omega}^j \delta_j \) (with \( (\delta_j)_k = \delta_{jk} \)). Prove that \( \|(U - \omega)\varphi_n\| \to 0 \) as \( n \to \infty \) and conclude that \( \omega \in \sigma_{\mathfrak{A}_U}(U) \) and \( \omega \in \sigma_{\mathfrak{A}_{U^*}}(U) \).

(d) Prove \( \sigma_{\mathfrak{A}_{U^*}}(U) = \partial \mathbb{D} \).

(e) Prove that \( \sigma_{\mathfrak{A}_U}(U) = \overline{\mathbb{D}} \). (Hint: Theorem 6.1.11 and Problem 5)

7. Let \( \mathcal{W} \) be the Wiener algebra on \( \mathbb{D} \). Prove that

\[
\|fg\|_{\mathcal{W}} \leq \|f\|_{\mathcal{W}}\|g\|_{\mathcal{W}}
\]  
(6.1.52)

8. (a) In \( \mathcal{A}(\overline{\Omega}) \), prove that \( \|f\|_{\mathcal{A}(\Omega)} = \sup_{z \in \partial \Omega} |f(z)| \).

(b) In \( \mathcal{A}(\overline{\mathbb{D}}) \), suppose \( f_n \to f_\infty \) and \( f_n(z) = \sum_{j=0}^{\infty} a_j^{(n)} z^j \). Prove that \( a_j^{(n)} \to a_j^{(\infty)} \) as \( n \to \infty \) for each \( j \).
9. This problem will construct a function \( f \in A(\overline{D}) \) but not in \( W(\overline{D}) \). The *Rudin–Shapiro polynomials* of degree \( 2^n - 1 \) are defined inductively by

\[
P_0(z) = Q_0(z) = 1, \quad P_{n+1}(z) = P_n(z) + z^{2^n} Q_n(z), \quad Q_{n+1}(z) = P_n(z) - z^{2^n} Q_n(z)
\]

(6.1.53)

(a) For \( e^{i\theta} \in \partial D \), prove that

\[
|P_{n+1}(e^{i\theta})|^2 + |Q_{n+1}(e^{i\theta})|^2 = 2(|P_n(e^{i\theta})|^2 + |Q_n(e^{i\theta})|^2)
\]

so that

\[
|P_n(e^{i\theta})|^2 + |Q_n(e^{i\theta})|^2 = 2^{n+1}
\]

(6.1.55)

and

\[
\|P_n\|_{A(\overline{D})} \leq 2^{(n+1)/2}, \quad \|Q_n\|_{A(\overline{D})} \leq 2^{(n+1)/2}
\]

(6.1.56)

(b) Prove there are \( \{\sigma_j\}_{j=0}^\infty \) each \( \pm 1 \) so that

\[
P_n(z) = \sum_{j=0}^{2^{n-1}} \sigma_j z^j
\]

(6.1.57)

(c) Let

\[
f_N = \sum_{j=1}^{N} 2^j (P_j - P_{j-1}) = \sum_{j=0}^{N} 2^{-j-1} z^{2j} Q_j(z)
\]

Prove that \( f_N \) is Cauchy in \( A(\overline{D}) \) and the limit is

\[
f_\infty(z) = \sum_{k=1}^{\infty} 2^{-k-1} \sum_{j=2^k}^{2^{k+1}-1} \sigma_j z^j
\]

(6.1.58)

(d) Show \( f_\infty \in A(\overline{D}) \) but \( f_\infty \notin W(D) \).

**Remarks.**

1. The Rudin–Shapiro polynomials were found by Shapiro \[621\] and rediscovered and published by Rudin \[581\]. If \( R_d \) is a degree \( (d - 1) \) polynomial with coefficients \( \pm 1 \), \( \int_0^{2\pi} |R_d(e^{i\theta})|^2 \frac{d\theta}{2\pi} = d \), so \( \|R_d\|_\infty \geq \sqrt{d} \). The RS polynomial has \( \|R_d\|_\infty = \sqrt{2} \sqrt{d} \) almost optimal, given the bound, which is why they were constructed.

2. As noted by Katznelson \[384\], Sect. 1.6], the \( f_\infty \) we constructed restricted to \( \partial D \) is Hölder-continuous of order \( \frac{1}{2} \). It is known that if \( g \in A[\overline{D}] \) restricted to \( \partial D \) is Hölder-continuous of order greater than \( \frac{1}{2} \) (see Problem 3 in Section 6.11), then \( g \in W(D) \).

3. The sequence \( \{\sigma_j\}_{j=0}^\infty \) is sometimes called the *Golay–Rudin–Shapiro sequence*. As we explained in the Notes, the phases of the Taylor coefficients of a function in \( A(\overline{D}) \setminus W(D) \) have to be random-like, and this sequence is a paradigm of a pseudorandom sequence. For example, the
asymptotic fraction of any combination of \( k \) successive \(+/-\) signs is \( 2^{-k} \). That said, it is missing some aspects of truly random sequences. The sums of the \( \sigma \)'s, \( \sum_{j=0}^{n-1} \sigma_j = \tau_n \), are \( O(\sqrt{n}) \), but definitely not Gaussian distributed! For example, \( \tau_n > 0 \) for all \( n \) (!) and the set of limit points of \( \tau_n/\sqrt{n} \) is the interval \([\sqrt{3}/5, \sqrt{6}] \) (!!). See the papers of Brillhart–Morton [88, 89].

10. Verify (6.1.26) where \( \ast \) on the left is given by (6.1.24) and on the right by (6.1.27).

11. This will prove that if \( \mathfrak{A} \) is a Banach algebra with identity \( \mathfrak{A}_1 \subset \mathfrak{A} \) with \( \mathfrak{A}_1 \) abelian, then there is \( \mathfrak{A}_2 \subset \mathfrak{A} \) with \( \mathfrak{A}_2 \) abelian and \( \mathfrak{A}_1 \subset \mathfrak{A}_2 \), so \( x \in \mathfrak{A}_1 \Rightarrow (6.1.41) \).

(a) Let \( \mathfrak{A}_2 \) be the algebra generated by \( \{(x - \lambda)^{-1} \mid x \in \mathfrak{A}_1, \lambda \in p(x)\} \). Prove \( \mathfrak{A}_2 \) has the required properties.

(b) For any \( B \subset \mathfrak{A} \), let \( B' = \{y \in \mathfrak{A} \mid xy = yx \text{ for all } x \in B\} \), the commutant of \( B \). Prove if \( \mathfrak{B} \) is abelian, so is \( B'' \) and that \( \mathfrak{A}_1'' = \mathfrak{A}_2 \) has the required properties. (Note: These two \( \mathfrak{A}_2 \)'s may not be the same.)

12. Use Zorn’s lemma to prove every proper ideal of an abelian Banach algebra with identity is contained in a maximal ideal.

### 6.2. The Gel’fand Spectrum and Gel’fand Transform

In this section, we’ll associate to every abelian Banach algebra with identity, \( \mathfrak{A} \), a compact Hausdorff space, \( \hat{\mathfrak{A}} \). In all our results in this section, \( \mathfrak{A} \) will be assumed to be abelian unless explicitly stated otherwise. We’ll start by showing \( \hat{\mathfrak{A}} \) has two equivalent descriptions: as multiplicative linear functionals (mlf), \( \ell \in \mathfrak{A}^* \), with

\[
\ell(xy) = \ell(x)\ell(y), \quad \ell \neq 0 \quad (6.2.1)
\]

or as maximal ideals, \( m \), with the association

\[
m = \text{Ker}(\ell) \quad (6.2.2)
\]

Duality will then define \( \hat{\cdot} : \mathfrak{A} \to C(\hat{\mathfrak{A}}) \) and we’ll see

\[
\|\hat{x}\|_\infty = \text{spr}(x), \quad \text{Ran}(\hat{x}) = \sigma(x) \quad (6.2.3)
\]

We’ll also show that

\[
\text{Ker}(\hat{\cdot}) = \mathfrak{r}(\mathfrak{A}) \quad (6.2.4)
\]

Next we’ll define \( \hat{\mathfrak{A}} \) when \( \mathfrak{A} \) does not have an identity and see it is a locally compact space with \( (6.2.3) \). We’ll then turn to identifying \( \hat{\mathfrak{A}} \) in many of the examples of the last section. Finally, we’ll discuss an important
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subclass of Banach algebras: the regular ones where for any $K \subset \hat{A}$ closed and $\ell_0 \notin K$, there is $x \in A$ with $\widehat{x} | K = 0$ and $\widehat{x}(\ell_0) = 1$.

The key to the association of maximal ideals and mlf’s is:

**Theorem 6.2.1** (Mazur’s Theorem). Let $A$ be a Banach field, that is, an abelian Banach algebra with identity so that any $y \neq 0$ has an inverse. Then $\mathfrak{A} \cong \mathbb{C}$ via $\lambda \in \mathbb{C} \leftrightarrow \lambda e \in \mathfrak{A}$.

**Remark.** That $\mathfrak{A}$ is abelian plays no role. Lest the reader think the quaternions are a counterexample, we note that their multiplication is not complex linear.

**Proof.** Let $x \in \mathfrak{A}$ and $\lambda \in \sigma(x)$ which is nonempty. Since $x - \lambda e$ is not invertible, we must have that $x - \lambda e = 0$, that is, $x = \lambda e$. $\square$

**Definition.** A multiplicative linear functional (mlf), $\mathfrak{A}$, on a Banach space with identity is a linear map $\ell: \mathfrak{A} \to \mathbb{C}$ (not a priori bounded) so that (6.2.1) holds. The set of all mlf’s is called the Gel’fand spectrum of $\mathfrak{A}$ and denoted $\hat{\mathfrak{A}}$.

**Theorem 6.2.2.**

(a) Every $\ell \in \hat{\mathfrak{A}}$ obeys $\ell(e) = 1$.

(b) Every $\ell \in \hat{\mathfrak{A}}$ is a bounded linear functional.

(c) If $\ell \in \hat{\mathfrak{A}}$ and $x \in \mathfrak{A}$, then $\ell(x) \in \sigma(x)$

(d) $\|\ell\| = 1$ for all $\ell \in \hat{\mathfrak{A}}$.

(e) $\mathfrak{A}$ is a compact Hausdorff space in the weak-* topology, $\sigma(\hat{\mathfrak{A}}, \mathfrak{A})$ topology.

(f) If $\ell \in \hat{\mathfrak{A}}$, $m$ given by (6.2.2) is a maximal ideal. Conversely, if $m$ is a maximal ideal, there is a unique $\ell \in \hat{\mathfrak{A}}$ with (6.2.2).

**Remarks.** 1. (b) also follows from (c), (d), but the maximal ideal link provides insight into why (b) holds. This automatic continuity of mlf’s implies $\hat{\mathfrak{A}}$ is independent of norm.

2. Because of (f), $\hat{\mathfrak{A}}$ is sometimes called the maximal ideal space of $\mathfrak{A}$.

3. The $\sigma(\mathfrak{A}^*, \mathfrak{A})$-topology on $\hat{\mathfrak{A}}$ is called the Gel’fand topology.

**Proof.** (a) Since $\ell$ is an mlf, $\ell(e) = \ell(e^2) = \ell(e)^2$, so $\ell(e)$ is 0 or 1. If $\ell(e) = 0$, then for any $x$, $\ell(x) = \ell(xe) = \ell(x)\ell(e) = 0$, so $\ell \equiv 0$. Thus, $\ell \neq 0$ implies $\ell(e) = 1$.

(b) If $x \in \text{Ker}(\ell)$, $y \in \mathfrak{A}$, then $\ell(xy) = \ell(x)\ell(y) = 0$, so $\text{Ker}(\ell)$ is a proper ideal. Since $\text{codim(Ker(\ell))} = 1$ (for $z = \ell(x)y - \ell(y)x \in \text{Ker}(\ell)$, so $\ell(x) \neq 0 \Rightarrow y = \ell(x)^{-1}(z + \ell(y)x) \Rightarrow \text{codim(Ker(\ell))} = 1$), $\text{Ker}(\ell)$ is a maximal proper ideal. Such ideals are closed by Proposition 6.1.12(b), so $\text{Ker}(\ell)$ is closed. By Theorem 3.3.2 of Part 1, $\ell$ is continuous, and so bounded.
(c) \( \ell(x - \ell(x)e) = 0 \), so \( x - \ell(x)e \) is not invertible, since \( yz = e \) implies \( \ell(y)\ell(z) = 1 \) implies \( \ell(y) \neq 0 \). Thus, \( \ell(x) \in \sigma(x) \). For if \( yz = e \), \( \ell(y)\ell(z) = 1 \). Thus, \( \ell(y) = 0 \) implies \( y \) is not invertible.

(d) \( |\ell(x)| \leq \text{spr}(x) \leq \|x\| \).

(e) \( \hat{A} \) is a subset of the unit ball of \( A^* \), so by the Banach–Alaoglu theorem, it suffices to show \( \hat{A} \) is closed in \( A^* \). Any weak limit, \( \ell \), of a net \( \ell_\alpha \in \hat{A} \) has \( \ell(xy) = \ell(x)\ell(y) \) and \( \ell(e) = 1 \) by taking limits, so \( \ell \in \hat{A} \).

(f) We proved in (b) above that \( \mathfrak{m} \) is a maximal ideal. Since, as also noted in (b), \( \text{Ker}(\ell) \) plus \( \ell(x) \) for one \( x \notin \text{Ker}(\ell) \) determine \( \ell \) and \( \ell(e) = 1 \) for any \( \ell \in \hat{A} \), we see that, given \( \mathfrak{m} \), there is at most one \( \ell \) with (6.2.2).

Thus, we must show any maximal ideal \( \mathfrak{m} \), is the kernel of an mlf. We know that \( \mathfrak{m} \) is closed, so we can form \( X = A/\mathfrak{m} \), the quotient Banach space, with \( \pi: x \rightarrow [x] \) the quotient map. Since \( \mathfrak{m} \) is an ideal, \( [x][y] \) is the coset \([xy]\). Thus, \( X \) is a Banach algebra. By Proposition 6.1.12(d), if \([x] \neq [0]\),\( [x] \) is invertible, that is, \( X \) is a Banach field. By Mazur’s theorem, \( X \cong \mathbb{C} \) and \( \pi \) is a linear functional, \( \ell \), which is multiplicative since \([xy] = [x][y]\).

Obviously, \( \text{Ker}(\ell) = \mathfrak{m} \).

**Definition.** Let \( \mathfrak{A} \) be an abelian Banach algebra with identity. We define the *Gel’fand transform*, \( \hat{x} \), for \( x \in \mathfrak{A} \) as the function on \( \hat{\mathfrak{A}} \) given by

\[
\hat{x}(\ell) = \ell(x)
\]

**Theorem 6.2.3.** (a) \( \hat{x} \) is continuous on \( \hat{\mathfrak{A}} \).

(b) \( \text{Ran}(\hat{x}) = \text{spr}(x) \).

(c) \( \|\hat{x}\|_\infty = \text{spr}(x) \).

(d) \( \hat{\cdot}: x \rightarrow \hat{x} \) is a Banach algebra homomorphism.

(e) \( \text{Ker}(\hat{\cdot}) = r(\mathfrak{A}) \), the radial of \( \mathfrak{A} \).

(f) \( \{\hat{x}\}_{x \in \mathfrak{A}} \) separates points in \( \hat{\mathfrak{A}} \).

(g) \( r(\mathfrak{A}) \) is the intersection of all maximal ideals in \( \mathfrak{A} \).

**Proof.** (a) Immediate from the definition of the weak-* topology.

(b) We already showed \( \text{Ran}(\hat{x}) \subset \sigma(x) \). For the converse, suppose \( \lambda \in \sigma(x) \). \( 0 \in \sigma(x - \lambda e) \), so by Proposition 6.1.12(c), \( x - \lambda e \in \mathfrak{m} \), some maximal ideal. If \( \ell \in \hat{\mathfrak{A}} \) has \( \text{Ker}(\ell) = \mathfrak{m} \), then \( \ell(x) = \lambda \), so \( \hat{\ell}(\ell) = \lambda \), that is, \( \sigma(x) \subset \text{Ran}(\hat{x}) \).

(c) By (b), \( \|\hat{x}\|_\infty = \sup\{|\lambda| \mid \lambda \in \sigma(x)\} = \text{spr}(x) \).

(d) Since \( \text{spr}(x) \leq \|x\| \), we have

\[
\|\hat{x}\|_\infty \leq \|x\|
\]

so \( \hat{\cdot} \) is continuous. That it preserves algebraic operations is immediate.

(e) \( \text{Ker}(\hat{\cdot}) = \{x \mid \|\hat{x}\|_\infty = 0\} = \{x \mid \text{spr}(x) = 0\} = r(\mathfrak{A}) \).
(f) If $\ell_1 \neq \ell_2$, then there is $x$ so $\ell_1(x) \neq \ell_2(x)$. For this $x$, $\hat{x}(\ell_1) \neq \hat{x}(\ell_2)$.

(g) $x \in \mathfrak{r}(A) \iff \|\hat{x}\|_\infty = 0 \iff \hat{x}(\ell) = 0$ for all $\ell \iff x \in$ every maximal ideal.

\begin{proof}
(a) If $A$ is abelian, for all $x, y \in A$,
\begin{equation}
\sigma(x + y) \subset \sigma(x) + \sigma(y) \equiv \{\lambda + \mu \mid \lambda \in \sigma(x), \mu \in \sigma(y)\} \tag{6.2.8}
\end{equation}
(b) In general (even if $A$ is not abelian), if $xy = yx$, $\text{then } (\sigma(x) + \sigma(y))$ is typically much larger than $\{0\}$. Thus, the containment in (6.2.8) is often strict (but say, if $y = 0$, it must be equality).

(b) By Problem 11 of Section 6.1 (with $A_1$ the abelian algebra generated by $x$ and $y$), there is an abelian algebra $A_2$ so $\sigma_{A_2}(z) = \sigma_{A_1}(z)$ for all $z \in A_1$. Thus, (a) for $A_2$ implies (b).

\begin{example}
(i) If $y = -x$, $\sigma(x + y) = \{0\}$, while $\sigma(x) + \sigma(y) = \sigma(x) - \sigma(x)$ is typically much larger than $\{0\}$. Thus, the containment in (6.2.8) is often strict (but say, if $y = 0$, it must be equality).

(ii) In $A = \text{Hom}(\mathbb{C}^2)$, $x = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}$, $y = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}$, then $\sigma(x) = \sigma(y) = \{0\}$, while $\sigma(x + y) = \{-1, 1\}$. Thus, (6.2.8) can fail if $xy \neq yx$.

(iii) To show the phenomenon of (ii) doesn’t depend on nonsymmetric matrices, if $x = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$, $y = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}$, then $\sigma(x) = \sigma(y) = \{-1, 1\}$, $\sigma(x + y) = \{-\sqrt{2}, \sqrt{2}\}$, so again (6.2.8) fails.
\end{example}

\begin{corollary}
Let $A$ be a Banach algebra of functions, $f : X \to \mathbb{C}$ for some set $X$ so that $1 \in A$ and the operations are pointwise. Then $A$ is semisimple.
\end{corollary}

\begin{proof}
For each $x \in X$, $\delta_x : A \to \mathbb{C}$ by $\delta_x(f) = f(x)$ is an mlf. Thus, if $f \in \mathfrak{r}(A)$, $\delta_x(f) = f(x) = 0$ for all $x$, so $f \equiv 0$.
\end{proof}

Thus far, we’ve considered the case where $A$ is abelian with identity. If $A$ is abelian but has no identity, one can form $A_e$ as in Theorem 6.1.8. Of course, the theory above applies to $A_e$. If $\ell \in A_e$, then
\begin{equation}
\ell(x \oplus \lambda e) = \lambda + \ell(x) \tag{6.2.9}
\end{equation}
where $\ell$ is an mlf on $A$ and vice-versa, except $\ell \equiv 0$ does not imply that $\ell \equiv 0$.

Put differently, $A$ is a maximal ideal in $A_e$ corresponding to $\ell \equiv 0$. Notice automatic continuity of $\tilde{\ell}$ implies it for $\ell$, that is, automatic continuity holds in abelian Banach algebras without identity.

We define $\tilde{\mathfrak{A}}$, the Gel’fand spectrum of $A$, to be $\{\ell \in A^* \mid \tilde{\ell} \text{ given by } (6.2.9) \in \tilde{A}_e; \ell \neq 0\} = \{\ell \in A^* \setminus \{0\} \mid \forall x, y \in A, \ell(xy) = \ell(x)\ell(y)\}$. This is
a locally compact space with \( \hat{\mathcal{A}} \), in general, the one-point compactification (unless \( \hat{\mathcal{A}} \) is already compact). We summarize in:

**Theorem 6.2.7.** Let \( \mathcal{A} \) be an abelian Banach algebra. Then \( \hat{\mathcal{A}} \), the set of \( \ell \) in \( \mathcal{A}^* \) obeying (6.2.1), is a locally compact space in the \( \sigma(\mathcal{A}^*, \mathcal{A}) \)-topology. We have:

(a) Any \( \ell \) obeying (6.2.1) is continuous on \( \mathcal{A} \).
(b) \( \hat{x} \), given by (6.2.6), lies in \( C_0(\hat{\mathcal{A}}) \).
(c) \( \hat{x} \) is a Banach algebra homeomorphism of \( \mathcal{A} \) into \( C_0(\hat{\mathcal{A}}) \).
(d) \( \sigma_{\mathcal{A}_e}(x) = \text{Ran}(\hat{x}) \cup \{0\} \).
(e) \( \|\hat{x}\|_\infty = \lim_{n \to \infty} \|x^n\|^{1/n} \). (6.2.10)
(f) \( \ker(\hat{x}) = \mathbb{r}(\mathcal{A}) \).

It can happen, if \( \mathcal{A} \) doesn’t have an identity, that \( \mathbb{r}(\mathcal{A}) = \mathcal{A} \) (e.g., \( \mathcal{A} = \{P(T) \mid P \text{ polynomial } P(0) = 0\} \) for \( T \in \mathcal{L}(X) \) with \( \lim_{n \to \infty} \|T^n\|^{1/n} = 0 \)), so \( \hat{\mathcal{A}} \) is empty.

**Corollary 6.2.8.** Let \( \mathcal{A} \) be a semisimple abelian Banach algebra with norm \( \|\cdot\|_1 \). Suppose \( \|\cdot\|_2 \) is another norm on \( \mathcal{A} \) making it into a Banach algebra. Then \( \|\cdot\|_1 \) and \( \|\cdot\|_2 \) are equivalent norms.

**Proof.** Maximal ideals, and so semisimplicity (given Theorem 6.2.3(g)), are algebraic and thus, \( (\mathcal{A}, \|\cdot\|_2) \) is also semisimple. So, by symmetry, we need only show that the identity map \( \text{id}: (\mathcal{A}, \|\cdot\|_1) \to (\mathcal{A}, \|\cdot\|_2) \) is continuous.

By the closed graph theorem (Theorem 5.4.17 of Part 1), we need only show that if \( \|x_n - x\|_1 \to 0 \) and \( \|x_n - y\|_2 \to 0 \), then \( x = y \). Let \( \ell \in \hat{\mathcal{A}} \) which is norm-independent by automatic continuity. Since \( \ell \) is continuous in each norm, \( \ell(x_n) \to \ell(x) \) and \( \ell(x_n) \to \ell(y) \).

Thus, for all \( \ell \in \hat{\mathcal{A}}, \ell(x - y) = 0 \). By semisimplicity, \( x = y \). \( \square \)

Before turning to examples, one more notion. If \( x_1, \ldots, x_n \in \mathcal{A} \), we define \( \hat{x}_1 \otimes \cdots \otimes \hat{x}_n \) on \( \hat{\mathcal{A}} \) as the \( \mathbb{C}^n \)-valued function

\[
(\hat{x}_1 \otimes \cdots \otimes \hat{x}_n)(\ell) = (\hat{x}_1(\ell), \ldots, \hat{x}_n(\ell)) = (\ell(x_1), \ldots, \ell(x_n)) \] (6.2.11)

and the joint spectrum of \( (x_1, \ldots, x_n) \), \( j\sigma(x_1, \ldots, x_n) \), by

\[
j\sigma(x_1, \ldots, x_n) = \text{Ran}(\hat{x}_1 \otimes \cdots \otimes \hat{x}_n) \] (6.2.12)

There are two wide-ranging methods in computing \( \hat{\mathcal{A}} \). The first works for some algebras of functions.

**Example 6.2.9.** (\( \widehat{C(X)} \), with \( X \) a Compact Hausdorff Space; Example 6.1.4 (revisited)). Clearly, if \( x \in X \), \( \delta_x \) defined by

\[
\delta_x(f) = f(x) \] (6.2.13)
lies in $\hat{C}(X)$. Now let $m$ be a maximal ideal. For some $x_0$, if $m \neq \text{Ker}(\delta_{x_0})$, then since $m$ is maximal, $m$ is not contained in $\text{Ker}(\delta_{x_0})$, that is, there is $f_{x_0} \in m$ with $f_{x_0}(x_0) \neq 0$. Suppose for all $x_0$, $m \neq \text{Ker}(\delta_{x_0})$. Define

$$U_{x_0} = \{ y \mid f_{x_0}(y) \neq 0 \}$$

(6.2.14)

Then $\{U_{x_0}\}_{x_0 \in X}$ is an open cover of $X$, so we can find $x_1, \ldots, x_n$ with

$$U_{x_1} \cup U_{x_2} \cup \cdots \cup U_{x_n} = X$$

(6.2.15)

Let

$$g = \sum_{j=1}^{n} \tilde{f}_{x_j} f_{x_j}$$

(6.2.16)

Since $m$ is an ideal, $g \in m$. But by (6.2.14)/(6.2.15), $g$ is never zero, so by compactness, $\min|g(x)| > 0$, that is, $g$ is invertible. Thus, $m$ is not proper!

We conclude that $m = \text{Ker}(\delta_{x_0})$ for some $x_0$. It follows that $\hat{C}(X) = X$ as a set. By the definition of the weak-* topology, the map $x \mapsto \delta_x$ of $X$ into $\hat{C}(X)$ is continuous when $X$ is given the original topology and $\hat{C}(X)$ the Gel’fand topology. Thus, the map is a homeomorphism by Theorem 2.3.11 of Part 1. Notice $\text{Ker}(\hat{\ell}) = \{0\}$, so $C(X)$ is semisimple. We summarize in the theorem below.

If $X$ is locally compact and $\mathfrak{A} = C_\infty(X)$ the functions vanishing at $\infty$, then (unless $X$ is compact), $\mathfrak{A}$ has no identity and $\mathfrak{A}_e = C(X_\infty)$, the continuous functions on the one-point compactifications. Thus, $\hat{\mathfrak{A}}_e = X_\infty$, the point with $\text{Ker}(\ell) = \mathfrak{A}$ is $\infty$, and so $\hat{\mathfrak{A}}$ is $X$ with the original topology. If we instead take $\mathfrak{A} = C(X)$, the set of all bounded continuous functions, $\hat{\mathfrak{A}}$ is huge—it is a compact space, usually not separable, called the Stone–Čech compactification. We’ll discuss it in Section 6.5 (see Theorem 6.5.8).

Theorem 6.2.10. Let $X$ be a compact Hausdorff space. Then $\hat{C}(X)$ is $X$ with the original topology and $\hat{f} = f$.

Example 6.2.11 ($C^k[0,1]$; Example 6.1.5 (revisited)). The same analysis as in the last example shows that $C^k[0,1] = [0,1]$ and $\hat{f} = f$, so $C^k[0,1]$ is semisimple.

Example 6.2.12 (General Function Algebras). Let $\mathfrak{A}$ be a function algebra on a compact Hausdorff space, $X$. It can happen there is another compact Hausdorff space, $Y$, so that $\mathfrak{A}$ is isometrically isomorphic to a function algebra on $Y$. For example, let $\mathfrak{A} = A(\mathbb{D})$, the analytic functions on $\mathbb{D}$ with a continuous extension to $\overline{\mathbb{D}}$. By the maximum principle, the map $\alpha: \mathfrak{A} \to C(\partial \mathbb{D})$ by $\alpha(f) = f \mid \partial \mathbb{D}$ is an isometry, and so an isometric isomorphism of $\mathfrak{A}$ and $\text{Ran}(\alpha)$, a function algebra on $\partial \mathbb{D}$. Problem 4 of Section 6.10 will identify $\text{Ran}(\alpha)$ intrinsically. In the general case, $\hat{\mathfrak{A}} \to C(\hat{\mathfrak{A}})$.
is an isometry in this case since \( \|f^n\|_\infty = \|f\|_\infty \) so \( \|\hat{f}\| = \text{spr}(f) = \|f\| \) and \( \mathfrak{A} \) can be realized as a function algebra on \( \hat{\mathfrak{A}} \) (e.g., if we look at the \( \hat{\mathfrak{A}} \) above as a function algebra on \( \partial \mathbb{D} \), this recovers \( \mathbb{D} \)!). If \( \mathfrak{A} \) is a function algebra on \( Y \) and \( \tau_y(f) = f(y) \), then \( \tau_y \in \hat{\mathfrak{A}} \) and \( y \mapsto \tau_y \) is one–one (since \( \mathfrak{A} \) separates points) and continuous, so \( Y \subset \hat{\mathfrak{A}} \). Thus, \( \hat{\mathfrak{A}} \) can be viewed as the maximal space on which \( \mathfrak{A} \) can be realized as a function algebra. We will return to this theme in Section 6.10 \( \square \)

The other major tool in identifying \( \hat{\mathfrak{A}} \) involves the following:

**Definition.** Let \( \mathfrak{A} \) be an abelian Banach algebra with identity. We say \( x_1, \ldots, x_n \) generate \( \mathfrak{A} \) if the polynomials in \( x_1, \ldots, x_n \) are dense in \( \mathfrak{A} \). We say they weakly generate \( \mathfrak{A} \) if polynomials in \( \{x_1, \ldots, x_n\} \cup \{(x_j - \lambda)e\}^{-1}, \lambda \notin \sigma(x_j) \} \) are dense in \( \mathfrak{A} \).

**Theorem 6.2.13.** Let \( \{x_1, \ldots, x_n\} \) generate or weakly generate \( \mathfrak{A} \), an abelian Banach algebra with identity. Then

\[
\hat{x}_1 \otimes \cdots \otimes \hat{x}_n : \hat{\mathfrak{A}} \rightarrow j\sigma(x_1, \ldots, x_n) \subset \mathbb{C}^n \quad (6.2.17)
\]

is a homeomorphism.

**Proof.** \( \hat{x}_1 \otimes \cdots \otimes \hat{x}_n \) is a continuous map from \( \hat{\mathfrak{A}} \) onto \( j\sigma(x_1, \ldots, x_n) \). If we can show it is one–one, then it is a homeomorphism by Theorem 2.3.11 of Part 1.

If \( \ell(x_j) = \tilde{\ell}(x_j) \) for \( j = 1, \ldots, n \) and some \( \ell, \tilde{\ell} \in \mathfrak{A} \), then since \( \ell((x_j - \lambda)e)^{-1}) = (\ell(x_j) - \lambda)^{-1} \), we see \( \ell \) and \( \tilde{\ell} \) agree on polynomials in \( \{x_1, \ldots, x_n\} \cup \{(x_j - \lambda)e\}^{-1}, \lambda \in \sigma(x_j) \} \). Since they are dense in \( \mathfrak{A} \), \( \ell \) and \( \tilde{\ell} \) agree on \( \mathfrak{A} \). We have thus proven \( \hat{x}_1 \otimes \cdots \otimes \hat{x}_n \) is one–one. \( \square \)

**Example 6.2.14** (Single Operator Algebra). Let \( A \in \mathcal{L}(X) \) for a Banach space, \( X \). Let \( \mathfrak{A}_A \) be generated by \( A \) so \( \mathfrak{A}_A = \sigma(A) \). This may not be the spectrum of \( A \) as an element of \( \mathcal{L}(X) \) (see Example 6.1.9). Let \( \mathfrak{A}_A^f \) be the algebra generated by \( \{A\} \cup \{(A - \lambda)^{-1} | \lambda \notin \sigma(\mathcal{L}(X)) \} \). Clearly, \( \sigma(\mathfrak{A}_A^f) = \sigma(\mathcal{L}(X))(A) \) and \( A \) weakly generates \( \mathfrak{A}_A^f \), so \( \mathfrak{A}_A^f = \sigma(\mathcal{L}(X))(A) \).

We will prove later (see Theorem 6.4.7) that if \( A \) is a normal operator on a Hilbert space, then \( \hat{\mathfrak{A}}_A^f : \mathfrak{A}_A^f \rightarrow \mathfrak{C}(\sigma(A)) \) is an isometric isomorphism. Its inverse will be the continuous functional calculus! \( \square \)

**Example 6.2.15.** (Singly Generated Analytic Function Algebra; Example 6.1.6 (revisited)). Let \( \Omega \) be a bounded region in \( \mathbb{C} \). \( \mathcal{P}(\Omega) \) and \( \mathcal{W}(\mathbb{D}) \) are singly generated (by the function \( f(z) = z \) which we’ll call \( z \)) and \( \mathbb{R}(\overline{\Omega}) \) is weakly generated by \( z \). Thus, we need to determine their spectra.
\( W(\mathbb{D}) \) is easy. For any \( z_0 \in \mathbb{D}, \ f \mapsto f(z_0) \) is an mlf, so \( \mathbb{D} \subset \sigma_{W(\mathbb{D})}(z) \).

On the other hand, if \( z_0 \notin \mathbb{D}, \)

\[
(z - z_0)^{-1} = -\sum_{n=0}^{\infty} \frac{z^n}{z_0^{n+1}} \tag{6.2.18}
\]

Since \( \sum_{n=0}^{\infty} |z_n|^{-n-1} < \infty \), this inverse is in \( W(\mathbb{D}) \), so \( \sigma_{W(\mathbb{D})}(z) = \mathbb{D} \). Therefore,

\[
\hat{W}(\mathbb{D}) = \mathbb{D} \tag{6.2.19}
\]

and the mlf’s are all evaluation maps. We’ll say more about this later.

For \( \mathbb{R}(\overline{\Omega}) \), we note \( \overline{\Omega} \subset \sigma(z) \) since for \( z_0 \in \Omega, \ \delta_{z_0} : f \mapsto f(z_0) \) is an mlf. Moreover, if \( z_0 \notin \Omega, \ (z - z_0)^{-1} \in \mathbb{R}(\overline{\Omega}) \), so \( z_0 \in p(z) \). Thus, \( \sigma(z) = \overline{\Omega} \). Since \( \mathbb{R} \) is weakly generated by \( z, \)

\[
\hat{\mathbb{R}(\overline{\Omega})} = \overline{\Omega} \tag{6.2.20}
\]

\( \mathbb{P}(\overline{\Omega}) \) is a little more complicated, but not much more. Let \( \tilde{\Omega} \) be the union of \( \overline{\Omega} \) and all bounded components of \( \mathbb{C} \setminus \overline{\Omega} \), that is, the bounded simply connected set with \( O\partial(\tilde{\Omega}) = O\partial(\overline{\Omega}) \). By the maximum principle, for any polynomial,

\[
\sup_{z \in \tilde{\Omega}} |p(z)| = \sup_{z \in \overline{\Omega}} |p(z)| \tag{6.2.21}
\]

so any \( f \in \mathbb{P}(\overline{\Omega}) \) extends to a continuous function on \( \tilde{\Omega} \) (indeed, one analytic on \( (\overline{\Omega})^{\text{int}} \)). Thus, for any \( z_0 \in \Omega, \ \delta_{z_0} : f \mapsto f(z_0) \) is an mlf, so \( \tilde{\Omega} \subset \sigma(z) \). On the other hand, \( \mathbb{P}(\overline{\Omega}) \subset C(\tilde{\Omega}) \), so by Theorem 6.1.11 \( \mathbb{C} \setminus \sigma_{C(\overline{\Omega})}(z) \subset \mathbb{C} \setminus \sigma_{\mathbb{P}(\overline{\Omega})}(z) \) because \( \mathbb{C} \setminus \sigma_{C(\overline{\Omega})}(z) = \mathbb{C} \setminus \tilde{\Omega} \) only has an unbounded component. Thus, \( \sigma(z) = \tilde{\Omega} \) and

\[
\hat{\mathbb{P}(\overline{\Omega})} = \tilde{\Omega} \tag{6.2.22}
\]

since \( z \) generates \( \mathbb{P} \).

Neither \( \mathbb{A}(\overline{\Omega}) \) nor \( H^\infty(\Omega) \) are singly generated so that their Gel’fand spectra are harder to describe. For both, evaluation at points (of \( \overline{\Omega} \) for \( \mathbb{A} \) and of \( \Omega \) for \( H^\infty \)) are mlf’s and, as algebras of functions, both are semisimple. Below we’ll prove \( \hat{\mathbb{A}(\overline{\Omega})} = \overline{\Omega} \). That \( \mathbb{D} \) is dense in \( \hat{H^\infty(\mathbb{D})} \) is discussed in the Notes. \( \Box \)

The Gel’fand theory provides effortless proofs of the following results about \( W(\mathbb{D}) \):

\[ \textbf{Theorem 6.2.16.} \ (a) \ (\text{Wiener Tauberian Theorem}). \ If \ f \in W(\mathbb{D}) \ and \ f(z) \neq 0 \ for \ all \ z \in \mathbb{D}, \ then \ f(z)^{-1} \in W(\mathbb{D}). \]
(b) (Wiener–Lévy Theorem). Let \( f \in \mathcal{W}(\overline{D}) \) and let \( G \) be analytic in a neighborhood of \( \text{Ran}(f) \). Then
\[
g(z) = G(f(z)) \tag{6.2.23}
\]
lies in \( \mathcal{W}(\overline{D}) \).

Remarks. 1. The point is that this shows certain functions have absolutely convergent Taylor series.
2. (b) implies (a) by taking \( G(w) = w^{-1} \).
3. Wiener’s original proof was complicated, so Gel’fand’s proof caused a stir. Problem 1 has an elementary proof of Newman; see also Problem 2.

Proof. (a) \( f \) is not invertible if and only if \( 0 \in \sigma_{\mathcal{W}(f)} = \text{Ran}(\hat{f}) = f[\overline{D}] \) since \( \hat{\mathcal{W}} = \overline{D} \). Thus, \( f(z) \neq 0 \) for all \( z \in \overline{D} \) implies \( f \) is invertible as an element of \( \mathcal{W}(\overline{D}) \).

(b) Since \( \hat{\mathcal{W}} = \overline{D} \), \( \text{Ran}(f) \) is \( \sigma(f) \), and the claim follows from the analytic functional calculus of Section 2.3. □

Tauberian theorems are converses of easy limit theorems that require an extra hypothesis. If \( a \in \ell^\infty(\mathbb{N}) \) and \( a_n \to \alpha \) as \( n \to \infty \), then it is easy to see \( (b * a)_n \to \alpha(\sum_{m=1}^\infty b_m) \) as \( n \to \infty \) for any \( b \in \ell^1(\mathbb{N}) \). The following result shows the Tauberian nature of the Wiener Tauberian theorem:

Corollary 6.2.17. Let \( a \in \ell^\infty(\mathbb{N}) \), \( b \in \ell^1(\mathbb{N}) \) so that \( (a * b)_n \to \beta \) as \( n \to \infty \). Suppose \( b \) is such that for all \( z \in \overline{D} \), \( B(z) = \sum_{n=0}^\infty b_n z^n \neq 0 \). Then as \( n \to \infty \),
\[
a_n \to \frac{\beta}{\sum_{n=1}^\infty b_n} \tag{6.2.24}
\]

Remarks. 1. Since \( B(1) = \sum b_n \), by hypothesis, \( \sum_{n=1}^\infty b_n \neq 0 \).
2. Section 6.11 discusses analogs of this for \( L^1(\mathbb{R}) \) rather than \( \ell^1(\mathbb{N}) \).

Proof. The map \( \Phi : \ell^1 \to \mathcal{W}(\overline{D}) \)
\[
\Phi(a)(z) = \sum_{n=0}^\infty a_n z^n \tag{6.2.25}
\]
is an isometric isomorphism of algebras if \( \ell^1 \) is given convolution as product and \( \mathcal{W}(\overline{D}) \) pointwise products. By the hypothesis \( B = \Phi(b) \) nonvanishing on \( \overline{D} \) and the Wiener Tauberian theorem, there is \( C = \Phi(c) \) with \( C(z)^{-1} = B(z) \), that is,
\[
c * b = \delta_0 \tag{6.2.26}
\]
Thus, by the abelian result mentioned above,
\[ a_n = [(c * b) * a]_n = [c * (b * a)]_n \rightarrow \beta \sum_{m=1}^{\infty} c_m \]  
(6.2.27)

Since \( B(1)C(1) = 1 \), we see \( \sum_{m=1}^{\infty} c_m = (\sum_{m=1}^{\infty} b_m)^{-1} \), so (6.2.27) is (6.2.24).

There is an analog for \( W(\partial \mathbb{D}) \), which is the set of \( f : \partial \mathbb{D} \rightarrow \mathbb{C} \), so \( \sum_{n=-\infty}^{\infty} |f_n^\theta| < \infty \). This is isomorphic to \( \ell^1(\mathbb{Z}) \) and is an algebra under convolution on the \( \ell^1 \) side and pointwise multiplication on the \( W(\partial \mathbb{D}) \) side. If \( f \in W(\partial \mathbb{D}) \), since \( f_n^\theta \in \ell^1, \sum_{n=-N}^{N} f_n^\theta e^{in\theta} \rightarrow f \) in \( \| \cdot \|_W \). Thus, \( e^{\pm i\theta} \) generate \( W \) since \( e^{-i\theta} = (e^{i\theta})^{-1}, e^{i\theta} \) weakly generates \( W \). Evaluation shows \( \partial \mathbb{D} \subset \sigma_{W(\partial \mathbb{D})}(e^{i\theta}) \) while explicit formulae for \( (e^{i\theta} - z_0)^{-1} \) in terms of geometric power series in \( z_0 \) for \( |z_0| < 1 \) and geometric Laurent series for \( |z_0| > 1 \) show that \( \mathbb{C} \setminus \mathbb{D} \subset \rho_{W(\partial \mathbb{D})}(e^{i\theta}) \). Therefore,
\[ \sigma_{W(\partial \mathbb{D})}(e^{i\theta}) = \partial \mathbb{D} \]  
(6.2.28)

and the same proof as Theorem 6.2.16(a) shows that:

**Theorem 6.2.18** (Wiener’s Tauberian Theorem for \( W(\partial \mathbb{D}) \)). \( f \in W(\partial \mathbb{D}) \) is invertible if and only if for all \( z \in \partial \mathbb{D} \), \( f(z) \neq 0 \).

This has an interesting reformulation on the \( \ell^1 \) side:

**Theorem 6.2.19** (Wiener’s Tauberian Theorem for \( \ell^1(\mathbb{Z}) \)). Let \( a \in \ell^1(\mathbb{Z}) \) and let \( \tau_m(a) \) be defined by
\[ (\tau_m(a))_n = a_{n+m} \]  
(6.2.29)

Then the space, \( T_a \), spanned by \( \{\tau_m(a)\}_{m=-\infty}^{\infty} \) is dense in \( \ell^1(\mathbb{Z}) \) if and only if for all \( e^{i\theta} \in \partial \mathbb{D} \), \( \sum_{n=-\infty}^{\infty} a_n e^{in\theta} \neq 0 \).

**Proof.** If \( b \) has finite support, \( b * a \in T_a \), so for any \( b \in \ell^1, b * a \in \overline{T_a} \). If \( a \) is invertible in \( \ell^1 \) (with convolution as product), \( (c * a^{-1}) * a = c \in \overline{T_a} \) for any \( c \in \ell^1 \). If \( a \) is not invertible, since \( b * a \) is not invertible for any \( b, \|e - b * a\|_1 \geq 1 \) for all \( b \), so \( e \notin \overline{T_a} \) and \( \overline{T_a} \) is not all of \( \ell^1 \). The criteria for invertibility in \( W(\partial \mathbb{D}) \) completes the proof. \( \square \)

**Remark.** This reformulation is important because, while Theorem 6.2.18 requires an identity in \( \ell^1(\mathbb{Z}) \), Theorem 6.2.19 does not. \( L^1(\mathbb{R}, dx) \) doesn’t have an identity, so it will be the analog of Theorem 6.2.19 that we’ll prove in Section 6.11.

Before leaving the subject of algebras of analytic functions, we want to turn to determining \( \hat{A}(\Omega) \). Let \( z \) be the function taking value \( z_0 \) at \( z_0 \in \overline{\Omega} \).
If \( z_1 \notin \overline{\Omega} \), \((z - z_1)^{-1} \in A(\overline{\Omega})\) so \( \sigma_{A(\overline{\Omega})}(z) \subset \overline{\Omega} \). On the other hand, for each \( z \in \overline{\Omega} \), \( \delta_z: f \mapsto f(z) \) is an mlf, so \( \overline{\Omega} \subset \sigma_{A(\Omega)}(z) \), that is, we have proven that
\[
\sigma_{A(\overline{\Omega})}(z) = \overline{\Omega} \tag{6.2.30}
\]
Since, in general, \( z \) does not generate \( A(\overline{\Omega}) \), this is not enough to conclude that \( \hat{A}(\overline{\Omega}) = \overline{\Omega} \) (which we will prove below by other means). But it is an important first step for it implies that if \( \ell \in \hat{A}(\overline{\Omega}) \), then \( z_0 \equiv \ell(z) \in \sigma(z) = \overline{\Omega} \). Suppose \( z_0 \in \Omega \). Then every \( f \in A(\overline{\Omega}) \) has
\[
g(z) = \frac{f(z) - f(z_0)}{z - z_0} \in A(\overline{\Omega}) \tag{6.2.31}
\]
so \( f = f(z_0) + (z - z_0)g \Rightarrow \ell(f) = f(z_0) + (\ell(z) - z_0)\ell(y) = f(z_0) \), showing \( \ell = \delta_{z_0} \).

The same argument would work when \( z_0 \in \partial \Omega \) if (6.2.31) held for all \( f \)'s in \( A(\overline{\Omega}) \). It is easy to see it does not. But it suffices this is true for a dense set of \( f \)'s. The following lemma is thus critical:

Lemma 6.2.20. Let \( f \in A(\overline{\Omega}) \) and \( z_0 \in \overline{\Omega} \). Then there exists \( f_n \in A(\overline{\Omega}) \) so that each \( f_n \) has an analytic continuation to a neighborhood of \( z_0 \) and \( \|f - f_n\|_\infty \to 0 \).

Sketch. We'll sketch the construction and leave the details to Problem 5. Without loss (by translating), we can suppose \( z_0 = 0 \).

1. As a preliminary, we note that for any \( \delta \),
\[
h_\delta(z) = \int_{|w| \leq \delta} |w - z|^{-1} d^2w \tag{6.2.32}
\]
is maximized at \( z = 0 \) (this follows, e.g., from Problem 17 of Section 2.2 of Part 3), where the value is \( 2\pi\delta \), that is,
\[
|h_\delta(z)| \leq 2\pi\delta \tag{6.2.33}
\]

2. It follows that if \( h \) has compact support in \( \mathbb{C} \) and is bounded and measurable that
\[
Q(h)(z) = \int \frac{1}{w - z} h(w) d^2w \tag{6.2.34}
\]
is continuous on \( \hat{\mathbb{C}} = \mathbb{C} \cup \{\infty\} \) (by cutting off \((w - z)^{-1}\) and using (6.2.33) to prove uniform convergence as the cutoff goes away) and is analytic in \( z \) on \((\mathbb{C} \cup \{\infty\}) \setminus \text{supp}(h)\) by Morera’s theorem.

3. As another preliminary, we note, using \( \Delta(\frac{1}{2\pi} \log|z|) = \delta(z) \), \( \Delta = 4\bar{\partial}\partial \) (where \( \partial = \frac{1}{2}(\frac{\partial}{\partial x} - i \frac{\partial}{\partial y}) \), \( \bar{\partial} = \frac{1}{2}(\frac{\partial}{\partial x} + i \frac{\partial}{\partial y}) \), \( \frac{1}{2\pi} \log|z| = \frac{1}{4\pi}[(\log z) + (\log \bar{z})] \),
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and \( \partial \log z = 1/z \), that as distributions,

\[
\frac{\partial}{\partial \bar{w}} \left[ \frac{1}{\pi} (w - z)^{-1} \right] = \delta(w - z)
\]

(6.2.35)

that is, if \( g \in C_0^\infty(\mathbb{C}) \), then

\[
\frac{1}{\pi} \int \frac{1}{w - z} \frac{\partial g}{\partial \bar{w}}(w) \, d^2w = -g(z)
\]

(6.2.36)

(4) For \( f \in A(\overline{\Omega}) \) extended continuously to \( \hat{\mathbb{C}} \) (using the Tietze extension theorem (Theorem 2.2.5 of Part 1)) and \( g \in C_0^\infty(\mathbb{C}) \), define

\[
F(f, g)(z) = \int \frac{f(w) - f(z)}{w - z} \frac{\partial g}{\partial \bar{w}} d^2w
\]

(6.2.37)

We claim first since, for \( z \in \Omega \), \((f(w) - f(z))/(w - z)\) is analytic in \( w \) on \( \Omega \), \( F(f, g)(z) \) is analytic in \( z \) on \( \Omega \) (by Morera’s theorem). Moreover, by using (6.2.36) on the \(-f(z)\) term, we see

\[
F(f, g)(z) = f(z)g(z) + Q \left( f \frac{\partial g}{\partial \bar{w}} \right)
\]

(6.2.38)

(5) Pick \( g_n(w) \) in \( C_0^\infty \) supported in \( \{w \mid |w| \leq \frac{2}{n} \} \) so that \( g_n(w) = 1 \) on \( \{w \mid |w| \leq \frac{1}{n} \} \), and so that, for a constant, \( D \),

\[
\left\| \frac{\partial g_n}{\partial \bar{w}} \right\|_\infty \leq Dn
\]

(6.2.39)

and define on \( \hat{\mathbb{C}} \),

\[
f_n(z) = f(z) - F(f, g_n)
\]

(6.2.40)

As noted, \( F(f, g_n) \) is analytic in \( \Omega \) and by (6.2.38) and continuity of \( Q \), continuous on \( \hat{\mathbb{C}} \), so \( f_n \in A(\overline{\Omega}) \). On \( \{z \mid |z| < \frac{1}{n} \} \), by (6.2.38) and \( g_n(z) = 1 \), we see that \( f_n(z) = -Q(f \frac{\partial g_n}{\partial \bar{w}})(z) \) which is analytic there since \( Q \) is analytic off \( \text{supp}(f \frac{\partial g_n}{\partial \bar{w}}) \subset \{w \mid \frac{1}{n} \leq |w| \leq \frac{2}{n} \} \).

(6) For \( |z| > \frac{2}{n} \), by (6.2.38), \( (f - f_n) = Q(f \frac{\partial g_n}{\partial \bar{w}}) \) is analytic, including at \( \infty \) on account of (2). Thus, by the maximum principle,

\[
\sup_{z \in \hat{\mathbb{C}}} |f(z) - f_n(z)| = \sup_{|z| \leq \frac{2}{n}} |f(z) - f_n(z)|
\]

(6.2.41)

\[
\leq Dn \sup_{|z| \leq \frac{2}{n}, |w| \leq \frac{2}{n}} |f(w) - f(z)|(2\pi \left( \frac{2}{n} \right))
\]

(6.2.42)

where, crudely estimated, \( F(f, g_n) \) is given by (6.2.37) by bounding \( \left| \frac{\partial g_n}{\partial \bar{w}} \right| \) by (6.2.39), and \( \int_{|w| \leq \frac{2}{n}} |w - z|^{-1} \, d^2w \) by (6.2.33). In (6.2.42), the \( n \) and \( \frac{1}{n} \) cancel.
and the sup goes to zero as \( n \to \infty \) by continuity of \( f \) at \( z_0 = 0 \). Thus, in \( \mathbb{A}(\overline{\Omega}) \), \( f - f_n \to 0. \)

\[ \]  

**Theorem 6.2.21** (Arens’ Theorem). \( \mathbb{A}(\overline{\Omega}) = \overline{\Omega} \) in that every mlf is of the form \( \ell(f) = f(z_0) \) for a \( z_0 \in \overline{\Omega} \).

**Proof.** Let \( \ell \in \mathbb{A}(\overline{\Omega}) \). As noted above, \( \ell(z) \equiv z_0 \in \overline{\Omega} \). Given \( f \in \mathbb{A}(\overline{\Omega}) \), use the lemma to find \( f_n \in \mathbb{A}(\overline{\Omega}) \) so that

\[
\|f_n - f\|_{\infty} \to 0, \quad f_n \text{ analytic in a neighborhood of } z_0
\]

(6.2.43)

Let

\[
g_n(z) = \frac{f_n(z) - f_n(z_0)}{z - z_0}
\]

(6.2.44)

which is in \( \mathbb{A}(\overline{\Omega}) \) if we define it to be \( g'_n(z_0) \) at \( z = z_0 \).

Thus,

\[
\ell(f) = \lim \ell(f_n)
\]

\[
= \lim \ell(f_n(z_0) + (z - z_0)g_n)
\]

\[
= \lim \left[ f_n(z_0) + \ell(g_n)(\ell(z - z_0)) \right]
\]

\[
= \lim f_n(z_0) = f(z_0)
\]

(6.2.45)

proving that \( \ell \) is evaluation at \( z_0 \). \( \square \)

That completes our discussion of \( \mathbb{A} \) when \( \mathbb{A} \) is an algebra of analytic functions.

**Example 6.2.22** \((L^\infty (X, d\mu))\). Let \( \mu \) be a Baire measure on \( X \), a locally compact, \( \sigma \)-compact space. Let \( \mathbb{A} = L^\infty (X, d\mu) \). Then (Problem 46) \( \mathbb{A} \) is an isometry of \( L^\infty \) onto \( C(\mathbb{A}) \) and \( \mathbb{A} \) is totally disconnected, that is, the only connected subsets are single points.

Next we turn to \( \mathbb{A} = L^1(G, d\mu) \), where \( G \) is a locally compact abelian (henceforth LCA) group and \( \mu \) is Haar measure. We use \( (x, y) \mapsto x + y \) for the group product, minus for the inverse, and 0 for the group identity.

**Definition.** A character on an LCA group is a continuous function \( \chi: G \to \partial \mathbb{D} = \{ z \in \mathbb{C} \mid |z| = 1 \} \) obeying

\[
\chi(x + y) = \chi(x)\chi(y), \quad \chi(0) = 1
\]

(6.2.46)

Given a character \( \chi \), we define \( \ell_\chi \) on \( L^1 \) by

\[
\ell_\chi(f) = \int f(x) \overline{\chi(x)} d\mu(x)
\]

(6.2.47)
Theorem 6.2.23. Every $\ell_\chi$ is an element of $L^1(G, d\mu)$, and conversely, for every $\ell \in L^1(G, d\mu)$, there is a unique character, $\chi$, so $\ell = \ell_\chi$.

Remark. Our proof that $\ell_\chi$ is an mlf only requires $\chi$ be measurable and obey (6.2.46), but we prove that every mlf is an $\ell_\chi$ with $\chi$ continuous. Thus, any measurable character is a.e. a continuous character and if we demand (6.2.46) for all $x, y$, one can see (Problem 7) that they are equal everywhere, not just a.e. This is a special case of a general result we’ll prove for group representation in Theorem 6.8.2.

Proof. If $\ell_\chi$ is given by (6.2.47), we have

$$
\ell_\chi(f * g) = \int f(x - y)g(y)\overline{\chi(x)}d\mu(x)d\mu(y)
= \int f(w)g(y)\overline{\chi(w + y)}d\mu(w)d\mu(y)
= \int f(w)\overline{\chi(w)}g(y)\overline{\chi(y)}d\mu(w)d\mu(y)
= \ell_\chi(f)\ell_\chi(g)
$$

so $\ell_\chi$ is an mlf.

Uniqueness of $\chi$ follows from uniqueness of $L^\infty$-representatives of $\ell \in (L^1)^*$. Conversely, suppose $\ell$ is an mlf on $L^1$ not identically 0. Pick $f \in L^1(G, d\mu)$ with $\ell(f) \neq 0$. Define for each $x \in G$ and $h \in L^1$, $\tau_x(h)$ by

$$
\tau_x(h)(y) = h(y - x)
$$

and define $\chi(x)$ by

$$
\chi(x) = \frac{\ell(\tau_x(f))}{\ell(f)}
$$

It is easy to see (Problem 8) that $x \mapsto \tau_x f$ is continuous in $L^1$, so $\chi$ is continuous. Since $\|\tau_x(f)\|_1 = \|f\|_1$ and $\ell$ is bounded, $\chi \in L^\infty$.

It is easy to see that $\tau_x$ commutes with convolution, that is,

$$
\tau_x(g * h) = (\tau_x g) * h = g * (\tau_x h)
$$

In particular,

$$
\tau_x f * \tau_{-x} f = \tau_x \tau_{-x} (f * f) = f * f
$$

so applying $\ell$ to this and using $\ell(g * h) = \ell(g)\ell(h)$, we see

$$
\chi(x)\overline{\chi(-x)} = 1
$$

Similarly,

$$
\tau_x f * \tau_y f = \tau_{x+y} f * f
$$
which implies
\[ \chi(x + y) = \chi(x)\chi(y) \] (6.2.55)

In particular, \( \chi(nx) = \chi(x)^n \), so \( \chi \in L^\infty \) implies \(|\chi(x)| \leq 1 \). Since \(|\chi(-x)| \leq 1 \), we have by (6.2.55) that
\[ |\chi(x)| = 1, \quad -\chi(x) = \chi(x) \] (6.2.56)

Convolution can be rewritten
\[ f * g = \hat{g}(x)(\tau_{-x}(f)) \, d\mu(x) \] (6.2.57)
first pointwise, but then multiplying by \( h(y) \in L^\infty \) and integrating and using Fubini’s theorem,
\[ L(f * g) = \int g(x)L(\tau_{-x}(f)) \, d\mu(x) \] (6.2.58)
for any linear functional \( L \). In particular, picking \( \ell = L \) and using \( \ell(f * g) = \ell(f)\ell(g) \) and \( \ell(f) \neq 0 \), we see that
\[ \ell(g) = \int g(x)\chi(-x) \, d\mu(x) = \int g(x)\overline{\chi(x)} \, d\mu(x) \] (6.2.59)
so \( \ell \) is an \( \ell_\chi \).

In Section 6.9 we’ll study \( \widehat{L^1(G, d\mu)} \) further, but we mention several results now:

1. Using the notion of positive functionals that we’ll discuss in the next section, we’ll prove there are enough characters so that \( f \mapsto \hat{f} \) is injective, that is, \( L^1(G, d\mu) \) is semisimple.

2. We’ll show the Gel’fand topology on \( \widehat{L^1} \) is equivalent to pointwise convergence, that is, \( \ell_{\chi_0} \to \ell_\chi \) in \( \sigma((L^1)^*, L^1) \) if and only if \( \chi_0(x) \to \chi(x) \) for each \( x \). In this topology, the characters form a topological group under pointwise multiplication which is also an LCA group, called \( \hat{G} \).

There is a natural induced normalization of Haar measure on \( \hat{G} \) so that the Fourier inversion and Plancherel theorems hold.

**Example 6.2.24** (Characters for \( \mathbb{R}^\nu, \mathbb{T}^\nu, \mathbb{Z}^\nu \)). By a simple argument (Problem 9),
\[ \widehat{G_1 \times G_2} = \widehat{G_1} \times \widehat{G_2} \]
that is, any character on \( G_1 \times G_2 \) has the form \((x_1, x_2) \mapsto \chi_1(x_1)\chi_2(x_2)\) for \( \chi_j \) a character on \( G_j \). Thus, we need only look at \( \mathbb{R}, \mathbb{T}, \mathbb{Z} \).

Consider \( \mathbb{R} \) first. If \( f \in C_0^\infty(\mathbb{R}) \), \( x \mapsto \tau_x f \) is a \( C^\infty \)-function of \( \mathbb{R} \) to \( L^1 \). Since \( C_0^\infty(\mathbb{R}) \) is dense in \( L^1 \), for any \( \ell \in (L^1)^* \), we can pick \( f \in C_0^\infty(\mathbb{R}) \) with \( \ell(f) \neq 0 \). This shows that \( \chi \in \hat{\mathbb{R}} \) is a \( C^\infty \)-function. Letting \( \beta = \chi'(0) \) and differentiating \( \chi(x + y) = \chi(x)\chi(y) \) at \( y = 0 \) leads to \( \chi'(x) = \beta \chi(x) \). Thus,
since $\chi(0) = 1$, $\chi(x) = e^{\beta x}$. $|\chi(x)| = 1$ for all $x$ implies $\beta \in i\mathbb{R}$. It is easy to see every such function is in $\hat{\mathbb{R}}$. Thus, if

$$\chi_k(x) = e^{ikx}, \quad k \in \mathbb{R} \quad (6.2.60)$$

then

$$\hat{\mathbb{R}} = \{\chi_k | k \in \mathbb{R}\} \cong \mathbb{R} \quad (6.2.61)$$

Therefore, the Gel’fand transform on $L^1(\mathbb{R}, d\nu)$ is

$$\hat{f}(k) = \int e^{-ikx} f(x) d\nu x \quad (6.2.62)$$

which is essentially the Fourier transform (except for the pesky $(2\pi)^{-\nu/2}$).

For $\mathbb{T}$, again $\chi$ is $C^\infty$ in $\theta$ (as a function of $e^{i\theta}$), so $\chi(e^{i\theta}) = e^{ik\theta}$, but the requirement of single-valuedness and continuity on $\mathbb{T}$ (i.e., $2\pi$-periodicity in $\theta$) implies $k \in \mathbb{Z}$. Thus,

$$\hat{\mathbb{T}}^\nu = \mathbb{Z}^\nu \quad (6.2.63)$$

and the Gel’fand transform maps $L^1(\mathbb{T}, d\nu \theta, (2\pi)^\nu)$ to $\ell_0^\infty(\mathbb{Z}^\nu)$ (sequences going to zero at $\infty$) and is just $f \mapsto f^\sharp$ in the language of Fourier series (see Section 3.5 of Part 1).

For $\mathbb{Z}$, $\chi(1) \in \partial \mathbb{D} \cong \mathbb{T}$ and $\chi(n) = \chi(1)^n$, that is, $\chi(n) = e^{in\theta}$. Thus,

$$\hat{\mathbb{Z}}^\nu \cong \mathbb{T}^\nu \quad (6.2.64)$$

and the Gel’fand transform is the inverse of Fourier series. Thus, Fourier analysis is a special case of the Gel’fand transform!

Notice also $\mathbb{Z}^\nu$ and $\mathbb{T}^\nu$ have the fact that $\hat{\hat{G}} = G$. This illustrates Pontryagin duality which says $\hat{\hat{G}} = G$ in general. It is discussed in Section 6.9.

Given the spectral radius formula and the fact that the Gel’fand transform is the Fourier transform (given our normalization, only up to $(2\pi)^{-\nu/2}$), we obtain the following theorem of Beurling (proven before the Gel’fand theory):

**Theorem 6.2.25** (Beurling [54]). If $f \in L^1(\mathbb{R}^\nu)$, then

$$\|\hat{f}\|_\infty = \lim_{n \to \infty} (2\pi)^{-\nu/2} \|f \ast \cdots \ast f\|_1^n \quad (6.2.65)$$

**Example 6.2.26** (Characters for $\mathbb{R}_+$ and Laplace Transforms). The same argument that shows mlf’s on $L^1(G, d\mu)$ are associated to characters works for abelian semigroups with an invariant measure. In particular, for $\mathbb{R}_+ = [0, \infty)$, we want $\chi$’s obeying (6.2.46), but since there aren’t additive inverses,
we can’t argue $|\chi(x)| = 1$ but only $|\chi(x)| \leq 1$. Thus, $\chi_\alpha(x) = e^{-\alpha x}$ with $\text{Re} \alpha \geq 0$, that is,

$$L^1([0, \infty), dx) = \mathbb{H}_+ \equiv \{\alpha \mid \text{Re} \alpha \geq 0\}$$

The Gel’fand transform is

$$\hat{f}(\alpha) = \int_{0}^{\infty} e^{-\alpha x} f(x) \, dx$$

which is just the Laplace transform. □

As a final topic, we discuss regular abelian Banach algebras. In the Notes to Section 2.2 of Part 1, we defined a completely regular space as a topological space where points are closed and points can be separated from closed sets by continuous functions. This is connected with the following

**Definition.** An abelian Banach algebra is called regular if for all $\ell \in \hat{\mathcal{A}}$ and closed sets $K \subset \hat{\mathcal{A}}$ with $\ell \notin K$, there exists $f \in \mathcal{A}$ so that $\hat{f}(\ell) = 1$ and $\hat{f} \upharpoonright K \equiv 0$.

By Urysohn’s lemma, $C(X)$ is regular, and for a normal operator, the spectral theorem (see Section 6.4) implies $\mathcal{A}_{A,A^*}$ is regular. For spaces of analytic functions where, typically, $\hat{f}$ is analytic on suitable closed sets, regularity does not hold. Using $C_0^\infty$-functions (and the fact that $S \subset (\text{Ran}(\gamma) : L^1(\mathbb{R}^n) \to C_\infty(\mathbb{R}^n))$, it is clear that $L^1(\mathbb{R}^n, d^n x)$ is regular. It is a deeper result that for all LCA groups, $L^1(G, d\mu)$ is regular.

Given a set $S$ in $\hat{\mathcal{A}}$, one defines its kernel as

$$k(S) = \{f \in \mathcal{A} \mid \hat{f} \upharpoonright S = 0\}$$

(6.2.67)

Notice that if $S$ is thought of as a set of maximal ideals, $k(S)$ is the intersection of the ideals in $S$. Given a set $T \subset \mathcal{A}$, we define its hull by

$$h(T) = \{\ell \in \hat{\mathcal{A}} \mid \ell(f) = 0 \text{ for all } f \in T\}$$

(6.2.68)

Notice $h(T)$ is the set of maximal ideals containing $T$.

In Problem 10, the reader will prove that if $\mathcal{A}$ is a regular algebra, then for any $S \subset \hat{\mathcal{A}}$,

$$h(k(S)) = \overline{S}$$

(6.2.69)

the closure in the Gel’fand topology. In general, $S \mapsto h(k(S))$ can be shown to be a closure operation and so it generates a topology known as the hull-kernel topology. Since any hull is closed in the Gel’fand topology, this topology is weaker than the Gel’fand topology. It is known (see the Notes) that the hull-kernel topology is Hausdorff if and only if $\mathcal{A}$ is regular if and only if the Gel’fand and hull-kernel topologies agree.
Notes and Historical Remarks.

Vladimir Arnold, who with Gel’fand was one of Kolmogorov’s most brilliant pupils, suggested that, if both men arrived in a mountainous country, Kolmogorov would start scaling the highest peaks, while Gel’fand would start building roads.

—London Times obituary of I. M. Gel’fand

What we call Mazur’s theorem is due to Mazur [470]. Mazur actually stated the more subtle theorem that the only Banach algebras over $\mathbb{R}$ (not $\mathbb{C}$) that are division rings are $\mathbb{R}$, $\mathbb{C}$, and the quaternions. Mazur’s paper has no proof but is only an announcement (it is claimed because the editor insisted he shorten an already simple proof). Mazur’s proof first appeared in a 1973 book [772] written by a member of his school. It began with the complex case using analytic functions and the use of harmonic functions to handle the real case.

Mazur’s result is an infinite-dimensional analog of a 1878 theorem of Frobenius [211] that the only finite-dimensional algebras over $\mathbb{R}$ which are division rings are $\mathbb{R}$, $\mathbb{C}$, and the quaternions. Gel’fand [228] found the complex version using the proof we do here so that some refer to this result as the Gel’fand–Mazur theorem. This paper first had the spectral radius formula used in this proof. Stone [672] has a proof of Mazur’s theorem that avoids analytic function theory. Bogdan [76] has an interesting pedagogical presentation of the full division algebra over $\mathbb{R}$ theorem. In particular, he has a version of Frobenius’ theorem that replaces the conditions of existence of identity and inverses with the weaker condition of no zero divisors.

Gel’fand announced his results in 1939 [226] and published the details in 1941 [228]. Shortly after the announcement in 1940, Gel’fand, Raikov, and Shilov wrote a long review [235], only published in 1946 because of the war. This appeared in English translation as a book [236].

Israel Moissevich Gel’fand (1913–2009) was a Jewish Soviet mathematician born in a small town in the southern Ukraine. Because his father had been a mill owner, he was expelled from high school, so he went to Moscow at age 16 and taught elementary mathematics in evening school while attending lectures at Moscow University. At age 19, he was admitted as a graduate student (with no elementary degrees!) and did a thesis in functional analysis under Kolmogorov. His initial publication in the theory of normed rings in 1938 was his second thesis.

He was a professor in Moscow State University from 1941 until 1990 when he moved to the US (at age 76) and became a professor at Rutgers. In 1953, he was made an associate member of the Russian Academy, but despite being the most active Russian mathematician, because of antisemitism, he

1http://www-history.mcs.st-andrews.ac.uk/Obits2/Gelfand_Times.html
only became a full member in 1984, several years after winning the Wolf Prize.

Gel'fand was a machine builder rather than a solver of specific problems. Besides Banach algebra, he was a key figure in the development of distribution theory (with a series of five books shortly after Schwartz’ work), inverse scattering theory (Gel'fand–Levitan equation), and representation and cohomology theory of Lie groups. He was also instrumental in the development that led to the Atiyah–Singer index theorem.

His students include Berezin, Bernstein, Kirillov, Shilov, and Szemerédi. His weekly seminar, which ran for many years, was a famous fixture of the Moscow mathematics scene. Around 1960, Gel'fand got interested in cell biology and became an important researcher in control systems in complex multicell systems. He also developed a famous program for gifted high-school students, something he repeated after he came to the US.

The uniqueness of the norm theorem (Corollary 6.2.8) is due to Johnson [348].

An important precursor to Gel'fand’s work is Stone’s work in 1937 [670], where he defined his version of the Stone–Čech compactification as the maximal ideal space (he used the term “divisorless ideals”) of $C(X)$ with $X$ a completely regular space. He did not have a connection to mlf’s, so no duality and no Gel’fand transform. Also, he didn’t have the Gel’fand topology but rather used what we call the hull-kernel topology (and others call the Stone topology and still others the Jacobson topology)—in the case of $C(X)$, it agrees with Gel’fand topology, as we have seen. While Stone’s work is only a partial first step towards the Gel’fand theory, given that Gel’fand–Kolmogorov have a paper [230] extending Stone’s work, it seems likely it was a factor in Gel’fand’s thinking.

The Wiener Tauberian theorem was proven by Wiener in 1932 [757]. He also had a version for $L^1(\mathbb{R}, dx)$: If $f \in L^1$, then $\{\tau_x f\}_{x \in \mathbb{R}}$ is dense in $L^1$ if and only if $\hat{f}(k) \neq 0$ for all $k$. This in turn implies that if $h \in L^\infty$ and $\lim_{x \to \infty} (h * f)(x) = \alpha$ for some $f$ with $\hat{f}(k) \neq 0$ for all $k$, then $\lim_{x \to \infty} (h * g)(x) = \alpha(\int g(x) \, dx / \int f(x) \, dx)$. We discuss Wiener’s result in Section 6.11. The Wiener–Lévy theorem is an extension by Lévy [443].

Because Wiener’s proof was so complicated, Gel’fand’s Banach algebra proof in [227] caused quite a stir. Regular algebras were introduced to extend the result from the discrete $\ell^1$ or $\ell^1_+$ case to $L^1$. As noted, Problem 11 has a simple proof of Newman for the $\ell^1$ case which doesn’t extend to $L^1$.

There was, for a time, a famous open question about the maximal ideal space of $H^\infty(\mathbb{D})$. Clearly this space contains $\mathbb{D}$ via evaluating, i.e., $\ell_2(f) = f(z)$. The Corona conjecture asserted that $\mathbb{D}$ was dense in $H^\infty(\mathbb{D})$, i.e.,
every maximal ideal was defined via limits of nets in \( \mathbb{D} \). The name comes from the fact that this says \( \mathbb{D} \), unlike the sum, doesn’t have a corona! It was solved affirmatively by Carleson [103] in 1962. A slick proof due to Tom Wolff can be found in Garnett [223], Koosis [402], and Narasimhan–Nievergelt [494]. Gamelin [220] has a particularly elementary variant. For extensions of the Corona theorem to infinitely connected subsets of \( \hat{\mathbb{C}} \), see Carleson [105, 103] and Jones–Marshall [351].

Arens’ theorem is due to Arens [22] in 1958.

That the Gel’fand spectrum of an \( L^1 \)-algebra is \( \hat{\mathbb{G}} \) is basic to the approach of Fourier analysis on LCA groups, and we discuss its history in the Notes to Section 6.9.

The notion of regular algebra goes back to Shilov [623, 624]. For a discussion of the relation of regularity to equality of the Gel’fand and hull-kernel topology and to the Hausdorff nature of the hull-kernel topology, see the monograph of Kaniuth [368].

Problems

1. This problem will lead you through an “elementary” proof of the Wiener Tauberian theorem for \( \ell^1(\mathbb{Z}) \). Let \( \mathcal{W}(\partial \mathbb{D}) \) be the set of functions, \( f \), on \( \partial \mathbb{D} \) with \( \|f\|_{\mathcal{W}} \equiv \sum_{n=-\infty}^{\infty} |f_n^\sharp| < \infty \), where

\[
    f_n^\sharp = \int_0^{2\pi} e^{-in\theta} f(e^{i\theta}) \frac{d\theta}{2\pi}
\]

(a) If \( f \) is \( C^1 \), prove that \( f \in \mathcal{W}(\partial \mathbb{D}) \) and for a universal constant, \( C \),

\[
    \|f\|_{\mathcal{W}} \leq C(\|f\|_1 + \|f'\|_1) \tag{6.2.71}
\]

(\textit{Hint:} \( \sum_{n\neq 0} \frac{1}{n^2} < \infty \).)

(b) If \( g \) is \( C^1 \) with \( |g(e^{i\theta})| \geq \varepsilon > 0 \) for all \( \theta \), prove that for a \( g \)-dependent constant, \( D \), and all \( k \geq 0 \), that

\[
    \|g^{-k}\|_{\mathcal{W}} \leq Dk\varepsilon^{-k} \tag{6.2.72}
\]

(c) Prove the \( C^1 \)-functions are dense in \( \mathcal{W} \). (\textit{Hint:} Truncate the Fourier series!)

(d) If \( x, y \in \mathfrak{A} \), an abelian Banach algebra with identity, with \( y \) invertible, prove that

\[
    x \sum_{n=0}^{N} \frac{(y-x)^n}{y^{n+1}} = 1 - \frac{(y-x)^{N+1}}{y^{N+1}} \tag{6.2.73}
\]
and conclude that if
\[
\sum_{n=0}^{\infty} \left\| \frac{(y-x)^n}{y^{n+1}} \right\| < \infty
\] (6.2.74)
then \( x \) is invertible.

(e) If \( f \in \mathcal{W}(\partial \mathbb{D}) \) has \( \alpha \equiv \inf_{\theta} |f(e^{i\theta})| > 0 \), prove that \( f \) has an inverse in \( \mathcal{W}(\partial \mathbb{D}) \). (Hint: Find \( g \in C^1 \) so that \( \|f - g\| < \frac{1}{2} \alpha \).

Remarks. 1. This proof is due to Newman [503] but is close to one in Zygmund’s classic book [777].
2. Since this relies on strict positivity and an identity, this proof does not extend to \( L^1(\mathbb{R}) \). Since it uses derivatives, it doesn’t extend to general discrete LCA groups.

2. (a) Extend the argument of Problem 1 to \( \mathcal{W}(\mathbb{D}) \).
(b) Use the argument of Problem 1 to prove the Lévy–Wiener theorem.

3. Find a Banach algebra proof of an analog of the Wiener Tauberian theorem for \( \ell^1(G) \) with \( G \) a discrete abelian group.

4. Let \( \mathfrak{A} \) be an abelian Banach algebra with identity, \( e \).
(a) Let \( x_1, \ldots, x_n \in \mathfrak{A} \). Prove that exactly one of the following holds:
(i) \( \exists \ell \in \hat{\mathfrak{A}} \) so that \( \hat{x}_j(\ell) = 0 \) for \( j = 1, \ldots, n \).
(ii) \( \exists y_1, \ldots, y_n \in \mathfrak{A} \) so that \( \sum_{j=1}^{n} x_j y_j = e \)
(Hint: Consider the set \( \{ \sum_{j=1}^{n} x_j y_j \} \).)
(b) Prove the following theorem of Wiener: If \( f_1, \ldots, f_n \in \mathcal{W}(\mathbb{D}) \) with no common zero in \( \mathbb{D} \), then there exists \( g_1, \ldots, g_n \in \mathcal{W}(\mathbb{D}) \) so that \( \sum_{j=1}^{n} f_j g_j \equiv 1 \).

5. This will provide the details of the proof of Lemma 6.2.20
(a) Prove that \( h_\delta \) given by (6.2.32) is maximized at \( z = 0 \).
(b) Let \( Q_\delta(h) \) be (6.2.34) modified for the integral to go over \( \{ w \mid |w-z| \geq \delta \} \). Prove \( Q_\delta(h)(z) \) is continuous on \( \hat{\mathbb{C}} = \mathbb{C} \cup \{ \infty \} \) (with \( Q_\delta(h)(\infty) = 0 \)) and that \( \|Q_\delta - Q\|_\infty \to 0 \). Conclude that \( Q(h) \) is continuous on \( \hat{\mathbb{C}} \).
(c) Prove \( Q(h) \) is analytic on \( \hat{\mathbb{C}} \setminus \text{supp}(h) \). (Hint: Morera.)
(d) Verify (6.2.36) for \( g \in C_0^\infty(\mathbb{C}) \).
(e) If \( f \in \mathcal{A}(\overline{\Omega}) \), prove \( f \) is the restriction of a continuous function on \( \hat{\mathbb{C}} \) (which we’ll call \( f \)).
(f) Define \( F \) by (6.2.37) and prove it is analytic in \( \Omega \).
(g) Prove (6.2.38).
6.2. Gel’fand Theory

(h) Prove $g_n$ can be picked obeying (6.2.39) with $g_n(z) = 1$ if $|z| \leq 1/n$ and $= 0$ if $|z| \geq 1/n$.

(i) Prove that $f_n$ given by (6.2.40) is in $A(\hat{\Omega})$ and analytic in \{z \mid |z| < 1/n\}.

(j) Prove that \[ \|f - f_n\|_{\infty, \hat{\mathcal{A}}} \to 0. \]

6. Let $\mathcal{A} = L^\infty(X, d\mu)$, where $\mu$ is a Baire measure on $X$, a locally compact, $\sigma$-compact space (actually, the arguments below work for any $\sigma$-finite measure space). This will show $\hat{\sim}$ is an isometry of $\mathcal{A}$ to $C(\hat{\mathcal{A}})$ and that $\hat{\mathcal{A}}$ is totally disconnected.

(a) Prove $\mathcal{A}$ is a Banach algebra under $\| \cdot \|_\infty$ and pointwise operations.

(b) Prove $\|\hat{f}\| = \|f\|$. (Hint: $\|f^n\|_\infty = \|f\|_{\infty^n}$.)

(c) If $f$ is real-valued, prove that $\hat{f}$ is real-valued. (Hint: If $\lambda \in \mathbb{C} \setminus \mathbb{R}$, prove $\lambda \not\in \sigma(f)$.)

(d) Prove that $\hat{\chi} = \hat{f}$.

(e) Prove Ran($\hat{\sim}$) = $C(\hat{\mathcal{A}})$ and conclude $\hat{\sim}$ is an isometric isomorphism of $\mathcal{A}$ and $C(\hat{\mathcal{A}})$.

(f) Let $A \subset X$ be a Baire set. Prove that $\hat{\chi}_A$ is the characteristic function of a set $\hat{A} \in \hat{\mathcal{A}}$ with $\hat{A}$ both open and closed.

(g) Given distinct $\ell_1, \ell_2 \in \hat{\mathcal{A}}$, prove there is $f$ which is a finite sum of $\sum_{j=1}^N \alpha_j \chi_{A_j}$, where $\alpha_j \in \mathbb{C}$ and $A_j$ are disjoint Baire sets so that $\ell_1(f) \neq \ell_2(f)$.

(h) Prove there is a Baire set, $A$, so $\ell_1 \in \hat{A}$, $\ell_2 \not\in \hat{A}$ and conclude there is no connected set $B \subset \mathcal{A}$ so $\ell_1, \ell_2 \in B$.

(i) Prove that $\hat{\mathcal{A}}$ is totally disconnected.

7. Let $G$ be a locally compact abelian group, $\chi: G \to \partial\mathbb{D}$ a measurable function, so that (6.2.46) holds for all $x, y \in G$. Suppose $\chi$ is not a.e. 0. Prove that $\chi$ is a continuous function. (Hint: Prove $\chi$ is given by (6.2.50).)

8. Let $G$ be a metrizable locally compact group.

(a) If $f \in C_0(G)$, the continuous function of compact support, prove that $x \mapsto \tau_x(f)$ is continuous in $x$ as an $L^1$-valued function. (Hint: Dominated convergence.)

(b) For any $f \in L^1(G, d\mu)$, prove that $x \mapsto \tau_x(f)$ is continuous in $x$ as an $L^1$-valued function.

(c) Extend this to $L^p$ for $1 < p < \infty$. 
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9. (a) If \( G_1, G_2 \) are two LCA groups, prove that \( \hat{G_1 \times G_2} = \hat{G_1} \times \hat{G_2} \),
where \( \hat{G_j} \) is the Gel’fand spectrum of \( L^1(G, d\mu) \).
(b) State and prove an analog of this for general abelian Banach algebras.

10. Let \( \mathfrak{A} \) be an abelian Banach algebra.
(a) For any \( S \subset \widehat{\mathfrak{A}} \), prove that
\[ S \subset h(k(S)) \] (6.2.75)
(b) For any \( T \subset \mathfrak{A} \), prove that \( h(T) \) is closed in the Gel’fand topology.
(c) If \( \mathfrak{A} \) is regular, prove that (6.2.70) holds, and conversely, if (6.2.70)
holds, then \( \mathfrak{A} \) is regular.

11. This problem will lead you through the proof of the following theorem
of Gleason [249] and Kahane–Żelazko [364]: A codimension 1 subspace,
\( X \), of an abelian Banach algebra, \( \mathfrak{A} \), with identity is a maximal ideal if
and only if all \( x \in X \) are noninvertible. One direction is immediate, so
suppose \( X \) has codimension 1 and no invertible elements.
(a) Prove there exists a continuous \( \ell: \mathfrak{A} \to \mathbb{C} \) with \( \ell(e) = 1 \) and \( \text{Ker} \ell = X \). (Hint: Use the fact that the noninvertible elements are closed.)
(b) Fix \( x \in X \). Prove that \( f(z) = \ell(e^{z x}) \) is an entire function with no
zeros (here \( e^{z x} \equiv \sum_{n=0}^{\infty} (zx)^n / n! \)).
(c) Prove that \( |f(z)| \leq \|\ell\| \exp(|z| \|x\|) \) and conclude that for some \( \alpha \),
\( f(z) = e^{\alpha z} \). (Hint: The improved Cauchy estimate of Section 3.2 of
Part 2A.)
(d) Prove that \( \ell(x^2) = \ell(x)^2 \).
(e) Prove that \( \ell(xy) = \ell(x)\ell(y) \). (Hint: \( 2xy = (x+y)^2 - x^2 - y^2 \).)
(f) Conclude that \( X \) is a maximal ideal.
(g) In the real Banach algebra, \( C_R([0,1]) \), let \( X = \{ f \mid \int_0^1 f(x) \, dx = 0 \} \).
Prove \( X \) only contains noninvertible elements, is not an ideal, and has
codimension 1 (so this theorem fails for real Banach algebras).

6.3. Symmetric Involutions

\( C(X) \) with \( f \mapsto \bar{f} \) and \( \mathcal{L}(\mathcal{H}) \), \( \mathcal{H} \) a Hilbert space, with \( A \mapsto A^* \), have extra
structure motivating the following:

**Definition.** An *involution* on a Banach algebra, \( \mathfrak{A} \), is a map \( x \mapsto x^* \) of
\( \mathfrak{A} \to \mathfrak{A} \) obeying
(i) \( * \) is antilinear;
(ii) \( * \) is involutive, that is, \( (x^*)^* = x \);
(iii) \( (xy)^* = y^* x^* \) for all \( x, y \in \mathfrak{A} \).
Our goal in this section is to single out a subclass in the abelian case and prove that in that case (when \( \mathfrak{A} \) has an identity), there is a one–one correspondence between those \( \varphi \in \mathfrak{A}^* \) with those \( \varphi(x^*x) \geq 0 \) for all \( x \) and all \( \varphi(e) = 1 \), and \( \mu \in \mathcal{M}_{+,1}(\hat{\mathfrak{A}}) \) via

\[
\varphi(x) = \int \hat{x}(\ell) \, d\mu_{\varphi}(\ell) \tag{6.3.1}
\]

This generalizes Bochner’s theorem (Theorem 6.6.6 of Part 1) and will play a major role in Section 6.9.

**Proposition 6.3.1.** If \( \mathfrak{A} \) is a Banach algebra with identity, \( e \), and involution, \( * \), then

\[
e^* = e \tag{6.3.2}
\]

**Proof.** \( e = (e^*)^* = (e^*e)^* = e^*e = e^*e = e \). \( \square \)

We have not explicitly required that \( * \) be continuous. In Problem [[1]] the reader will show that, for an abelian semisimple Banach algebra, all involutions are bounded. If

\[
\|x^*\| = \|x\| \tag{6.3.3}
\]

we say the involution is *norm-compatible*.

**Definition.** Let \( \mathfrak{A} \) be an (even nonabelian) Banach algebra with involution, \( * \). \( x \in \mathfrak{A} \) is called

(i) **symmetric** if \( x = x^* \);
(ii) **positive** if \( x = y^*y \) for some \( y \in \mathfrak{A} \);
(iii) **unitary** if \( x^*x = xx^* = e \).

**Theorem 6.3.2.** Let \( \mathfrak{A} \) be an abelian Banach algebra with identity and with involution \( * \). Then the following are equivalent:

1. For all \( \ell \in \hat{\mathfrak{A}} \) and \( x \in \mathfrak{A} \),
   \[
   \ell(x^*) = \overline{\ell(x)} \tag{6.3.4}
   \]
2. For all \( x \in \mathfrak{A} \), \( \hat{x}^* = \overline{x} \).
3. Every maximal ideal, \( \mathcal{M} \), has \( \mathcal{M}^* = \mathcal{M} \) in the sense that \( y \in \mathcal{M} \Rightarrow y^* \in \mathcal{M} \).
4. \( \ell(x) \) is real for every symmetric \( x \) and \( \ell \in \hat{\mathfrak{A}} \).
5. \( \ell(x) \) is positive for each positive \( x \in \mathfrak{A} \) and \( \ell \in \hat{\mathfrak{A}} \).
6. For all \( x \in \mathfrak{A} \), \( e + x^*x \) is invertible.
7. \( |\ell(x)| = 1 \) for each unitary \( x \) and \( \ell \in \hat{\mathfrak{A}} \).

**Remark.** (6) is unique in that it doesn’t use \( \hat{\mathfrak{A}} \) and so makes sense in the nonabelian case. Indeed, some authors define an involution to be symmetric if (6) holds. We’ll see it recur in Corollary 6.7.10.
Proof. We will show $(1) \iff (2) \iff (3) \implies (7) \implies (4) \implies (1) \implies (5) \implies (6) \implies (4)$.

$(1) \iff (2)$. Immediate from $\hat{x}(\ell) = \ell(x)$.

$(1) \iff (3)$. If $(6.3.4)$ holds, $\ell(y) = 0 \implies \ell(y^*) = \overline{\ell(y)} = 0$. If $(3)$ holds, $y - \ell(y)e \in \mathcal{M} \implies y^* - \ell(y^*)e \in \mathcal{M} \implies \ell(y^*) = \overline{\ell(y)}$.

$(1) \implies (7)$. If $y^*y = e$, then $1 = \ell(y^*y) = \ell(y^*)\ell(y) = |\ell(y)|^2$ if $(1)$ holds, so $|\ell(y)| = 1$.

$(7) \implies (4)$. Let $x$ be symmetric and $y = e^{ix}$ defined by the power series

$$y = \sum_{n=0}^{\infty} \frac{i^n x^n}{n!}$$

(6.3.5)

By the usual power series manipulation using $(x + w)^n = \sum_{j=1}^{n} \binom{n}{j} x^j w^{n-j}$, one has for all $x, w \in \mathcal{A}$ that

$$e^{i(x+w)} = e^{ix} e^{iw}$$

(6.3.6)

Since $x = x^*$, $y^*$ has the same form as (6.3.5) with $x$ replaced by $-x$. Thus, $y^*y = e$ so $y$ is unitary. By $(7)$, $|\ell(y)| = 1$. By (6.3.5),

$$\ell(y) = \exp(i\ell(x))$$

so $|\ell(y)| = 1$ implies $\text{Im} \ell(x) = 0$ so $\ell(x) \in \mathbb{R}$.

$(4) \implies (1)$. Any $x = w + iy$ with $w = \frac{1}{2}(x + x^*)$, $y = (2i)^{-1}(x - x^*)$, and $w, y$ symmetric. If $\ell(w)$ and $\ell(y)$ are in $\mathbb{R}$, clearly $\ell(x^*) = \ell(w) - i\ell(y) = \overline{\ell(x)}$.

$(1) \implies (5)$. $\ell(y^*y) = |\ell(y)|^2$ if $\overline{\ell(y)} = \ell(y^*)$.

$(5) \implies (6)$. $\ell(x^*x) \geq 0 \implies \ell(e + x^*x) > 0 \implies 0 \notin \sigma(e + x^*x)$, so $(e + x^*x)$ is invertible.

$(6) \implies (4)$. If $(4)$ fails, there is $x = x^*$, so $\ell(x) = \alpha + i\beta$ with $\beta \neq 0$. Let $y = \beta^{-1}(x - \alpha e)$. Then $y = y^*$ and $\ell(y) = i$ and $\ell(e + y^*y) = 1 + \ell(y)^2 = 0$, so $e + y^*y$ is not invertible.

\[ \square \]

Definition. Let $\mathcal{A}$ be an abelian Banach algebra with identity and involution, $\ast$. If one and hence all conditions in Theorem 6.3.2 hold, we say that $\ast$, the involution, is symmetric. If $\mathcal{A}$ doesn’t have an identity, we say the involution is symmetric if $(6.3.4)$ holds. If we extend $\ast$ to $\mathcal{A}$, by setting $e^* = e$, then $(1)–(6)$ hold for $\mathcal{A}_e \iff (6.3.4)$ holds for $\mathcal{A}$.

Notice that if $\ast$ is a symmetric involution, $\text{Ran}(\ast) = \{ \hat{x} \mid x \in \mathcal{A} \}$ is an algebra of continuous functions on $\mathcal{A}$ with $\overline{x} = \hat{x}^* \in \text{Ran}(\ast)$, so $\text{Ran}(\ast)$ is dense in $C(\mathcal{A})$ by the Stone–Weierstrass theorem.
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**Theorem 6.3.3.** Let \( \mathfrak{A} \) be an abelian Banach algebra with identity and symmetric involution. If \( \{x_1, \ldots, x_n, x_1^*, \ldots, x_n^*\} \) weakly generate \( \mathfrak{A} \), then \( \hat{x}_1 \otimes \cdots \otimes \hat{x}_n : \mathfrak{A} \to \hat{\sigma}(x_1, \ldots, x_n) \) is a homeomorphism.

**Proof.** As in the proof of Theorem 6.2.13, it suffices to show that \((\ell(x_1), \ldots, \ell(x_n))\) determines \(\ell\). Since \(\ell(x_j^*) = \ell(x_j)\), \((\ell(x_1), \ldots, \ell(x_n), \ell(x_1^*), \ldots, \ell(x_n^*))\) and that determines \(\ell\) by the proof of Theorem 6.2.13. \(\square\)

**Example 6.3.4.** Two obvious examples are \( f \mapsto \bar{f} \) on \( C(X) \), which is norm-compatible and symmetric, and \( A \mapsto A^* \) on \( L(H) \), which is norm-compatible. If \( \mathfrak{A} \) is an abelian subalgebra with identity of \( L(H) \) and \( U \) is unitary, since \( \|U\| = \|U^*\| = 1 \), we have that \( |\ell(U)| \leq 1, |\ell(U^*)| \leq 1 \) for all \( \ell \in \hat{\mathfrak{A}} \). Since \( \ell(U)\ell(U^*) = \ell(U^*U) = 1 \), we conclude \( |\ell(U)| = 1 \). Thus, for abelian \( C^* \)-algebras, the involution is symmetric.

On \( \mathbb{A}(\overline{\mathbb{D}}) \), define \( * \) by

\[
    f^*(z) = \overline{f(\overline{z})} \tag{6.3.7}
\]

This is a norm-compatible involution but is not a symmetric involution since, if \( \mathcal{M}_{z_0} = \{f \mid f(z_0) = 0\} \), then \( \mathcal{M}_{z_0}^* = \mathcal{M}_{\overline{z}_0} \), not \( \mathcal{M}_{z_0} \).

In \( L^1(G) \), define

\[
    f^*(x) = \overline{f(x^{-1}) \Delta(x^{-1})} \tag{6.3.8}
\]

where \( \Delta \) is the modular function for \( G \) (see Section 4.19 of Part 1). This is a norm-compatible involution (Problem 2). If \( G \) is abelian, \( \Delta \equiv 1 \), and using additive notation for products in \( G \),

\[
    f^*(x) = \overline{f(-x)} \tag{6.3.9}
\]

For \( \chi \) a character on \( G \), \( \overline{\chi(x)} = \chi(-x) \), so

\[
    \hat{f}^*(\chi) = \int f(-x) \chi(x) \, d\mu(x) \nonumber
\]

\[
    = \int \overline{f(x)} \chi(-x) \, d\mu(x) \nonumber
\]

\[
    = \int \overline{f(x)} \chi(x) \, d\mu(x) \nonumber
\]

\[
    = \overline{\hat{f}(\chi)} \tag{6.3.10}
\]

Thus, this involution is symmetric. \(\square\)

**Definition.** Let \( \mathfrak{A} \) be a Banach algebra with involution. A linear functional, \( \varphi \), on \( \mathfrak{A} \) is called positive (or positive definite) if and only if for all \( x \in \mathfrak{A} \),

\[
    \varphi(x^*x) \geq 0
\]

If \( \mathfrak{A} \) has an identity and \( \varphi(e) = 1 \), we say \( \varphi \) is a normalized positive function.
Proposition 6.3.5. Let $*$ be a norm-compatible involution in a Banach algebra with identity. Every positive functional obeys
\[ \varphi(x^*) = \overline{\varphi(x)} \quad \text{(6.3.11)} \]
and
\[ |\varphi(x)| \leq \|x\|\varphi(e) \quad \text{(6.3.12)} \]
In particular, every positive functional is continuous.

Proof. $\varphi((\alpha x + \beta e)^*(\alpha x + \beta e)) \geq 0$ implies the matrix
\[ \begin{pmatrix} \varphi(e) & \varphi(x) \\ \varphi(x^*) & \varphi(x^*x) \end{pmatrix} \]
is positive. It is thus symmetric, implying (6.3.11) and obeys
\[ |\varphi(x)|^2 \leq \varphi(e)\varphi(x^*x) \quad \text{(6.3.13)} \]
since the matrix has a positive determinant.

Consider the power series
\[ (1+z)^{1/2} = \sum_{n=0}^{\infty} c_n z^n \]
which has radius of convergence 1. It follows if $x$ is symmetric with $\|x\| < 1$, then one can use the power series to define
\[ y_\pm = (1 \pm x)^{1/2} \]
which obeys
\[ y_\pm^* = y_\pm \quad y_\pm^2 = 1 \pm x \]
since the $c_n$ are real and $(\sum_{n=0}^{\infty} c_n z^n)^2 = 1 + z$ if $|z| < 1$. Thus, $\varphi(1 \pm x) = \varphi(y_\pm x_\pm) \geq 0$ so if $\|x\| < 1$, $|\varphi(x)| \leq \varphi(e)$. For an arbitrary symmetric $x$, we have $\varphi(x/[\|x\|(1+\varepsilon)]) \leq \varphi(e)$ for any $\varepsilon > 0$, so (6.3.12) holds for $x$ symmetric.

By (6.3.13),
\[ |\varphi(x)|^2 \leq \varphi(e)\varphi(x^*x) \leq \varphi(e)^2\|x^*x\| \leq \varphi(e)^2\|x\|\|x^*\| \]
implying (6.3.12) in general since $\|x^*\| = \|x\|$.

\[ \square \]

Remark. A Banach algebra, $\mathfrak{A}$, with involution, $*$, is said to have an approximate identity if there is a net $\{a_\alpha\}_{\alpha \in I}$ in $\mathfrak{A}$ with $\|a_\alpha\|\|a_\alpha^*\| = 1$ and $\lim_\alpha \|a_\alpha x - x\| = 0$ for all $x \in \mathfrak{A}$. If $\mathfrak{A}$ is not abelian, one also requires $\lim_\alpha \|xa_\alpha - x\| = 0$. It is easy to see that if $\varphi$ is a positive functional on a Banach algebra without identity but with approximate identity and involution, $*$, and $\varphi$ is continuous, then $\varphi$ extended to $\mathfrak{A}_e$ by setting $\varphi(e) = \|\varphi\|$ is positive on $\mathfrak{A}_e$ (Problem 3). This allows the following theorem to be extended to $\mathfrak{A}$ without identity (but with approximate identity), if $\varphi(e) = 1$ is replaced by $\|\varphi\| = 1$ and $\hat{\mathfrak{A}}$ by $\hat{\mathfrak{A}}_e$. 


6.3. Symmetric Involutions

Theorem 6.3.6 (Bochner–Raikov Theorem). Let $\mathfrak{A}$ be an abelian Banach algebra with identity and with symmetric involution and let $\varphi$ be a positive functional on $\mathfrak{A}$ with $\varphi(e) = 1$. Then there exists a unique measure $\mu \in \mathcal{M}_{+,1}(\hat{\mathfrak{A}})$, so that

$$\varphi(x) = \int_{\hat{\mathfrak{A}}} \hat{x}(\ell) \, d\mu(\ell) \quad (6.3.14)$$

Conversely, every functional of the form (6.3.14) is a positive functional.

Remark. In particular, any $\ell \in \hat{\mathfrak{A}}$ is a positive functional, which is easy to see directly. Indeed, this theorem implies that the mlf’s are exactly the extreme points in the compact, convex set of normalized positive functions.

Proof. If $\varphi$ has the form (6.3.14), then

$$\varphi(x^* x) = \int |\hat{x}(\ell)|^2 \, d\mu(\ell) \geq 0 \quad (6.3.15)$$

since $\hat{x}^* x = \hat{x}^* \hat{x} = |\hat{x}|^2$ on account of the symmetry of the involution.

Conversely, let $\varphi$ be a positive functional. Then

$$\langle x, y \rangle = \varphi(x^* y) \quad (6.3.16)$$

defines a positive semidefinite sesquilinear form on $\mathfrak{A}$, so, in the usual way, the Schwarz inequality holds, that is,

$$|\varphi(x^* y)|^2 \leq \varphi(x^* x) \varphi(y^* y) \quad (6.3.17)$$

In particular, taking $x = e$,

$$|\varphi(y)|^2 \leq \varphi(e) \varphi(y^* y) \quad (6.3.18)$$

By induction

$$|\varphi(y)|^{2^n} \leq \varphi(e)^{2^{n-1}} \varphi((y^*)^{2^{n-1}})$$

$$\leq \varphi(e)^{2^{n-1}} \|\varphi\| \| (y^*)^{2^{n-1}} y^{2^{n-1}} \|$$

$$\leq \varphi(e)^{2^{n-1}} \|\varphi\| \| (y^*)^{2^{n-1}} \| \| y^{2^{n-1}} \| \quad (6.3.19)$$

Taking $2^n$ roots and letting $n \to \infty$ shows that

$$|\varphi(y)| \leq \varphi(e) \text{spr}(y)^{1/2} \text{spr}(y^*)^{1/2}$$

$$= \varphi(e) \text{spr}(y)$$

$$= \varphi(e) \|\hat{y}\|_{\infty} \quad (6.3.20)$$

since $\sigma(y^*) = \overline{\sigma(y)}$ by symmetry of the involution, and therefore, $\text{spr}(y) = \text{spr}(y^*)$.

For $f \in \text{Ran}(\hat{\cdot})$, pick $y$ with $f = \hat{y}$ and define

$$\hat{\varphi}(f) = \varphi(y) \quad (6.3.21)$$
\( \hat{\varphi} \) is well-defined since \( f = \hat{y} = \hat{w} \) implies \( \hat{y} - \hat{w} = 0 \), so by (6.3.20), \( \varphi(y) = \varphi(w) \). Also by (6.3.20) and \( \varphi(e) = 1 \),

\[
|\hat{\varphi}(f)| \leq \|f\|_\infty
\]

(6.3.22)

for \( f \in \text{Ran}(\hat{\cdot}) \). Therefore, \( \varphi \) extends to a linear map on the closure of \( \text{Ran}(\hat{\cdot}) \) in \( \| \cdot \|_\infty \). By the Stone–Weierstrass theorem, \( \hat{x}\hat{y} = \hat{xy} \) and symmetry of the involution, this is all of \( C(\hat{A}) \). Therefore,

\[
\hat{\varphi}(f) = \int_{\hat{\mathfrak{A}}} f(\ell) \, d\mu(\ell)
\]

(6.3.23)

for some \( \mu \in \mathcal{M}(\hat{A}) \). \( \mu \) is real since \( \hat{\varphi}(\bar{f}) = \hat{\varphi}(f) \) if \( f = \hat{y} \) and then for general \( f \) by taking limits.

Since \( \hat{\varphi}(1) = \varphi(e) = 1 \), (6.3.22) implies \( \|\hat{\varphi}\|_{\mathcal{M}(\hat{A})} \leq 1 \), which implies that \( \mu \) is a positive measure, for if \( \mu = \mu_+ - \mu_- \) is the Hahn decomposition of the real measure, \( \mu \), then \( \mu_+(\hat{A}) + \mu_-(\hat{A}) = \|\mu\| = 1 \), while \( \mu_+(\mathfrak{A}) - \mu_-(\mathfrak{A}) = \int 1 \, d\mu = \varphi(e) = 1 \), so \( \mu_- = 0 \).

Uniqueness follows from the fact that if both \( \mu \) and \( \nu \) represent \( \ell \), then \( \mu(f) = \nu(f) \) for \( f \) in the dense set \( \{\hat{x} \mid x \in \mathfrak{A}\} \), and so for all \( f \).

If one specializes to \( L^1(\mathbb{R}^\nu) \), then \( \varphi \in L^\infty(\mathbb{R}^\nu) = L^1(\mathbb{R}^\nu)^* \) is positive if and only if

\[
0 \leq \int \varphi(x)(f \ast f^*)(x) \, dx = \int \varphi(x)f(x-y)\overline{f(-y)} \, dx \, dy
\]

\[
= \int \varphi(x)f(x+y)\overline{f(y)} \, dx \, dy
\]

(6.3.24)

\[
= \int \varphi(w-y)f(w)\overline{f(y)} \, dw \, dy
\]

(6.3.25)

Thus, \( \varphi \) is positive as a functional means \( \varphi \) is equal a.e. to a positive definite function in Bochner sense (see Problem 6 of Section 6.6 of Part 1). Moreover, \( \varphi \in L^\infty(\mathbb{R}^\nu) \) implies \( \|\varphi\| < \infty \) and \( L^1(\mathbb{R}^\nu) \) has approximate identities, so the extension of Theorem 6.3.6 noted in the remark before that theorem, is applicable. The Bochner–Raikov theorem is thus a generalization of Bochner’s theorem.

Remarkably, even if an involution is not symmetric, positive functionals on a Banach algebra with identity and norm-compatible involution have a representation for \( \mu \in \mathcal{M}_{+,1}(\hat{\mathfrak{A}}) \),

\[
\varphi(x) = \int_{\mathcal{P}} \hat{x}(\ell) \, d\mu(\ell)
\]

where \( \mathcal{P} = \{\ell \in \hat{\mathfrak{A}} \mid \ell(x^*) = \overline{\ell(x)} \text{ for all } x \in \mathfrak{A}\} \). The reader will prove this in Problem 4.
Notes and Historical Remarks. Gel’fand–Naimark [231] first considered involutions on Banach algebras in the context of $B^*$-algebras as discussed in Sections 6.4 and 6.7—that is, only with the condition $\|x^*x\| = \|x\|^2$. The general theory, including the notion of symmetric involution and Theorem 6.3.6, is due to Raikov [543, 545]. The theory has become a standard part of the subject in the many texts mentioned in the Notes to Section 6.0.

Problems

1. Let $\mathfrak{A}$ be a semisimple abelian Banach algebra with involution, $\cdot^*$. Define $\|\cdot\|_2$ on $\mathfrak{A}$ by

$$\|x\|_2 = \|x^*\|$$  \hspace{1cm} (6.3.26)

(a) Prove that $\mathfrak{A}$ is complete in $\|\cdot\|_2$.

(b) Prove that $^*$ is continuous. ($\text{Hint: Corollary 6.2.8}$)

2. Prove the map given by (6.3.8) is a norm-compatible involution. ($\text{Hint: You’ll need (4.19.8) of Part 1 which says for (left) Haar measure, } \mu, \text{ that}$

$$\int f(x) \, d\mu(x) = \int f(x^{-1}) \Delta(x^{-1}) \, d\mu(x)$$  \hspace{1cm} (6.3.27)

3. Let $\varphi$ be a positive, continuous functional on a Banach algebra, $\mathfrak{A}$, with continuous involution and approximate identity (but not assumed to be abelian or to have an identity). Define $\tilde{\varphi}$ on $\mathfrak{A}_e$ by

$$\tilde{\varphi}((x, \lambda)) = \varphi(x) + \lambda \|\varphi\|$$  \hspace{1cm} (6.3.28)

Extend $^*$ to $\mathfrak{A}_e$ by $(x, \lambda)^* = (x^*, \bar{\lambda})$.

(a) If $\{a_\alpha\}_{\alpha \in I}$ is an approximate identity, prove that

$$\varphi(a_\alpha^*a_\alpha) \leq \|\varphi\|$$  \hspace{1cm} (6.3.29)

(b) For any $x$ and $\lambda$, prove that $\tilde{\varphi}((x, \lambda)^*(x, \lambda)) \geq 0$. ($\text{Hint: Consider } \varphi((x + \lambda a_\alpha)^*(x + \lambda a_\alpha)).$

4. Let $\mathfrak{A}$ be a Banach algebra with identity and norm-compatible involution, but which might not be symmetric. Let

$$\mathcal{P} = \{\ell \in \hat{\mathfrak{A}} \mid \ell(x^*) = \ell(x) \text{ for all } x \in \mathfrak{A}\}$$  \hspace{1cm} (6.3.30)

This problem will prove that for positive functionals, $\varphi$, there is a measure, $\mu$, on $\hat{\mathfrak{A}}$ with $\mu(\hat{\mathfrak{A}} \setminus \mathcal{P}) = 0$ so that

$$\varphi(x) = \int_{\mathcal{P}} \hat{x}(\ell) \, d\mu(\ell)$$  \hspace{1cm} (6.3.31)

Without loss, suppose henceforth that $\varphi(\epsilon) = 1$. The problem will require Theorem 6.4.3 from the next section (or at least the fact that involutions obeying (6.4.1) are symmetric involutions). For technical simplicity, you
should assume that \( \hat{\mathfrak{A}} \) is metrizable in the Gel’fand topology (e.g., if \( \mathfrak{A} \) is norm-separable), so Baire and Borel sets agree.

(a) Prove that \( \mathcal{P} \) is closed in the Gel’fand topology and so a Baire set.

(b) Define \( \|x\|_{\varphi} = \sup\{ |\varphi(z^*xw)| : \varphi(z^*) = \varphi(w^*) = 1 \} \) (6.3.32)

Prove that \( \| \cdot \|_{\varphi} \) is a seminorm and that it has all the properties of a Banach algebra norm (except for completeness and strict positivity) and that

\[
\|e\|_{\varphi} = 1, \quad \|x^*x\|_{\varphi} = \|x\|_{\varphi}^2, \quad \|x^*\|_{\varphi} = \|x\|_{\varphi} \quad (6.3.33)
\]

(c) Let \( \mathfrak{A}_0 = \{ x \in \mathfrak{A} : \|x\|_{\varphi} = 0 \} \). Form \( \mathfrak{A}_1 \), the completion of \( \mathfrak{A}/\mathfrak{A}_0 \) in \( \| \cdot \|_{\varphi} \). Prove that \( \mathfrak{A}_1 \) is a \( B^* \)-algebra (in the involution inherited by \( \mathfrak{A}_1 \)) so that * on \( \mathfrak{A}_1 \) is a symmetric involution.

(d) Prove that for a probability measure, \( \mu \), on \( \hat{\mathfrak{A}}_1 \) and \( \pi \) the natural projection of \( \mathfrak{A} \) to \( \mathfrak{A}_1 \) (by \( \pi(x) = [x] \)), one has

\[
\varphi(x) = \int_{\hat{\mathfrak{A}}_1} \ell(\pi(x)) \ d\tilde{\mu}(\ell) \quad (6.3.34)
\]

(e) Map \( \hat{\mathfrak{A}}_1 \) to \( \hat{\mathfrak{A}} \) by \( \pi^* \), that is, \( \pi^*(\ell)(x) = \ell(\pi(x)) \). Prove that \( \pi^* \) is one-one and Ran(\( \pi^* \)) is closed in \( \hat{\mathfrak{A}} \) and lies in \( \mathcal{P} \).

(f) Define \( \mu \) on \( \hat{\mathfrak{A}} \) by

\[
\mu(A) = \tilde{\mu}((\pi^*)^{-1}[A]) \quad (6.3.35)
\]

Prove \( \mu(\mathfrak{A} \setminus \mathcal{P}) = 0 \) and that (6.3.31) holds.

**Remark.** This argument is clarified by the GNS construction of Section 6.7. \( \varphi \) defines a map \( \pi_\varphi : \mathfrak{A} \to \mathcal{L}(\mathcal{H}) \) for a Hilbert space. \( \|x\|_{\varphi} = \|\pi_\varphi(x)\| \) and \( \mathfrak{A}_1 \) can be realized as Ran(\( \pi_\varphi \)) in \( \mathcal{L}(\mathcal{H}) \).

### 6.4. Commutative Gel’fand–Naimark Theorem and the Spectral Theorem for Bounded Normal Operators

**Definition.** A \( B^* \)-algebra is a Banach algebra, \( \mathfrak{A} \), with involution obeying the \( C^* \)-identity

\[
\|x^*x\| = \|x\|^2 \quad (6.4.1)
\]

for all \( x \in \mathfrak{A} \).

**Example 6.4.1** (\( C^* \)-algebras). If \( \mathfrak{A} \) is a norm-closed subalgebra of \( \mathcal{L}(\mathcal{H}) \), \( \mathcal{H} \) a Hilbert space, with \( A \in \mathfrak{A} \implies A^* \in \mathfrak{A} \), then \( \mathfrak{A} \) is a \( B^* \)-algebra by Theorem 2.1.8
Example 6.4.2 \((C(X))\). If \(X\) is a normal topological space, \(\mathfrak{A} = C(X)\) with \(f^* = \overline{f}\) is a \(B^*\)-algebra since \(|\overline{f}(x)| = |f(x)|^2\) and \(\text{sup}(|a|^2) = (\text{sup}(|a|))^2\).

A central goal in this section is to prove the following and to show it provides yet another proof of the spectral theorem:

**Theorem 6.4.3** (Commutative Gel’fand–Naimark Theorem). Every \(B^*\)-algebra with identity is isometrically isomorphic to \(C(\hat{\mathfrak{A}})\) under the Gel’fand transform.

**Remarks.**
1. The name has “commutative” in it because later (see Theorem [6.7.1]) we’ll have a “noncommutative Gel’fand–Naimark theorem,” which says every \(C^*\)-algebra with identity is isometrically isomorphic to a \(C^*\)-algebra of operators on a Hilbert space, \(\mathcal{H}\).
2. We’ll have a version below for \(\mathfrak{A}\) a \(B^*\)-algebra without identity.
3. Many authors use the term \(C^*\)-algebra distinguishing what we call \(B^*\)-algebras and algebras of operators on \(\mathcal{H}\) by sometimes using “abstract \(C^*\)-algebra” and “concrete \(C^*\)-algebra.” Because of the noncommutative Gel’fand–Naimark theorem, this naming isn’t terrible, but until we prove that theorem, it is awkward. This is why we prefer “\(B^*\)-algebra,” a name once quite common, now less so.

The following shows the power of the \(C^*\)-identity:

**Theorem 6.4.4.** Let \(\mathfrak{A}\) be a \(B^*\)-algebra. Then
(a) \(*\) is norm-compatible, that is,
\[
\|x^*\| = \|x\| \quad (6.4.2)
\]
(b) If \(y = y^*\), then
\[
\text{spr}(y) = \|y\| \quad (6.4.3)
\]
(c) If \(\mathfrak{A}\) is abelian, for any \(x \in \mathfrak{A}\),
\[
\text{spr}(x) = \|x\| \quad (6.4.4)
\]
(d) If \(\mathfrak{A}\) has an identity and \(\psi \in \mathfrak{A}^*\) with \(\psi(e) = \|\psi\| = 1\), then \(\psi(x^*) = \overline{\psi(x)}\).
(e) If \(\mathfrak{A}\) is abelian with identity, then \(*\) is a symmetric involution, that is, for all \(\ell \in \hat{\mathfrak{A}}\),
\[
\ell(x^*) = \overline{\ell(x)} \quad (6.4.5)
\]
(f) If \(\mathfrak{A}\) has an identity, \(e\), then \(\|e\| = 1\).

**Remark.** There are other proofs of (e) (see Problems 1 and 2). We’ll need (d) in Section 6.7 so we use this proof of (e) via (d).
Proof. (a) Since \(0^* = 0\), we can suppose \(x \neq 0\). Then
\[
\|x\|^2 = \|x^*x\| \leq \|x^*\| \|x\| \tag{6.4.6}
\]
Since \(\|x\| \neq 0\), we have
\[
\|x\| \leq \|x^*\| \tag{6.4.7}
\]
Replacing \(x\) by \(x^*\) using \((x^*)^* = x\), we get the opposite inequality, and so \((6.4.2)\).

(b) \(\|y^n\|^2 = \|y^*y\| = \|y\|^2 \tag{6.4.8}\)
Replacing \(y\) by \(y^{2n}\), we get
\[
\|y^{2n+1}\| = \|y^{2n}\|^2 \tag{6.4.9}
\]
so inductively, we get that
\[
\|y^{2n}\|^{1/2n} = \|y\| \tag{6.4.10}
\]
Since \(\lim_{m \to \infty} \|y^m\|^{1/m}\) exists, we can take \(m = 2^n\) and still get the limit. Thus, \((6.4.3)\) holds.

(c) \(\|x\|^4 = \|x^*x\|^2 = \|(x^*)^*(x^*x)\| = \|(x^2)^*x^2\| = \|x^2\|^2 \tag{6.4.11}\)
where \((6.4.11)\) used that \(\mathfrak{A}\) is abelian. Thus, \((6.4.8)\) holds for \(x\) and the argument in (b) then implies \((6.4.4)\).

(d) Since any \(x = y + iz\) with \(y, z\) symmetric, it suffices to prove
\[
y = y^* \Rightarrow \text{Im } \psi(y) = 0 \tag{6.4.12}\]
Since \(y = y^*, \ (1 + i\varepsilon y)^*(1 + i\varepsilon y) = 1 + \varepsilon^2 y^*y\) and thus,
\[
\|1 + i\varepsilon y\|^2 \leq 1 + \varepsilon^2 \|y\|^2 \tag{6.4.13}\]
Since \(\|\psi(1 + i\varepsilon y)\|^2 = (1 - \varepsilon \text{Im } \psi(y))^2 + \varepsilon^2 (\text{Re } \psi(y))^2 = 1 + \varepsilon^2 \|\psi(y)\|^2 - 2\varepsilon \text{Im } \psi(y), \|\psi\| = 1\) implies that
\[
-2\varepsilon \text{Im } \psi(y) \leq \varepsilon^2 (\|y\|^2 - \|\psi(y)\|^2) \tag{6.4.14}\]
If \(\text{Im } \psi(y) \neq 0\), taking \(|\varepsilon|\) small so \(\varepsilon \text{ Im } \psi(y) > 0\), we get a contradiction. Thus, \(\text{Im } \psi(y) = 0\), that is, \((6.4.12)\) holds.

(e) \(\ell \in \mathfrak{A}^* \Rightarrow \|\ell\| = \ell(e) = 1\). Now use (d).

(f) By Proposition 6.3.1 \(e^* = e\) so
\[
\|e\| = \|e^*\| = \|e\| = \|e\| \tag{6.4.15}\]
Thus, \(\|e\| = 1\) or \(0\). \(\|e\| = 0 \Rightarrow \mathfrak{A} = \{0\}\), so \(\|e\| = 1\). \(\square\)
Proof of Theorem 6.4.3. Since
\[ \| \hat{x} \|_\infty = \text{spr}(x) = \| x \| \] (6.4.16)
\( \hat{\sim} : \mathcal{A} \to C(\hat{\mathcal{A}}) \) is an isometry. By the Stone–Weierstrass theorem, \( \text{Ran}(\hat{\sim}) \) is dense, but since \( \hat{\sim} \) is an isometry, \( \text{Ran}(\hat{\sim}) \) is complete, and thus closed. It follows that \( \hat{\sim} \) is a bijection. \( \square \)

An interesting question raised by this theorem is \( C(X) \) when \( X \) is not compact, say \( X = \mathbb{R} \) (or \( X = \mathbb{Z} \), where \( C(X) = \ell(\infty) \)). \( C(\mathbb{R}) \) is isometrically isomorphic to \( C(\hat{\mathcal{A}}) \) with \( \hat{\mathcal{A}} \) compact. So what is \( \hat{C}(\mathbb{R}) \)? It turns out to be huge—so huge that its topology is not metrizable. We’ll explore this issue in Section 6.5.

To extend this theorem to the case where \( \mathcal{A} \) does not have an identity, we need the following, which we emphasize does not require that \( \mathcal{A} \) be abelian:

Lemma 6.4.5. Let \( \mathcal{A} \) be a (possibly nonabelian) \( B^* \)-algebra without identity. Let \( \mathcal{A}_e = \mathcal{A} \oplus \mathbb{C} \) with norm
\[ \| (x, \lambda) \| = \| x \| + |\lambda| \] (6.4.17)
Let
\[ (x, \lambda)^* = (x^*, \lambda) \] (6.4.18)
and product (6.1.35) as in Theorem 6.1.8. There is an equivalent norm, \( \| \cdot \|_1 \), on \( \mathcal{A}_e \) making it into a \( B^* \)-algebra and so that for \( x \in \mathcal{A} \),
\[ \| x \|_1 = \| x \| \] (6.4.19)

Proof. Define \( \tilde{L}_{(x,\lambda)} \) as an operator on \( \mathcal{A} \) (not \( \mathcal{A}_e \)) by
\[ \tilde{L}_{(x,\lambda)} y = xy + \lambda y \] (6.4.20)
(i.e., \( L_{(x,\lambda)} \) restricted to \( \mathcal{A} \) viewed as a subspace of \( \mathcal{A}_e \)).

Since for \( \alpha, \beta \in \mathcal{A}_e \), we have \( \tilde{L}_{\alpha \beta} = \tilde{L}_\alpha \tilde{L}_\beta \), if we define
\[ \| \alpha \|_1 = \| \tilde{L}_\alpha \|_{\mathcal{L}(\mathcal{A})} \] (6.4.21)
then
\[ \| \alpha \beta \|_1 \leq \| \alpha \|_1 \| \beta \|_1 \] (6.4.22)
Since \( L_e y = L_{(0,1)} y = y \), we have
\[ \| e \|_1 = 1 \] (6.4.23)
Since \( \| \tilde{L}_{(x,\lambda)} y \| \leq \| (x, \lambda) \| \| y \| \), we see that
\[ \| \alpha \|_1 \leq \| \alpha \| \] (6.4.24)
If \( \| (x, \lambda) \|_1 = 0 \), then for all \( y \), \( xy = -\lambda y \), so \( z = -\lambda^{-1} x \) is a left inverse. But then \( z^* = zz^* = (zz^*)^* = z \), and for all \( y \in \mathcal{A} \), \( yz = yz^* = (zy^*)^* = z \).
\((y^*)^* = y\). So \(z\) is a two-sided inverse, violating the fact that \(\mathfrak{A}\) has no identity. We have thus proven that \(\| \cdot \|_1\) is a norm.

If \(x \in \mathfrak{A}\), we have \(\|L_xx^*\| = \|xx^*\| = \|x^*\|^2 = \|x\|\|x^*\|\), so \(\|x\|_1 = \|L_x\| \geq \|x\|\). Combining with (6.4.24), we see that (6.4.19) holds.

Since \(\| \cdot \|_1 = \| \cdot \|\) on \(\mathfrak{A}\), \(\mathfrak{A}\) is complete in \(\| \cdot \|_1\) and so closed. It follows that the Banach quotient space, \(\mathfrak{A}_e/\mathfrak{A}\), is \(\mathbb{C}\) with

\[\rho(\lambda) = \inf\{\|(x, \lambda)\|_1 \mid x \in \mathfrak{A}\}\]

a norm on \(\mathbb{C}\). Thus, if \((x_n, \lambda_n)\) is Cauchy, \(\lambda_n\) is Cauchy in \(\rho\), so it converges. So since \(\mathfrak{A}\) is complete, \((x_n, \lambda_n)\) has a limit, that is, \(\mathfrak{A}_e\) is complete in \(\| \cdot \|_1\).

By the inverse mapping theorem and (6.4.24), \(\| \cdot \|_1\) is equivalent to \(\| \cdot \|\).

Finally, to check the \(C^*\)-identity, we note first that if \(\alpha = (x, \lambda) \in \mathfrak{A}_e\), then for \(y \in \mathfrak{A}\), \(L_\alpha y \in xy + \alpha y \in \mathfrak{A}\), so

\[\|L_\alpha y\|^2 = \|(L_\alpha y)^*(L_\alpha y)\| = \|y^*(\alpha^* \alpha y)\| \leq \|y^*\|\|y\|\|L_{\alpha^* \alpha}\| = \|y\|^2\|L_{\alpha^* \alpha}\|\]

(6.4.25)

Therefore,

\[\|\alpha\|_1^2 \leq \|\alpha^* \alpha\|_1 \leq \|\alpha\|_1\|\alpha^*\|_1\] (6.4.26)

This in turn implies first that \(\|\alpha\|_1 \leq \|\alpha^*\|_1\), so by symmetry and \(\alpha^* = \alpha\), \(\|\alpha\|_1 = \|\alpha^*\|_1\), and then using (6.4.26) again, \(\|\alpha^* \alpha\|_1 = \|\alpha\|_1^2\).

Here is the version for algebras which might not have an identity:

**Theorem 6.4.6.** Let \(\mathfrak{A}\) be an abelian \(B^*\)-algebra which might not have identity. Then \(\widehat{\mathfrak{A}}\) is an isometric isomorphism of \(\mathfrak{A}\) onto \(C_\infty(\widehat{\mathfrak{A}})\), the continuous functions on \(\widehat{\mathfrak{A}}\) vanishing at \(\infty\).

**Proof.** If \(\mathfrak{A}\) has an identity, this is just Theorem 6.4.1. If \(\mathfrak{A}\) does not have an identity, put the \(C^*\)-norm on \(\mathfrak{A}_e\). We saw that \(\mathfrak{A}_e = \widehat{\mathfrak{A}} \cup \{\infty\}\) and any \(x \in \mathfrak{A}\) has \(\widehat{x}(\infty) = 0\). Thus, \(\widehat{\mathfrak{A}}\) is a map of \(\mathfrak{A}\) onto \(C_\infty(\widehat{\mathfrak{A}})\). By restriction of the result for \(\mathfrak{A}_e\), the map is an isometry, and so one–one and Ran(\(\mathfrak{A}\)) is closed. Ran(\(\mathfrak{A}\)) is an algebra, invariant under complex conjugations and separates points. By Theorem 2.5.5 of Part 1, Ran(\(\mathfrak{A}\)) = \(C_\infty(\mathfrak{A})\).

**Remark.** Even if \(\mathfrak{A}\) has an identity, one can form \(\mathfrak{A}_e\) and \(\widehat{\mathfrak{A}}_e\). If \(\widehat{\mathfrak{A}}\) is the identity in \(\mathfrak{A}\), \(\widehat{\mathfrak{A}}(\ell) = 1 (\ell \in \widehat{\mathfrak{A}})\), \(= 0\) if \(\ell = \{\infty\}\). Thus, \(\{\infty\}\) is isolated and \(\widehat{\mathfrak{A}}\) is already compact. Conversely, if \(\widehat{\mathfrak{A}}\) is compact, that is, if \(\{\infty\}\) is isolated in \(\widehat{\mathfrak{A}}_e\), that is, the nonzero mlf’s on \(\mathfrak{A}\) are weak-* closed, then the \(\widehat{\mathfrak{A}}\) with \(\widehat{\mathfrak{A}} = 1\) on \(\widehat{\mathfrak{A}}\) is an identity.

We turn next to the proof this gives us of the spectral theorem for a bounded normal operator, \(A\), on \(\mathcal{H}\), a Hilbert space. Given such an operator, let \(\mathfrak{A}\) be the algebra generated by \(\{A, A^*\} \cup \{(A - \lambda)^{-1}, (A^* - \bar{\lambda})^{-1} \mid \lambda \notin \mathbb{C}\}\)
6.4. Commutative Gel’fand–Naimark Theorem

σ₇(A), where σ₇(A) is the spectrum of A as an operator on ₇. ₇ is an abelian B*-algebra. By Theorem 6.2.3, \( \hat{A} : \hat{\mathfrak{A}} \to \mathbb{C} \) is a homeomorphism. By including \((A - \lambda)^{-1}\) in \( \hat{A} \), we see \( \sigma_\mathfrak{A}(A) \subset \sigma_7(A) \), and since \( \mathfrak{A} \subset ₇ \), \( \sigma_7(A) \subset \sigma_\mathfrak{A}(A) \), so \( \hat{\mathfrak{A}} \cong \sigma_\mathfrak{A}(A) \). By the commutative Gel’fand–Naimark theorem, \( \hat{\mathfrak{A}} : \mathfrak{A} \to C(\sigma_7(A)) \) is an isometric isomorphism, so its inverse, \( \Phi \), is also. We have thus proven:

**Theorem 6.4.7** (Spectral Theorem for Normal Operators). Let \( A \) be a normal operator on a Hilbert space, ₇. Then there exists a map \( \Phi : C(\sigma_7(A)) \to \mathcal{L}(₇) \) so that \( \Phi \) is an algebra homomorphism, \( \Phi(\bar{f}) = \Phi(f)^\ast \), and \( \Phi(z) = A \), where \( z \) is the function mapping \( z_0 \in \sigma_7(A) \) to \( z_0 \).

The reader will notice this is precisely the continuous functional calculus form of the spectral theorem. We notice something else. By the Stone–Weierstrass theorem, polynomials in \( z \) and \( \bar{z} \) are dense in \( C(\sigma_7(A)) \), so since \( \Phi \) is an isometric isomorphism, \( \mathfrak{A} \) is generated by \( A \) and \( A^\ast \), that is, we have proven:

**Theorem 6.4.8.** Let \( A \) be a normal operator on a Hilbert space, ₇. Then for any \( z \in \rho_7(A) \), \((A - z)^{-1} \in \mathfrak{A}_{A,A^\ast} \).

We recall Example 6.1.9 showing this may be false for \( \mathfrak{A}_A \).

**Notes and Historical Remarks.** In their 1943 paper, Gel’fand–Naimark [231] focused on the noncommutative Gel’fand–Naimark theorem that any B*-algebra is isometrically isomorphic to a C*-algebra (see Section 6.7). The commutative Gel’fand–Naimark theorem appears as a lemma in their argument.

Their original definition of B*-algebra included the condition that \( e + x^\ast x \) is invertible for all \( x \in ₃ \), a condition it took ten years to show (by others; see the Notes to Section 6.7) was unnecessary. But they didn’t require it for their lemma. The name B*-algebra is due to Rickart [561].

The subtlest part of the proof of the commutative Gel’fand–Naimark theorem is that \( \ast \) is a symmetric involution. Their original proof relied on the existence of a Shilov boundary (see Problem 1) — they first proved that if \( S \subset \hat{\mathfrak{A}} \) is the Shilov boundary for \( \text{Ran}(\hat{\cdot}) \), then all \( \ell \in S \) have \( \ell(x^\ast) = \overline{\ell(x)} \). They next need to show that \( \hat{\cdot} \) is an isometric isomorphism of \( \mathfrak{A} \) to \( C(S) \).

Since \( \overline{C(S)} = S \), they concluded \( S = \hat{\mathfrak{A}} \) and so all \( \ell \in \hat{\mathfrak{A}} \) are symmetric. This is a rather indirect argument.

The first direct proof that \( \ast \) is symmetric is due to Arens [21] and is essentially the proof we give (see Problem 2 for another simple proof). There is an amusing piece of historical jujitsu associated to the Arens paper. He said he wrote it because the Gel’fand–Naimark paper used the existence...
of the Shilov boundary quoted in a paper, namely \[235\], that was difficult to get. By the time \[235\] actually appeared, it included, with attribution, Arens’ proof!

That a \(C^*\)-algebra without identity can be embedded in one with identity is an unpublished observation of Kaplansky.

**Problems**

1. This will lead you through the Gel’fand–Naimark \[231\] proof that in the abelian \(B^*\)-algebra with identity, \(\mathfrak{A}\), the involution is symmetric. It will rely on the fact that there exists a closed set \(S \subset \hat{\mathfrak{A}}\) (the Shilov boundary) so that for every \(x \in \mathfrak{A}\),

\[
\sup_{\ell \in S} |\hat{x}(\ell)| = \sup_{\ell \in \hat{\mathfrak{A}}} |\hat{x}(\ell)|
\]  
(6.4.27)

and which is minimal among all such sets. Minimality implies that if \(N\) is a neighborhood of \(\ell_0 \in S\), there exists \(x\) so that

\[
\sup_{\ell \in \mathfrak{A} \setminus N} |\hat{x}(\ell)| < \sup_{\ell \in \hat{\mathfrak{A}}} |\hat{x}(\ell)|
\]  
(6.4.28)

We’ll prove existence and uniqueness of \(S\) in Theorem 6.10.7. You may also suppose you’ve proven (6.4.2) and (6.4.4), that is, that

\[
\|\hat{x}\|_\infty = \|x\|
\]  
(6.4.29)

For each \(\ell \in \hat{\mathfrak{A}}\), define \(\ell^* \in \hat{\mathfrak{A}}\) by

\[
\ell^*(x) \equiv \ell(x^*)
\]  
(6.4.30)

(a) Prove that * is continuous as the map of \(\hat{\mathfrak{A}} \to \hat{\mathfrak{A}}\).
(b) Prove \(\ell \in S \Rightarrow \ell^* \in S\). (*Hint: If \(N, x\) are as in (6.4.28), prove that \(N^* \cap S \neq \emptyset\) since \(\hat{x}^*\) only takes its maximum value on \(N^*\).)
(c) If \(\ell \in S\) and \(\ell \neq \ell^*\), prove there is a neighborhood, \(N\), of \(\ell\) so \(N \cap N^* = \emptyset\).
(d) If \(N\) is as in (c) and \(x\) obeys (6.4.28), prove that

\[
\|\hat{x}^* x\|_\infty < \|\hat{x}\|_\infty |\hat{x}^*|_\infty
\]  
(6.4.31)

Conclude, by (6.4.29), that \(\ell \in S \Rightarrow \ell = \ell^*\).
(e) Define \(\sim: \mathfrak{A} \to C(S)\) by \(\hat{x} = \hat{x} \upharpoonright S\). Prove that \(\sim\) is an isometric isomorphism of \(\mathfrak{A}\) and \(C(S)\).
(f) Conclude \(S = \hat{\mathfrak{A}}\) and then * is a symmetric involution.

2. This will provide another proof that an abelian \(C^*\)-algebra with identity is symmetric. It is essentially the proof we gave in Example 6.3.4.
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(a) If \( u \) is unitary, prove that \( \| u \| = \| u^* \| = 1 \) and conclude that for \( \ell \in \mathfrak{A} \), \( |\ell(u)| \leq 1 \) and \( |\ell(u^*)| \leq 1 \).

(b) Prove that \( |\ell(u)||\ell(u^*)| = 1 \) and conclude that \( |\ell(u)| = 1 \).

(c) Conclude that * is symmetric.

6.5. Compactifications

In this section, we’ll present the theory of compactifications of \( X \), a locally compact space. All spaces are Hausdorff. Much of the theory extends to completely regular spaces (see Problem 1 and the Notes), but we’ll restrict to this case for simplicity of exposition.

Definition. A compact morphism of \( X \) is a compact space, \( Y \), and a continuous map, \( f : X \to Y \), so that \( \text{Ran}(f) \) is dense in \( Y \). If \( f \) is one–one, we say \( (Y, f) \) is a compactification. If \( f \) is one–one and if, when \( \text{Ran}(f) \) is given the relative topology, \( f \) is a homeomorphism, then we say \( (Y, f) \) is a strict compactification.

Definition. Let \( (Y_1, f_1) \) and \( (Y_2, f_2) \) be two compact morphisms. We say \( (Y_2, f_2) \) covers \( (Y_1, f_1) \) if there is a continuous map, \( g : Y_2 \to Y_1 \) so that \( g \circ f_2 = f_1 \).

Note that since \( \text{Ran}(g) \) is closed and \( \text{Ran}(f_j) \) is dense in \( X_j \), a covering map is always onto. \( g \) is called a covering map. If \( g \) is a homeomorphism, we say that the compact morphisms are equivalent.

Definition. A symmetric subalgebra of \( C(X) \) is a norm-closed subalgebra, \( \mathfrak{A} \), with \( 1 \in \mathfrak{A} \) and \( f \in \mathfrak{A} \Rightarrow \overline{f} \in \mathfrak{A} \).

Our goal here will be to prove there is a one–one correspondence between equivalence classes of compact morphisms and symmetric subalgebras where, given \( \mathfrak{A} \), \( Y \) will be \( \hat{\mathfrak{A}} \) and \( f \) the map that takes \( x \in \mathfrak{A} \) into \( \delta_x \in \hat{\mathfrak{A}} \) where

\[
\delta_x(f) = f(x)
\]

(6.5.1)

We’ll also see that being a compactification or strict compactification can be expressed in terms of properties of \( \mathfrak{A} \) and that so can the existence of covering maps. Also, we’ll find a compactification so large that it covers all compact morphisms.

As a warmup, we illustrate covering maps. The instructive straightforward argument is left to the reader.

Recall that \( X \) has a one–point compactification \( X_\infty = X \cup \{\infty\} \) topologized by setting the open sets to be the open sets of \( X \) and the complements in \( X_\infty \) of compact sets in \( X \). The identity map \( i : X \to X_\infty \) by \( i(x) = x \) is a strict compactification (Problem 2).
Proposition 6.5.1. Let \((Y, f)\) be a strict compactification. Let \(g: Y \to X_\infty\) by
\[
g(y) = \begin{cases} i(f^{-1}(y)) & \text{if } y \in \text{Ran}(f) \\ \infty & \text{if } y \notin \text{Ran}(f) \end{cases}
\] (6.5.2)
Then \(g\) is a covering map.

Example 6.5.2. Let \(X = [0, \infty)\). If \(Y = \partial \mathbb{D}\) and \(f(\theta) = e^{i\theta}\), then \((Y, f)\) is a compact morphism which is not one-one. If \(Y = \mathbb{T}^2 = \partial \mathbb{D} \times \partial \mathbb{D}\) by \(f(\theta) = (e^{i\theta}, e^{i\alpha\theta})\) for a fixed irrational \(\alpha\), then \((Y, f)\) is a compactification since \(f\) is one-one but not a strict one, since if \(U \subset \pi^2\) is open, \(f^{-1}[U]\) is always unbounded. Thus, \(f[(a, b)]\) is not relatively open in \(\text{Ran}(f)\). Of course, the one- and two-point compactifications are familiar strict compactifications. To see there are others, we’ll use the simple construction below.

Proposition 6.5.3. Let \((Y, f)\) be a compact morphism of \(X\). Let \(\tilde{f}: X \to X_\infty \times Y\) by
\[
\tilde{f}(x) = (x, f(x))
\] (6.5.3)
Let \(\tilde{Y}\) be the closure of \(\text{Ran}(\tilde{f})\). Then \((\tilde{Y}, \tilde{f})\) is a strict compactification.

Proof. By Tychonoff’s theorem (Theorem 2.7.1 of Part 1), \(\tilde{Y}\) is compact and, by construction, \(\tilde{f}\) is continuous and dense in \(\tilde{Y}\).

So we need only show that if \(U \subset X\) is open, then \(f[U]\) is relatively open in \(X_\infty \times Y\). Since
\[
f[U] = (U \times Y) \cap \text{Ran}(f)
\] (6.5.4)
this is obvious. \(\square\)

Example 6.5.2 (continued). Consider \(f: X \to \partial \mathbb{D}\) by \(f(x) = e^{ix}\). One can realize \(X_\infty \equiv [0, \infty]\) as \([0, 1]\) by using, say, \(h(x) = \frac{2}{\pi} \arctan(x)\) and then \(X_\infty \times \partial \mathbb{D}\) is \(\overline{\mathbb{D}}\) and \(\tilde{f}(x) = h(x)e^{ix}\). \(\tilde{Y}\) is a spiral with a circle of points added at infinity (see Figure 6.5.1). Similarly, the winding line on the torus adds a “torus“ at infinity.

Remarks. 1. If \(\pi: X_\infty \times Y \to Y \) by \(\pi(x, y) = y\), then \(\pi \restriction \tilde{Y}\) is a covering map (see Problem 4).

2. If \(f^{-1}[U]\) is unbounded (i.e., its closure in \(X\) is not compact) for all open \(U\) in \(Y\), then it is easy to see (Problem 5) that \(\tilde{Y} \setminus \text{Ran}(\tilde{f})\) is homeomorphic to \(Y\) as in the above examples.

3. It is easy to see (Problem 6) that if \((Y, f)\) is a strict compactification, then \((\tilde{Y}, \tilde{f})\) is equivalent to \((Y, f)\); indeed, the \(\pi\) of Remark 1 is an equivalence.
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Recall that $C(X)$ are the bounded continuous functions of $X$ to $\mathbb{R}$. Given a compact morphism $(Y, f)$ of $X$, let $G_{Y,f}: C(Y) \rightarrow C(X)$ by

$$G_{Y,f} h = h \circ f \quad (6.5.5)$$

Define

$$C_{Y,f}(X) = \text{Ran}(G_{Y,f}) \quad (6.5.6)$$

**Theorem 6.5.4.** (a) $C_{Y,f}(X)$ is a symmetric subalgebra of $C(X)$.

(b) $(Y, f)$ is a compactification of $X$ if and only if $C_{Y,f}(X)$ separates points (i.e., for all $x_1, x_2 \in X$, there is $g$ in $C_{Y,f}$ so that $g(x_1) \neq g(x_2)$).

(c) $(Y, f)$ is a strict compactification of $X$ if and only if $C_{\infty}(X) \subset C_{Y,f}(X)$.

(d) In the construction of Proposition 6.5.3,

$$C_{\bar{Y},\bar{f}}(X) = C_{Y,f}(X) + C_{\infty}(X) \quad (6.5.7)$$

where $-$ is $\| \cdot \|_{\infty}$-closure.

**Remark.** In many, perhaps all, cases, the sum on the right side of (6.5.7) is already norm-closed.

**Proof.** (a) Since $\text{Ran}(f)$ is dense in $Y$,

$$\|G_{Y,f}(h)\|_{C(X)} = \|h\|_{C(Y)} \quad (6.5.8)$$

Since $G_{Y,f}$ is an algebraic homeomorphism with $\overline{G_{Y,f}(h)} = G_{Y,f}(\overline{h})$ and an isometry, $\text{Ran}(G)$, is norm-complete, so a norm-closed subalgebra of $C(X)$ also closed under complex conjugation.
(b) If \( f(x_1) = f(x_2) \), clearly \( (h \circ f)(x_1) = (h \circ f)(x_2) \), so \( C_{Y,f} \) does not separate points. Conversely, if \( f(x_1) \neq f(x_2) \) by Urysohn’s lemma, there is \( h \in C(Y) \) with \( h(f(x_1)) \neq h(f(x_2)) \), so take \( g = h \circ f \).

(c) If \((Y, f)\) is strict, it covers \((X_\infty, i)\) by Proposition 6.5.1. Let \( g \) be the map (6.5.2). Let \( h \in C_\infty(X) \). Then \( h \circ g = h \) so \( C_\infty(X) \subset C_{Y,f}(X) \).

For the converse, suppose \( C_\infty(X) \subset C_{Y,f}(X) \). Since \( C_\infty \) separates points (by Urysohn’s lemma on \( X_\infty \)), \( f \) is one–one, so we need to show for a net \( \{x_\alpha\}_{\alpha \in I} \), \( f(x_\alpha) \to f(x_\infty) \) implies \( x_\alpha \to x_\infty \) (since the converse follows by continuity). If \( f(x_\alpha) \to f(x_\infty) \) is false by passing to a subnet and using that \( X_\infty \) is compact, we can suppose \( x_\alpha \to y \in X_\infty \) with \( y \neq x_\infty \). Find \( g \in C_\infty(X) \) so \( g(x_\infty) = 1 \), \( g(y) = 0 \). Since \( C_\infty(X) \subset C_{Y,f}(X) \), we have \( h \in C(Y) \) so \( g = h \circ f \). Thus, \( 0 = g(y) = \lim g(x_\alpha) = \lim h(f(x_\alpha)) = h(f(x_\infty)) = (g(x_\infty)) = 1 \). This construction proves that \( x_\alpha \to x_\infty \).

(d) By the Tietze extension theorem (Theorem 2.2.5 of Part 1), any continuous function on \( \tilde{Y} \equiv \text{Ran}(\tilde{f}) \subset X_\infty \times Y \) is the restriction to \( \tilde{Y} \) of an \( H \in C(X_\infty \times Y) \). By the Stone–Weierstrass theorem, we get all \( H \) by taking norm limits of finite sums of \( g(x)h(y) \) with \( g \in C(X_\infty) \), \( h \in C(Y) \). But

\[
G_{\tilde{Y},\tilde{f}}(g(x)h(y)) = g(x)h^\sharp(x)
\]

with \( h^\sharp = G_{Y,f}(h) \).

We can write

\[
g = \alpha + g_0, \quad \alpha = g(\infty), \quad g_0 \in C_\infty(X)
\]

If we note that \( g_0 h \in C_\infty(X) \) and \( \alpha h \in C_{Y,f}(X) \), so \( gh^\sharp \in C_{Y,f}(X) + C_\infty(X) \). Moreover, every such \( h^\sharp + q \in C_{Y,f}(X) + C_\infty(X) \) is \( G_{\tilde{Y},\tilde{f}}(h(y) + q(x)) \).

It follows that \( C_{\tilde{Y},\tilde{f}}(X) \) is the norm-closure algebra generated by \( C_{Y,f}(X) + C_\infty(X) \). But this is already an algebra since \( h^\sharp \in C_{Y,f}(X) \), \( g \in C_\infty(X) \) has \( h^\sharp g \in C_\infty(X) \). \( \square \)

The next natural question is which \( \mathfrak{A} \subset C(X) \) are a \( C_{Y,f}(X) \)—and it is here where the Gel’fand theory enters and provides a one–one correspondence.

**Theorem 6.5.5.** Let \( X \) be a locally compact space and \( \mathfrak{A} \) a symmetric sub-algebra. For \( x \in X \), let \( \delta_x \in \hat{\mathfrak{A}} \) be given by (6.5.1). Then \( (\hat{\mathfrak{A}}, \delta) \) is a compact morphism of \( X \). Moreover,

\[
C_{\hat{\mathfrak{A}},\delta}(X) = \mathfrak{A}
\]

Conversely, if \( (Y, f) \) is a compact morphism and \( \mathfrak{A} = C_{Y,f}(X) \), then \( (\hat{\mathfrak{A}}, \delta) \) is equivalent to \( (Y, f) \).
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Proof. \( \widehat{\mathcal{A}} \) is compact and \( \delta \) continuous, so we need only prove \( \text{Ran}(\delta) \) is dense in \( \widehat{\mathcal{A}} \).

Since \( \mathcal{A} \) is a \( B^* \)-algebra, the commutative Gel’fand–Naimark theorem (Theorem [6.4.1]) implies \( \sim \) is a bijection of \( \mathcal{A} \) and \( C(\widehat{\mathcal{A}}) \), that is, if \( g \in C(\widehat{\mathcal{A}}) \), there is \( f \in \mathcal{A} \) with \( \widehat{f} = g \), and so

\[
g(\delta_x) = \widehat{f}(\delta_x) = \delta_x(f) = f(x) \quad (6.5.12)
\]

If \( \text{Ran}(\delta) \) is not all \( \widehat{\mathcal{A}} \), there is \( \ell \in \widehat{\mathcal{A}} \setminus \text{Ran}(\delta) \) and so, by Urysohn’s lemma, \( g \in C(\widehat{\mathcal{A}}) \) with \( g \upharpoonright \text{Ran}(\delta) = 0 \) and \( g(\ell) = 1 \). But then if \( f \in \mathcal{A} \) has \( \widehat{f} = g \), we have, by (6.5.12) and \( g \upharpoonright \text{Ran}(\delta) = 0 \), that \( f = 0 \), so \( \widehat{g}(\ell) = \widehat{f}(\ell) = \ell(f) = 0 \). This is a contradiction and proves \( (\widehat{\mathcal{A}}, \delta) \) is a compact morphism.

If \( g \in C(\widehat{\mathcal{A}}) \), then \( g = \widehat{f} \) for some \( f \in \mathcal{A} \) and \( (g \circ \delta)(x) = g(\delta_x) = f(x) \) by (6.5.12), that is, \( C_{\widehat{\mathcal{A}}, \delta} \subset \mathcal{A} \). Conversely, given \( f \), let \( g = \widehat{f} \). The above calculation shows \( g \circ \delta = f \), that is, \( \mathcal{A} \subset C_{\widehat{\mathcal{A}}, \delta} \).

The final assertion is left to Problem [7]. \( \square \)

We’ve thus established a bijection between \( \mathcal{A} \)'s and equivalence classes of compact morphisms. Thus, we can refer to \( C_{Y,f} \) or to \( (Y, f) \).

Theorem 6.5.6. \( (Y_2, f_2) \) covers \( (Y_1, f_1) \) if and only if

\[
C_{Y_1, f_1}(X) \subset C_{Y_2, f_2}(X) \quad (6.5.13)
\]

Proof. Let \( g : Y_2 \to Y_1 \) be a covering map. If \( h \in C(Y_1) \), then

\[
G_{Y,f}(h) = h \circ f_1 = h \circ g \circ f_2 = G_{Y_2, f_2}(h \circ g) \quad (6.5.14)
\]

proving (6.5.13).

Conversely, if (6.5.13) holds, since \( Y_j = C_{Y_j, f_j}(X) \), we can define \( g : Y_2 \to Y_1 \) by letting \( \ell \in C_{Y_2, f_2}(X) \) and then

\[
g(\ell) = \ell \upharpoonright C_{Y_1, f_2}(X) \quad (6.5.15)
\]

Since \( f_j(x) \) is \( \delta_x \) (given by (6.5.1)) under the association of \( C_{Y_j, f_j}(X) \) to \( Y_j \), we see \( g \circ f_2 = f_1 \). \( \square \)

Corollary 6.5.7. If \( (Y_2, f_2) \) covers \( (Y_1, f_1) \) and \( (Y_1, f_1) \) covers \( (Y_2, f_2) \), then they are equivalent.

Example 6.5.2 (continued). If \( f : \mathbb{R} \to \partial\mathbb{D} \) by \( f(\theta) = e^{i\theta} \), then \( C_{\partial\mathbb{D}, f} \) is exactly the periodic functions. \( C_{\partial\mathbb{D}, f} + C_{\infty} \) is already closed and is the asymptotically periodic functions. Similarly, the torus examples involve some asymptotically quasiperiodic functions (see Section [6.6]). \( \square \)
The compactification associated to $C(X)$ is universal in that it covers every other compact morphism. It is not hard to see (Theorem 2.3.7 of Part 1) that for a $B^*$-algebra, $\hat{A}$ is second countable if and only if $A$ is separable. In $C(\mathbb{R})$, \( \{ e^{i\lambda x} \}_{\lambda \in \mathbb{R}} \) are all distance 2 from each other, so $C(\mathbb{R})$ is not separable and $C(\mathbb{R})$ is not second countable. It is huge. It is called the Stone–Čech compactification. We summarize in:

**Theorem 6.5.8.** For every locally compact space, $X$, there is a strict compactification, $\tilde{X}$, with the property that every $f \in C(X)$ has a continuous extension to $\tilde{X}$. This Stone–Čech compactification covers every other compact morphism.

**Notes and Historical Remarks.** Recall that a completely regular space is one in which points are closed and for any point, $x \notin A$, a closed set, there is a continuous $f$ with $f(x) = 1$, $f \upharpoonright A = \theta$. In 1930, Tychonoff [707], in a followup to his proof of Tychonoff’s theorem, constructed compactifications of general completely regular spaces (also called Tychonoff spaces!). He formed

$$Y = \times \left[ -\|g\|, \|g\| \right]$$

over a closure of $f$’s and mapped $X \xrightarrow{\varphi} Y$ by $\varphi(x)_f = f(x)$; see Problem [1].

In 1937, Čech [112] and Stone [671] independently proved the existence of the universal compactification that bears their names and developed a theory of compactifications. Čech used Tychonoff’s product construct. Stone instead formed the spaces of maximal ideals, then put the hull-kernel topology on it.

Three books on the subject of compactifications are [113, 247, 730].

**Problems**

1. Let $X$ be a topological space and $C(X)$ the set of bounded continuous functions from $X$ to $\mathbb{R}$. Let

$$\tilde{X} = \times \left[ -\|g\|, \|g\| \right]_{g \in C(X)} \quad (6.5.16)$$

Define $f: X \to \tilde{X}$ by $f(x)_g = g(x)$.

(a) Prove that $f$ is continuous and that if $Y = \overline{\text{Ran}(f)}$, then $(f, Y)$ is a compact morphism.

(b) If $C(X)$ separates points, that is, $\forall x, y \in X, \exists f \in C(X)$ so $f(x) \neq f(y)$, prove that $(Y, f)$ is a compactification.

(c) If $X$ is completely regular (i.e., all closed sets $A$ and $x \notin A$, there is $g \in C(X)$ so $g \upharpoonright A = 0$, $g(x) = 1$), prove that $(Y, f)$ is a strict
compactification. \textit{(Hint:} Let $A$ be closed and $g_{A,x}$ a continuous function with $g \mid A = 1$, $g(x) = 0$. Prove that $f[A] = \bigcap_{x \notin A} \{\tilde{x} \in \text{Ran}(f) \mid \tilde{x}_{G_{A,x}} \in [f_2, \|G_{A,x}\|]\}$.)

2. Let $X$ be locally compact and $X_\infty$ the one-point compactification. Prove that $f : X \to X_\infty$ by $f(x) = x$ is a strict compactification.

3. Let $(Y, f)$ be a strict compactification and $g : X \to X_\infty$ given by (6.5.2). Prove that $g$ is a covering map by direct argument. Then prove the result using Theorem 6.5.6.

4. If $(Y, f)$ is a compact morphism, $(\tilde{Y}, \tilde{f})$ is the strict compactification of Proposition 6.5.3 and $\pi : X_\infty \times Y \to Y$ by $\pi(x, y) = y$, prove that $\pi \mid \tilde{Y}$ is a covering map of $(\tilde{Y}, \tilde{f})$ onto $(Y, f)$.

5. Let $(Y, f)$ be a compact morphism of $X$ so that $f^{-1}[U]$ is unbounded (i.e., $f^{-1}[\overline{U}]$ is not compact) for all nonempty, open $U$ (give an example of this), prove that the $(\tilde{Y}, \tilde{f})$ construction of Proposition 6.5.3 yields a strict compactification.

6. If $(Y, f)$ is a strict compactification of $X$, prove that the $(\tilde{Y}, \tilde{f})$ construction of Proposition 6.5.3 yields a compact morphism equivalent to the original $(Y, f)$. Do this directly and also using the $C_{Y,f}(X)$ formalism.

7. Let $(Y, f)$ be a compact morphism of $X$, $\mathfrak{A} = C_{Y,f}(X)$, and $(\tilde{\mathfrak{A}}, \delta)$ the morphism given by (6.5.1). Prove $(\tilde{\mathfrak{A}}, \delta)$ is equivalent to $(Y, f)$.

\section*{6.6. Almost Periodic Functions}

A \textit{locally compact abelian group} (aka LCA group), $G$, has a natural set of maps $\{\tau_g\}_{g \in G}$ on $C(G)$, the bounded, complex-valued continuous functions on $G$, given by

\begin{equation}
(\tau_g f)(h) = f(g + h) \tag{6.6.1}
\end{equation}

Since

\begin{equation}
\|\tau_g(f)\|_\infty = \|f\|_\infty \tag{6.6.2}
\end{equation}

each $\tau_g$ is a continuous map of $C(G)$ to $C(G)$ and

\begin{equation}
\tau_g \tau_h = \tau_{g+h}, \quad \tau_e = 1 \tag{6.6.3}
\end{equation}

$g \mapsto \tau_g$ is not continuous if $G$ is not compact; indeed, a function like $f(x) = \sin(x^2)$ on $\mathbb{R}$ shows that $g \mapsto \tau_g f$ may not even be continuous. We will focus in this section on a class of $f$’s for which (we’ll show) not only is $g \mapsto \tau_g f$ continuous but more is true.

\textbf{Definition.} A function $f \in C(G)$ is called \textit{almost periodic (in Bochner sense)} if and only if $\{\tau_g f\}_{g \in G}$ has compact closure. Its closure is called
the hull, $H_f$, of $f$. The set of all almost periodic functions will be denoted $\text{AP}(G)$.

**Example 6.6.1.** Let $G = \mathbb{R}$ and

$$f(x) = e^{i\alpha x} + e^{i\beta x} \quad (6.6.4)$$

If $\alpha/\beta$ is rational, say $\beta = (p/q)\alpha$, then $f$ is periodic (i.e., $f(x + \sigma) = f(x)$ where $\sigma = 2\pi q/\alpha$ so $e^{i\alpha \sigma} = e^{2\pi i q} = 1$ and $e^{i\beta \sigma} = e^{2\pi i p} = 1$) and $\{f_\tau(x)\}$ is a circle in $C(\mathbb{R})$ and so compact. For general $\alpha, \beta$, $f$ is not periodic, but

$$f_\tau(x) = e^{i\alpha \tau} e^{i\alpha x} + e^{i\beta \tau} e^{i\beta x} \quad (6.6.5)$$

so $\{f_\tau\}$ lies in the torus of $\{\omega_1 e^{i\alpha \cdot} + \omega_2 e^{i\beta \cdot} \mid (\omega_1, \omega_2) \in \partial \mathbb{D} \times \partial \mathbb{D}\}$ and again is compact. Thus, $f$ is almost periodic in the above sense. It is also “almost” periodic in that if $q|\frac{\beta}{\alpha} - \frac{p}{q}|$ is very small (and we know there are such rational approximations; see Theorem 7.5.2 of Part 2A), then (Problem 1)

$$\|f(\cdot + \frac{2\pi q}{\alpha}) - f(\cdot)\|_\infty \leq 2\pi q \left|\frac{\beta}{\alpha} - \frac{p}{q}\right| \quad (6.6.6)$$

will be small. \[\square\]

Notice that $x \mapsto e^{i\alpha x}$ is a character on $\mathbb{R}$. One of our first main results will be to prove the equivalence of Bochner almost periodic, being close to a finite linear combination of characters and being close to periodic in that there are large $\tau$’s so $\|f_\tau - f\|_\infty$ is small. This subject is clearly related to the last section. The set of all almost periodic functions is a Banach algebra, as we’ll prove shortly, and since characters separate points (we’ll prove this under a separability hypothesis on $G$ in Section [6.9]), so by Theorem [6.5.4] the almost periodic functions will be associated to a compactification, $H$, of $G$ called the **Bohr compactification**, which we’ll prove has a topological group structure.

**Definition.** A function, $f$, on $G$ is called **Bohr almost periodic** if and only if for all $\varepsilon$, there is a compact set $K$ so that for all $g \in G$, there is $h \in g + K$ so

$$\|f_h - f\|_\infty \leq \varepsilon \quad (6.6.7)$$

We’ll see soon that this is equivalent to the Bochner definition.

The reader should note that this implies there are arbitrary large $h$’s, so capturing the intuitive notion of close to periodic.

**Definition.** $f$ on $G$ is called **uniformly continuous** if for all $\varepsilon > 0$, there exists a neighborhood, $N_\varepsilon$, of $e$ so that

$$x - y \in N_\varepsilon \Rightarrow |f(x) - f(y)| < \varepsilon \quad (6.6.8)$$
As a warmup:

**Theorem 6.6.2.** (a) $x \mapsto \tau_x f$ as a function from $G$ to $C(G)$ is continuous if and only if $f$ is uniformly continuous.

(b) Any Bohr almost periodic function, $f$, is uniformly continuous.

(c) Any (Bochner) almost periodic function, $f$, is uniformly continuous.

(d) The Bochner almost periodic functions are a Banach subalgebra of $C(G)$.

**Proof.** (a) If $x \mapsto \tau_x f$ is continuous, given $\varepsilon$, there is a neighborhood $N_\varepsilon$ of $e$ so $u \in N_\varepsilon \Rightarrow \|\tau_u f - f\|_\infty < \varepsilon$ which means for all $z$, $|f(u + z) - f(z)| < \varepsilon$, so if $x$ and $y$ have $x - y \in N_\varepsilon$, then setting $z = y$ and $u = x - y$, we have $|f(x) - f(y)| < \varepsilon$, that is, 6.6.8 holds. Conversely, if 6.6.8 holds and $\varepsilon, x$ are given, then for all $y \in x - N$ and all $z \in G$, $x + z - y + z = x - y \in N$ so $|f(x + z) - f(y + z)| < \varepsilon$, that is, $\|\tau_x f - \tau_y f\|_\infty \leq \varepsilon$, proving continuity at $x$.

(b) For each $y$, $\tau_y f$ is continuous at $e$, so there is a neighborhood $N_y$ of $e$ so $w \in N_y \Rightarrow |\tau_y f(w) - \tau_y f(e)| < \varepsilon/4$. Thus, $w, w' \in N_y \Rightarrow |\tau_y f(w) - \tau_y f(w')| < \varepsilon/2$. By continuity of addition, find $M_y$ a neighborhood of $e$, so $M_y + M_y \subset N_y$. Since $w, w'' \in M_y \Rightarrow w + w'' \in N_y$, we see

$$w, w', w'' \in M_y \Rightarrow |(\tau_{y+w''} f)(w) - (\tau_{y+w''} f)(w')| < \frac{\varepsilon}{2} \quad (6.6.9)$$

Let $K$ be chosen so 6.6.7 holds with $\varepsilon/4$ in place of $\varepsilon$. Since $K \subset \bigcup_{y \in K}(y + M_y)$, find $y_1, \ldots, y_\ell$ so $K \subset \bigcup_{j=1}^\ell (y_j + M_{y_j})$ and let $M = \bigcap_{j=1}^\ell M_{y_j}$. By (6.6.9), we have

$$y \in K, w, w' \in M \Rightarrow |(\tau_y f)(w) - (\tau_y f)(w')| < \frac{\varepsilon}{2} \quad (6.6.10)$$

Now suppose $x, y$ are such that $x - y \in M$. By Bohr almost periodicity, there is $h \in K$ so $\|\tau_{x-y} f - f\|_\infty < \varepsilon/4$, so

$$\|\tau_h f - \tau_y f\|_\infty < \frac{\varepsilon}{4} \quad (6.6.11)$$

By (6.6.10),

$$|(\tau_h f)(e) - (\tau_h f)(x - y)| < \frac{\varepsilon}{2} \quad (6.6.12)$$

so by (6.6.10),

$$|f(y) - f(x)| = |(\tau_y f)(e) - (\tau_y f)(x - y)| < \varepsilon \quad (6.6.13)$$

Thus, $f$ is uniformly continuous.

(c) Given $\varepsilon$, pick $y_1, \ldots, y_\ell$ so $\{\tau_y f\} \subset \bigcup_{j=1}^\ell \{g \mid \|g - \tau_{y_j} f\| < \varepsilon/3\}$, which we can do by compactness. By continuity of addition, $x \mapsto \tau_y f(x)$, pick $N_j$ so

$$u \in N_j \Rightarrow |\tau_{y_j} f(u) - \tau_{y_j} f(e)| < \frac{\varepsilon}{3} \quad (6.6.14)$$
Let \( N = \bigcap_{j=1}^{\ell} N_j \). Suppose \( x - y \in N \). Pick \( y_j \) so \( \|\tau_y f - \tau_{y_j} f\|_\infty < \varepsilon/3 \). This plus (6.6.12) implies
\[
\text{if } u \in N \Rightarrow |\tau_y f(u) - \tau_y f(e)| < \varepsilon \quad (6.6.15)
\]
Taking \( u = x - y \) yields \( |f(x) - f(y)| < \varepsilon \), that is, \( f \) is uniformly continuous.

(d) Continuity of addition and multiplication implies if \( K_1 \) and \( K_2 \) are two compact sets in \( C(G) \), then so are \( \{ f + g \mid f \in K_1, g \in K_2 \} \) and \( \{ fg \mid f \in K_1, g \in K_2 \} \). This shows the (Bochner) almost periodic functions are an algebra. That they are norm-closed is a simple limit argument (Problem 2). \( \square \)

By \( T^\infty \), we mean the countable infinite product of circles, \( \partial \mathbb{D} \). In the next proof, we'll need the fact that if \( H \) is a compact separable LCA group, the set of its characters separates points. We'll actually prove this twice later in this chapter. In Section 6.8 we'll prove the matrix elements of the finite-dimensional irreducible representations of any compact group separate points (and for abelian groups, we’ll prove irreducible representations are one-dimensional). And in Section 6.9, we’ll prove any LCA with a certain separability condition has characters that separate points (see Theorem 6.9.5). Here is the central theorem in the theory of almost periodic functions:

**Theorem 6.6.3.** Let \( G \) be a metrizable, separable LCA group and \( f \in C(G) \). The following are equivalent:

1. \( f \) is (Bochner) almost periodic.
2. \( f \) is Bohr almost periodic.
3. \( f \) is a uniform limit of finite linear combinations of elements \( \chi \in \hat{G} \).
4. There is a continuous homomorphism \( \varphi: G \to T^\infty \) and \( F \in C(T^\infty) \) so that
\[
f(x) = F(\varphi(x)) \quad (6.6.16)
\]

**Remark.** Our proof of (1) \( \iff \) (2) below will show the \( K \) can be taken finite. Thus, a corollary of the proof of (2) \( \Rightarrow \) (1) \( \Rightarrow \) (2) is that for a Bohr almost periodic function, the \( K \) can be taken finite.

**Proof.** We’ll show (4) \( \Rightarrow \) (3) \( \Rightarrow \) (1) \( \Rightarrow \) (2) \( \Rightarrow \) (1) \( \Rightarrow \) (4).

(4) \( \Rightarrow \) (3). Let \( \{z_j\}_{j=1}^{\infty} \) be the coordinate functions on \( T^\infty \). By the Stone–Weierstrass theorem, Laurent polynomials in the \( z_j \) are dense in \( C(T^\infty) \) so \( F \) is a limit of such polynomials. Since \( \varphi \) is a homomorphism, \( (\prod_{j=1}^{J} z_j^{f_j}) \circ \varphi \) is a character on \( G \), so \( F \circ \varphi \) is a limit of a linear combination of characters of \( G \).
(3) $\Rightarrow$ (1). Since the Bochner almost periodic functions are a norm-closed algebra, we only need to know that the translates of any character are compact. But if $\chi$ is a character,

$$\{\tau \chi \} \subset \{ e^{i\theta} \chi \mid e^{i\theta} \in \partial \mathbb{D} \}$$

which is compact.

(1) $\Rightarrow$ (2). Given $\varepsilon$, by compactness pick $y_1, \ldots, y_\ell \in G$ so every $\tau_y f$ is within $\varepsilon$ of some $\tau_{y_j} f$. Let $K = \{-y_1, \ldots, -y_\ell\}$ which is finite, and so compact. Given $x \in G$, pick $y_j$ so $\|\tau_x f - \tau_{y_j} f\| < \varepsilon$. Then $\|f - \tau_{x-y_j} f\| < \varepsilon$ and $x - y_j \in x + K$.

(2) $\Rightarrow$ (1). Given $\varepsilon$, we need only find finitely many $y_j$ so every $\tau_y f$ is within $\varepsilon$ of some $y_j$. Let $K$ be such that (6.6.7) with $\varepsilon$ replaced by $\varepsilon/2$. By Theorem 6.6.2, $x \mapsto \tau_x f$ is continuous, so $\{\tau_x f\}_{x \in K}$ is compact. Thus, find $y_1, \ldots, y_\ell \in K$ so every $\tau_x f$, $x \in K$, is within $\varepsilon/2$ of some $\tau_{y_j} f$.

By Bohr almost periodicity, for any $y \in G$, we can find $x \in K$ so $\|\tau_{-x+y} f - f\|_\infty < \varepsilon/2$. Thus,

$$\|\tau_y f - \tau_{y_j} f\| \leq \|\tau_y (\tau_{-x+y} f - f)\| + \|\tau_x f - \tau_{y_j} f\| < \varepsilon$$

(1) $\Rightarrow$ (4). This is the only subtle part of the proof. We’ll show $H$, the compact hull of $f$, is a compact group in such a way that there is $\varphi_1 : G \rightarrow H$, a group homomorphism, with

$$\varphi_1(x) = \tau_x f \quad (6.6.18)$$

So define $\varphi_1$ by (6.6.18). Since $f$ is uniformly continuous, $\varphi_1$ is continuous when $H$ is given the $\| \cdot \|_\infty$ topology. Clearly,

$$\|\varphi_1(x+y) - \varphi_1(x' + y')\| = \| (\tau_x \tau_y f - \tau_x \tau_y' f) + (\tau_y \tau_x f - \tau_y' \tau_x f) \|$$

$$\leq \|\varphi_1(y) - \varphi_1(y')\| + \|\varphi_1(x) - \varphi_1(x')\| \quad (6.6.19)$$

By picking $x_n, y_n$ so $\varphi(x_n) \rightarrow h$, $\varphi(y_n) \rightarrow h'$, this lets us define $h + h'$ for any $h, h' \in H$. It is easy to see (Problem 3) this makes $H$ into a group so that $\varphi_1(x+y) = \varphi_1(x) + \varphi_1(y)$.

Thus, $H$ is a compact metrizable group, so separable, and so we know $\hat{H}$ separates points. By separability of $C(H)$ (see Problem 4), we can find a countable subset $\{\chi_j\}_{j=1}^\infty$ of $\hat{H}$ which separates points. Let $\varphi_2 : H \rightarrow \mathbb{T}^\infty$ by

$$[\varphi_2(h)]_j = \chi_j(h) \quad (6.6.20)$$

Since $\{\chi_j\}_{j=1}^\infty$ separate points, $\varphi_2$ is a bijection, so $\varphi_2[H]$ is closed in $\mathbb{T}^\infty$ and, by compactness, $\varphi_2$ is a homeomorphism of $H$ and $\varphi_2[H]$.

Define $G$ on $H$ by $G(h) = h(e)$ and $\widetilde{F}$ on $\varphi_2[H]$ as $G \circ \varphi_2^{-1}$. $\widetilde{F}$ is continuous, so by the Tietze extension theorem (Theorem 2.2.5 of Part 1),
there is $F: \mathbb{T}^\infty \to \mathbb{C}$, so $F \restriction \varphi_2[H] = \tilde{F}$. If $\varphi = \varphi_2 \varphi_1$, $\varphi$ is a homomorphism of $G$ to $\mathbb{T}^\infty$ and, by construction, $(F \circ \varphi)(x) = G(\tau_x f) = (\tau_x f)(e) = f(x)$. □

Now let $\mathcal{B}(G)$ be the Gel’fand spectrum of the Banach algebra of all almost periodic functions. The same argument that let us define a group structure on the hull of a single $f$ lets us define it on $\mathcal{B}(G)$ and so get a natural compact group, $\mathcal{B}(G)$, the Bohr compactification, and continuous homomorphism $\Phi: G \to \mathcal{B}(G)$. Another way to understand $\mathcal{B}(G)$ is the following. Let $\hat{\mathbb{T}}^G$ be all functions from $\hat{\mathbb{G}}$, the set of all characters on $G$, to $\partial \mathbb{D}$. $\hat{\mathbb{T}}^G$ is compact by Tychonoff’s theorem. Let $\tilde{\Phi}(x)(\chi) = \chi(x)$. $\text{Ran}(\tilde{\Phi})$ is a compact subgroup of $\hat{\mathbb{T}}^G$, and by construction, $\Phi$, the map from $G$ to $\text{Ran}(\tilde{\Phi})$, is continuous. This range provides an explicit realization of $\mathcal{B}(G)$ and shows that $\mathcal{B}(G)$ is typically nonseparable.

Finally, we want to discuss a natural “integral” on $\text{AP}(G)$ and the associated Fourier expansion. We have seen that for any $f$, $H_f$, its hull, is a compact group in the topology induced by $\| \cdot \|_\infty$. It has a Haar probability measure, $d\mu_f$. Thus, we can define

$$A(f) \equiv \int g(e) \, d\mu_f(g) \quad (6.6.21)$$

It can be shown (Problem 5) that $A(f)$ is a linear functional on $\text{AP}(G)$ (indeed, since $\text{AP}(G) = C(\mathcal{B}(G))$, it defines a measure on $\mathcal{B}(G)$, which is just Haar measure on $\mathcal{B}(G)$). Since $H_{\tau_x f} = H_f$ as functions in $C(\mathbb{G})$ and $\tau_y(\tau_x f) = \tau_{x+y} f$, so that the association is just translation, and since $d\mu_f$ is invariant under translation, we see

$$A(\tau_x f) = A(f) \quad (6.6.22)$$

Of course, $H_1$ is a single point, so

$$A(1) = 1 \quad (6.6.23)$$

Since $\tau_x \chi = \chi(x) \chi$, (6.6.22) shows that if $\chi \not\equiv 1$,

$$A(\chi) = 0, \quad \chi \not\equiv 1 \quad (6.6.24)$$

Next, if $g \in H_f$, $\|g\|_\infty \leq \|f\|_\infty$, so (6.6.18) implies

$$|A(f)| \leq \|f\|_\infty \quad (6.6.25)$$

Since any $f \in \text{AP}(G)$ is a uniform limit of linear combinations of characters, the last three equations uniquely determine $A$.

For any $\chi \in \hat{\mathbb{G}}$ and $f \in \text{AP}(G)$, we define its Fourier coefficients to be

$$\hat{f}(\chi) = A(\bar{\chi} f) \quad (6.6.26)$$
By approximating any $f$ by finite linear combinations of characters, it is easy to see (Problem 6(a)) that

$$\sum_{\chi \in \hat{G}} |\hat{f}(\chi)|^2 = A(|f|^2) \quad (6.6.27)$$

In particular, the set of $\chi$ for which $\hat{f}(\chi) \neq 0$, called the spectrum of $f$, is countable. The subgroup (not closed subgroup, just finite products of the $\chi$'s and $\check{\chi}$'s) generated by the spectrum is called the frequency module, $\text{FM}(f)$, of $f$. If $\text{FM}(f)$ is finitely generated (equivalently, see Problem 7, if there is a finite-dimensional torus, $\mathbb{T}^\ell$, and $\varphi: G \to \mathbb{T}^\ell$ and $F: \mathbb{T}^\ell \to \mathbb{C}$ so $f(g) = F(\varphi(g))$), we say $f$ is quasiperiodic.

Since $\{\chi \mid \hat{f}(\chi) \neq 0\}$ is countable, let $\{\chi_j\}_{j=1}^{\infty}$ be a counting. Then, it can be seen (Problem 6(b)) that as $N \to \infty$,

$$A\left(\left|f - \sum_{j=1}^{N} \hat{f}(\chi_j)\chi_j\right|^2\right) \to 0 \quad (6.6.28)$$

**Notes and Historical Remarks.** The definition of (Bohr) almost periodic on functions on $\mathbb{R}$ and some of their properties is due to Bohr [77, 78], while the Bochner definition approach is due to Bochner [73, 75].

On $\mathbb{R}$, one can show (Problem 8) for $f \in \text{AP}(\mathbb{R})$ that

$$A(f) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} f(x) \, dx \quad (6.6.29)$$

A function $f$ on $\mathbb{R}$ is called Besicovitch almost periodic if there are $f_n$ finite sums of $e^{ikx}$ so that

$$\lim_{n \to \infty} \left[ \limsup_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} |f(x) - f_n(x)|^2 \, dx \right] = 0 \quad (6.6.30)$$

This is a larger class than $\text{AP}(\mathbb{R})$. Thus, the smaller class is sometimes called “uniformly almost periodic.”

For book treatments of the theory of uniform and/or Besicovitch almost periodic functions, see [53, 79, 132, 442].

In terms of the general theory of dual groups, one can construct $\mathcal{B}(G)$ as follows: Let $\hat{G}_{\text{disc}}$ be $\hat{G}$ with the discrete topology. Then $(\hat{G}_{\text{disc}}) = \mathcal{B}(G)$. This is discussed further in the Notes to Section 6.9. (6.6.27)/(6.6.28) can then be viewed as standard Fourier analysis on the compact group $\mathcal{B}(G)$ whose dual is $\hat{G}_{\text{disc}}$.

**Problems**

1. Let $f: \mathbb{R} \to \mathbb{C}$ be given by (6.6.4). Prove (6.6.6).
2. (a) Prove \( f \) is Bochner almost periodic if and only if for all \( \varepsilon > 0 \), there exists \( x_1, \ldots, x_n \) so \( \sup_{g \in G} \min_{j=1, \ldots, n} \| \tau_y f - \tau_{x_j} f \| < \varepsilon \).

(b) Prove that a uniform limit of Bochner almost periodic functions is Bochner almost periodic.

3. Let \( f \in \text{AP}(G) \). Using \((6.6.19)\), confirm that \( H_f \) has a topological group structure (with \( \| \cdot \|_\infty \) topology) so that \( \varphi_1 \) is a continuous group homomorphism.

4. (a) Let \( X \) be a separable metric space. Prove that \( C(X) \) is separable. 

(Hint: If \( \rho \) is the metric and \( \{x_j\}_{j=1}^\infty \) a dense set, consider polynomials in \( \rho(x, x_j) \) with rational coefficients.)

(b) Let \( \{f_\alpha\}_{\alpha \in I} \) be a family of functions including \( 1 \) that separates points. Prove there is a countable subfamily that separates points. (Hint: First show that polynomials in the \( f_\alpha \) are dense in \( C(X) \). Then for a countable dense set \( g_n \), find a countable subfamily so polynomials in that subfamily approximate the \( g_n \)’s well, and then conclude this countable family must separate points.)

5. (a) Given \( f, g \in \text{AP}(G) \), let \( \mathfrak{A}_{f,g} \) be the subalgebra of \( C(G) \) generated by \( f \) and \( g \). Show that \( \hat{\mathfrak{A}}_{f,g} \) has a group structure so \( x \mapsto \delta_x \) is a group homomorphism of \( G \) to \( \hat{\mathfrak{A}}_{f,g} \).

(b) If \( \eta \) is normalized Haar measure on \( \hat{\mathfrak{A}}_{f,g} \), prove that \( \mathfrak{A}(f) = \int \hat{f}(\ell) \, d\eta(\ell) \) and similarly for \( g \), and conclude that \( \mathfrak{A} \) is a linear functional.

6. (a) Prove \((6.6.27)\) if \( f \) is a finite linear combination of characters and deduce it for all \( f \in \text{AP}(G) \).

(b) Verify \((6.6.28)\) for \( f \) a finite linear combination of characters and deduce it for all \( f \in \text{AP}(G) \).

7. (a) Prove that any \( f \in \text{AP}(G) \) is a uniform limit of polynomials in the \( \chi \)’s with \( \hat{f}(\chi) \neq 0 \).

(b) If \( \text{FM}(f) \) is finitely generated, show there is a finite \( \ell \), a group homomorphism \( \varphi : G \to \mathbb{T}^\ell \), and continuous \( f : \mathbb{T}^\ell \to \mathbb{C} \) so \( f = F \circ \varphi \).

(c) If \( f \) has the form \( F \circ \varphi \) in (b), show that \( f \) is almost periodic and \( \text{FM}(f) \) is finitely generated.

8. (a) Let \( f : \mathbb{R} \to \mathbb{C} \) be a finite linear combination of characters. Prove \((6.6.29)\).

(b) Prove \((6.6.29)\) for all \( f \in \text{AP}(\mathbb{R}) \).

(c) Find analogs of \((6.6.29)\) for \( \mathbb{R}^\nu \), \( \mathbb{Z} \), and \( \mathbb{Z}^\nu \).
6.7. The GNS Construction and
the Noncommutative Gel’fand–Naimark Theorem

The bulk of this chapter discusses abelian Banach algebras although some of the early results were stated in nonabelian generality. This section and the next will discuss some not necessarily abelian cases—this section will prove a structure theorem for general $B^*$-algebras and the next some simple results about representations of general locally compact groups. Both depend critically on the theory of representations of Banach algebras with norm-compatible involution, which is the first topic of this section.

Recall (see Section [6.4]) that a $B^*$-algebra is a Banach algebra with involution, $^*$, obeying the $C^*$-identity

$$\|x^*x\| = \|x\|^2$$

(6.7.1)

The main theorem of this section is:

**Theorem 6.7.1 (Noncommutative Gel’fand–Naimark Theorem).** Every $B^*$-algebra, $\mathfrak{A}$, is isometrically isomorphic to an algebra of operators on a not necessarily separable Hilbert space under an isomorphism $\pi$ with

$$\pi(x^*) = \pi(x)^*$$

(6.7.2)

(the $^*$ on the right is operator adjoint). If $\mathfrak{A}$ is separable, the Hilbert space may be taken to be separable.

**Remarks.** 1. Recall (see Section 3.1 of Part 1) our definition of “Hilbert space” includes separability and we use “not necessarily separable Hilbert space” if that axiom is dropped.

2. A norm-closed algebra, $\mathfrak{A}$, of operators on a Hilbert space with $A \in \mathfrak{A} \Rightarrow A^* \in \mathfrak{A}$ is called a $C^*$-algebra. This theorem is sometimes paraphrased as “every $B^*$-algebra is a $C^*$-algebra” or as “every abstract $C^*$-algebra is a concrete $C^*$-algebra.”

Note that Lemma [6.4.5] states that every $B^*$-algebra without identity can be realized as a codimension 1 subalgebra of a $B^*$-algebra with one, so in proving Theorem 6.7.1 we can and will suppose $\mathfrak{A}$ has an identity (one can also use approximate identities; see the Notes and Problem 3). The key to both the proof of this theorem and our discussion of group representations in the next section will be positive linear functionals and their relation to representations of $^*$-algebras.

**Definition.** Let $\mathfrak{A}$ be a Banach algebra with identity, $e$, and norm-compatible involution, $^*$. We call this a $^*$-algebra for short. A representation, $\pi$, of $\mathfrak{A}$ is a map $\pi: \mathfrak{A} \to L(\mathcal{H})$, the bounded operators on a not
necessarily separable Hilbert space, $\mathcal{H}$, so that
$$\pi(xy) = \pi(x)\pi(y), \quad \pi(e) = 1, \quad \pi(x^*) = \pi(x)^* \quad (6.7.3)$$

**Definition.** A generalized state, $\varphi$, on a $\ast$-algebra, $\mathfrak{A}$, is a function $\varphi \in \mathfrak{A}^*$ so that for all $x \in \mathfrak{A}$,
$$\varphi(x^*x) \geq 0 \quad (6.7.4)$$

$S_+(\mathfrak{A})$ will denote the set of generalized states on $\mathfrak{A}$. A state is a generalized state with
$$\varphi(e) = 1 \quad (6.7.5)$$

The set of all states will be denoted $S_{+,1}(\mathfrak{A})$.

Recall Proposition [6.3.5] proved that any $\varphi \in S_+(\mathfrak{A})$ obeys
$$|\varphi(x)| \leq \|x\|\varphi(e) \quad (6.7.6)$$

This explains why we didn’t require continuity in our definition of representation because it is automatic:

**Proposition 6.7.2.** For any representation, $\pi$, of a $\ast$-algebra, $\mathfrak{A}$, we have
$$\|\pi(x)\| \leq \|x\| \quad (6.7.7)$$

In particular, $\pi$ is $\|\cdot\|$-continuous.

**Proof.** For $\psi \in \mathcal{H}$, define
$$\varphi^{(\pi)}_\psi(x) = \langle \psi, \pi(x)\psi \rangle \quad (6.7.8)$$

Since
$$\varphi^{(\pi)}_\psi(x^*x) = \|\pi(x)\psi\|^2 \quad (6.7.9)$$

we see that $\varphi^{(\pi)}_\psi$ is a generalized state and is a state if $\|\psi\| = 1$. Since $\varphi(e) = \|\psi\|^2$, (6.7.6) implies that
$$|\varphi^{(\pi)}_\psi(x)| \leq \|\psi\|^2\|x\| \quad (6.7.10)$$

In particular, by (6.7.9),
$$\|\pi(x)\psi\|^2 \leq \|x^*x\||\psi\|^2 \leq \|x\|^2\|\psi\|^2 \quad (6.7.11)$$

which implies (6.7.7). $\square$

Thus, representations are associated to states. A key point is that a strong converse is true. We need some definitions.

**Definition.** A cyclic representation of a $\ast$-algebra, $\mathfrak{A}$, is a representation $\pi : \mathfrak{A} \to \mathcal{L}(\mathcal{H})$ and distinguished unit vector, $\psi$, so that
$$\mathcal{H} = \{\pi(x)\psi \mid x \in \mathfrak{A}\} \quad (6.7.12)$$
Two cyclic representations, $(\pi, \mathcal{H}, \psi)$ and $(\tilde{\pi}, \tilde{\mathcal{H}}, \tilde{\psi})$, are called equivalent if there exists a unitary $V : \mathcal{H} \to \tilde{\mathcal{H}}$ so that
\[ V \pi(x) V^{-1} = \tilde{\pi}(x), \quad V \psi = \tilde{\psi} \] (6.7.13)
The state of $(\pi, \mathcal{H}, \psi)$ is
\[ \varphi^{(\pi)}_\psi = \langle \psi, \pi(x)\psi \rangle \] (6.7.14)

The same argument that led to Theorem 5.2.1 (except to handle that in the nonseparable case, one needs a Zornification) implies

**Proposition 6.7.3.** Any representation is a direct sum of cyclic representations.

**Theorem 6.7.4** (GNS Construction). Any state is the state of a cyclic representation. Two cyclic representations are equivalent if and only if their states are equal. If $\mathfrak{A}$ is separable, every cyclic representation is on a separable Hilbert space.

**Remark.** GNS stands for “Gel’fand–Naimark–Segal” (see the Notes).

**Proof.** Let $\varphi$ be a state. Define $\langle \ , \ \rangle_\varphi$ on $\mathfrak{A}$ by
\[ \langle x, y \rangle_\varphi = \varphi(x^*y) \] (6.7.15)
This is a sesquilinear form with $\langle x, x \rangle_\varphi \geq 0$. It may not, however, be strictly positive, so we define
\[ I_\varphi = \{ x \mid \langle x, x \rangle_\varphi = \varphi(x^*x) = 0 \} \] (6.7.16)
Since $\varphi$ is continuous, $I_\varphi$ is closed. The Schwarz inequality for $\langle \ , \ \rangle_\varphi$ says
\[ |\varphi(z^*w)|^2 \leq \varphi(z^*z)\varphi(w^*w) \] (6.7.17)
In particular, if $x \in I_\varphi$, $y \in \mathfrak{A}$, and $z = x^*y^*y$,\[ \varphi((yx)^*(yx)) \leq \varphi(zz^*)\varphi(x^*x) = 0 \]
so $x \in I_\varphi \Rightarrow yx \in I_\varphi$, that is,
\[ I_\varphi \ \text{is a closed left ideal in } \mathfrak{A} \] (6.7.18)
Let $\mathcal{H}_0 = \mathfrak{A}/I_\varphi$ and define $\langle \ , \ \rangle$ on $\mathcal{H}_0$ by
\[ \langle [x], [y] \rangle = \langle x, y \rangle_\varphi \] (6.7.19)
which is easily seen to be well-defined with a positive definite inner product, so its completion, $\mathcal{H}$, is a Hilbert space.

Define $\pi_0 : \mathfrak{A} \to \mathcal{L}(\mathcal{H}_0)$ by
\[ \pi_0(x)[y] = [xy] \] (6.7.20)
By (6.7.18), this is well-defined. By the same argument as in Proposition 6.7.2,

\[ \|\pi_0(x)[y]\|_H \leq \|x\|_A \|\pi_0(y)\|_H \] (6.7.21)

so \(\pi_0(x)\) extends to a map, \(\pi(x)\), in \(L(H)\). It is easy to check that \(\pi\) is a representation of \(A\). Notice if \(\psi = [e]\),

\[ \langle \psi, \pi(x)\psi \rangle = \langle [e], [xe] \rangle = \varphi(exe) = \varphi(x) \]

so \(\varphi\) is the associated state. Since \(\{\pi(x)\psi\} = \{[x]\}\), \(\psi\) is cyclic. So we have the promised cyclic representation.

The other parts of the theorem are easy to check (Problem 1). \(\square\)

The key to proving the noncommutative Gel’fand–Naimark theorem is the following, whose proof we defer:

**Theorem 6.7.5.** Let \(A\) be a \(B^*\)-algebra with identity. For any \(x \in A\), there is a state, \(\varphi\), with

\[ \varphi(x^*x) = \|x\|^2_\Lambda \] (6.7.22)

**Proof of Theorem [6.7.1] given Theorem [6.7.5].** Let \(\pi_\varphi\) be the cyclic representation generated by \(\varphi\) via Theorem 6.7.4. Let

\[ \pi = \bigoplus_{\varphi \in S_{+1}} \pi_\varphi \] (6.7.23)

on \(\bigoplus H_\varphi\). Since \(\|\pi(x)\| \leq \|x\|\) on every \(H_\varphi\) and if \(\varphi(x^*x) = \|x\|^2\), then \(\|\pi_\varphi(x)[e]\|_H = \|[x]\|^2_H = \|x\|^2\), we see \(\|\pi(x)\| = \|x\|\). Thus, \(\pi\) is an isometric isomorphism on \(\text{Ran}(\pi)\).

If \(A\) is separable, the weak topology on \(A^*\) is metrizable and \(S_{+1}\) is separable (Problem 2(a)). Let \(\{\varphi_n\}_{n=1}^\infty\) be a dense subset of \(S_{+1}\). It is easy to see (Problem 2(b))

\[ \sup_n \varphi_n(x^*x) = \|x\|^2_\Lambda \] (6.7.24)

so that \(\bigoplus_n \pi_{\varphi_n}\) is an isometry and is on a separable space since each \(H_{\varphi_n}\) is. \(\square\)

The key to proving Theorem 6.7.5 will be to show if \(\varphi \in A^*\) and \(\varphi(e) = 1 = \|\varphi\|\), then \(\varphi \in S_{+1}\). For it will be easy to construct such a \(\varphi\) with \(\varphi(x^*x) = \|x\|^2\) on the two-dimensional space \(\{ae + \beta x^*x \mid a, \beta \in \mathbb{C}\}\) and then use the Hahn–Banach theorem to get a \(\varphi\) with \(\varphi(e) = 1 = \|\varphi\|\). We need some preliminary temporary notions:

**Definition.** Let \(A\) be a \(B^*\)-algebra with identity. An \(x \in A\) with \(x = x^*\) and \(\sigma(x) \subset [0, \infty)\) will be called *Kadison positive*. A *Kadison state* is a \(\varphi \in \Lambda^*\) with

\[ \varphi(e) = 1, \quad x \text{ Kadison positive} \Rightarrow \varphi(x) \geq 0 \] (6.7.25)
6.7. Noncommutative Gel’fand–Naimark Theorem

Remark. We’ll eventually prove that \(x\) is Kadison positive if and only if \(x = y^*y\) for some \(y\), so Kadison positive is the same as positive and Kadison state is the same as state.

Proposition 6.7.6. If \(\varphi \in \mathfrak{A}^*\) has
\[
\varphi(e) = 1 = \|\varphi\| \tag{6.7.26}
\]
then \(\varphi\) is a Kadison state.

Remark. For now we don’t know Kadison states have \(\|\varphi\| = 1\), but we will see Kadison states are states (see Theorem 6.7.8) so that (6.7.26) is equivalent to being a Kadison state.

Proof. By Theorem 6.4.4(d), if \(x = x^*\), and (6.7.26) holds, then \(\varphi(x)\) is real so \(\varphi(x)\) is real for any Kadison positive \(x\).

By \(\sigma(x) \subset [0, \infty)\) and \(\sigma(x) \subset \{\lambda \mid |\lambda| \leq \|x\|\}\), we know that \(\sigma(x) \subset [0, \|x\|]\). If \(y = \|x\|e - x\), then \(\sigma(y) \subset \|x\| - [0, \|x\|] = [0, \|x\|]\). By Theorem 6.4.3(c), we conclude
\[
\|y\| \leq \|x\| \tag{6.7.27}
\]

Since \(\|\varphi\| = 1\), this implies \(|\varphi(y)| \leq \|x\|\), that is,
\[
||x|| - \varphi(x)\leq \|x\| \tag{6.7.28}
\]
Since this is false if \(\varphi(x) < 0\), we see \(\varphi(x) \geq 0\). □

Let \(x\) be symmetric and \(\mathfrak{A}(x)\) the closure of the polynomials in \(x\). \(\mathfrak{A}(x)\) is an abelian \(B^*\)-algebra, so by Theorem 6.4.3 it is isomorphic to \(C(\hat{\mathfrak{A}(x)}) = C(\sigma(x))\) (since \(x\) generates \(\mathfrak{A}(x)\)), and we have a continuous functional calculus. Here is what we get from this:

Proposition 6.7.7. (a) If \(x\) is symmetric, \(\sigma(x) \subset \mathbb{R}\).
(b) If \(x\) is Kadison positive, then \(x = y^2\) for a symmetric \(y\).
(c) If \(y\) is symmetric and \(x = y^2\), then \(x\) is Kadison positive.
(d) For any symmetric \(x\in \mathfrak{A}\) and \(\lambda \in \sigma(x)\), there exists a Kadison state, \(\varphi\), with
\[
\varphi(x) = \lambda \tag{6.7.29}
\]
(e) For any symmetric \(x\in \mathfrak{A}\), we can find symmetric \(x_\pm\) Kadison positive so that
\[
x = x_+ - x_- \quad x_+ x_- = x_- x_+ = 0 \tag{6.7.30}
\]

Proof. (a) Since \(^*\) is a symmetric involution on \(\mathfrak{A}(x)\) (see Theorem 6.4.4(e)), \(\hat{x}\) is real on \(\hat{\mathfrak{A}(x)}\), so \(\sigma_{\mathfrak{A}(x)}(x) \subset \mathbb{R}\). By Theorem 6.1.11(e),
\[
\sigma_{\mathfrak{A}(x)} = \sigma_{\mathfrak{A}(x)}(x) \subset \mathbb{R} \tag{6.7.31}
\]
proving (a).
(b) \( \mathfrak{A}(x) \cong C(\sigma(x)) \). Since \( \sigma(x) \subset [0, \|x\|] \) and, under this isomorphism, 
\( \hat{x}(\lambda) = \lambda \), we can find \( y \in \mathfrak{A}(x) \) with \( \hat{y}(\lambda) = \sqrt{\lambda} \). Thus, \( y^2 = (\hat{y})^2 = \hat{x} \) so \( y^2 = x \) since \( \hat{\_} \) is an isomorphism.

(c) By the spectral mapping theorem (Theorem 5.5.5 of Part 1), there is 
\( \sigma \) since \( \phi \). Since \( \hat{x} \) is Kadison state by Proposition 6.7.6.

(d) Let \( \ell \in \hat{\mathfrak{A}(x)} \) have \( \ell(x) = \lambda \). As a functional on \( \mathfrak{A}(x) \), \( \ell \) obeys
\[
\ell(e) = \|\ell\| = 1 \quad (6.7.32)
\]
By the Hahn–Banach theorem (Theorem 5.5.5 of Part 1), there is \( \varphi \in \mathfrak{A}^* \) so
\[
\|\varphi\| = 1, \quad \varphi \upharpoonright \mathfrak{A}(x) = \ell \quad (6.7.33)
\]
Since \( \varphi(e) = \ell(e) = 1 \), \( \varphi \) is Kadison state by Proposition 6.7.6.

(e) Since \( \hat{\_} \) is an isomorphism of \( \mathfrak{A}(x) \) and \( C(\sigma(x)) \), we can find \( x_\pm \in \mathfrak{A}(x) \) with
\[
\hat{x}_+(\lambda) = \max(\hat{x}(\lambda), 0), \quad \hat{x}_-(\lambda) = \max(-\hat{x}(\lambda), 0) \quad (6.7.34)
\]
Clearly, \( \hat{x} = \hat{x}_+ - \hat{x}_- \), \( \hat{x}_+ \geq 0 \), \( \hat{x}_- = \hat{x}_+ \) and \( \hat{x}_+ \hat{x}_- = \hat{x}_- \hat{x}_+ = 0 \). Since \( \hat{\_} \) is an isomorphism, these translate to \( x_\pm \) Kadison positive and (6.7.30). \( \square \)

**Theorem 6.7.8.** Let \( \mathfrak{A} \) be a \( B^* \)-algebra with identity.

(a) The Kadison positive elements are a convex cone, that is, \( x, y \) Kadison positive \( \Rightarrow x + y \) is Kadison positive (\( \lambda x \) Kadison positive for \( \lambda \geq 0 \) is trivial).

(b) Every positive element of \( \mathfrak{A} \) (i.e., \( x \) of the form \( y^* y \)) is Kadison positive, so positive \( \Leftrightarrow \) Kadison positive and the Kadison states and states are the same.

**Proof.** (a) Let \( x, y \) be Kadison positive. Then \( x + y \) is symmetric and so it has \( \sigma(x + y) \subset \mathbb{R} \). Let \( \lambda \in \sigma(x + y) \). By Proposition 6.7.7(d), there is a Kadison state \( \varphi \) so
\[
\varphi(x + y) = \lambda \quad (6.7.35)
\]
Since \( \varphi \) is a Kadison state, \( \varphi(x) \geq 0 \) and \( \varphi(y) \geq 0 \), so \( \lambda \geq 0 \), that is, \( \sigma(x + y) \subset [0, \infty) \), i.e., \( x + y \) is Kadison positive.

(b) Let \( x = y^* y = x_+ - x_- \). We need to show \( x_- = 0 \). Let \( z = yx_- \). Then
\[
z^* z = x_-(x_+ - x_-)x_- = -x_-^3 \quad (6.7.36)
\]
so by the spectral mapping theorem, \( -z^* z \) is Kadison positive. Since \( \sigma(-zz^*) \subset \sigma(-z^* z) \cup \{0\} \) (By Problem 5 of Section 2.2), \( -z^* z - zz^* \equiv -w \) is Kadison positive by (a), that is,
\[
\sigma(w) \subset (-\infty, 0] \quad (6.7.37)
\]
Write \( z = a + ib \) with \( a, b \) symmetric. Then
\[
w = 2(a^2 + b^2) \tag{6.7.38}
\]
Since \( a^2, b^2 \) are Kadison positive, \( w \) is also by (a). Thus,
\[
\sigma(w) \subset [0, \infty) \tag{6.7.39}
\]
Therefore, \( \sigma(w) = \{0\} \). By (6.4.3),
\[
(w = w^* + \sigma(w) = \{0\}) \Rightarrow \|w\| = 0 \Rightarrow w = 0 \tag{6.7.40}
\]
Thus, by (6.7.38), \( a^2 = -b^2 \), so \( \sigma(a^2) \subset [0, \infty] \) and \( \sigma(b^2) \subset [0, \infty) \Rightarrow \sigma(a^2) \subset [0, \infty) \cap (-\infty, 0] = \{0\} \). By (6.7.40) for \( a, a = 0 \), and then \( b = 0 \), so \( z = 0 \).

By (6.7.37), \( x_3 = 0 \). Thus, by the spectral mapping theorem, \( \sigma(x_-)^3 = \sigma(x_-) = \{0\} \Rightarrow \sigma(x_-) = 0 \Rightarrow x_- = 0 \) by (6.7.40) again. \( \square \)

**Corollary 6.7.9.** In any \( B^* \)-algebra, \( \mathfrak{A} \), with identity, \( \{x^*x \mid x \in \mathfrak{A}\} \) is a convex cone.

**Proof.** This set is the same as \( \{y \mid \sigma(y) \subset [0, \infty)\} \) which we saw was a convex cone. \( \square \)

**Corollary 6.7.10.** In any \( B^* \)-algebra, \( \mathfrak{A} \), with identity, \( e + x^*x \) is invertible for all \( x \in \mathfrak{A} \).

**Remarks.** 1. As we noted in Theorem 6.3.2, this is one criterion for an involution to be symmetric in the abelian case.

2. In their original paper, Gel’fand–Naimark included that \( e + x^*x \) is invertible in their axioms for a \( B^* \)-algebra. This corollary shows this axiom is implied by the others.

**Proof.** \( \sigma(x^*x) \subset [0, \infty) \) so \( -1 \notin \sigma(x^*x) \). \( \square \)

**Theorem 6.7.11.** Let \( \mathfrak{A} \) be a \( B^* \)-algebra with identity. Let \( \varphi \in \mathfrak{A}^* \) obey
\[
\varphi(e) = 1 = \|\varphi\| \tag{6.7.41}
\]
Then \( \varphi \in \mathcal{S}_{+,1}(\mathfrak{A}) \).

**Proof.** Immediate from Proposition 6.7.6 and Theorem 6.7.8 \( \square \)

**Proof of Theorem 6.7.5** (This completes the proof of Theorem 6.7.1) Since \( \sigma(x^*x) \subset [0, \infty) \) and, by (6.4.3),
\[
\text{spr}(x^*x) = \|x^*x\| \tag{6.7.42}
\]
we see \( \|x^*x\| \in \sigma(x^*x) \). Thus, Proposition 6.7.7(d) (and the fact that Kadison states are the same as states) implies the result. \( \square \)
Notes and Historical Remarks.  The noncommutative Gel’fand–Naimark theorem (or rather, something slightly weaker since they had extra axioms for \( B^*-\)algebras; see below) comes from their seminal 1943 paper \[231\]. Considerations of things close to \( C^*-\)algebras arose in the 1930s in attempts to axiomatize quantum mechanics, and von Neumann worked with weakly-closed subalgebras of \( \mathcal{L}(\mathcal{H}) \) (called \( W^*-\)algebras). But it was the paper of Gel’fand–Naimark that, by emphasizing the algebraic aspects of the theory, gave birth to the general study of \( C^*-\)algebras—so much so that the AMS had a fifty-year anniversary conference and book \[168\] in 1993.

The GNS construction is named after this paper and work of Segal \[615\]. The GN paper had an explicit example of the construction in the \( B^*-\)case; Segal, realizing that he had found something similar in the case of group algebras, formalized the general construction, emphasizing the structure of states (and showed that irreducible representations are associated to extreme points; see the next section). The name “state” is from Segal, who was motivated by its use in quantum theory (density matrices and mixed states).

Segal dealt with representations of \( \| \cdot \|\)-closed \( *\)-algebras of \( \mathcal{L}(\mathcal{H}) \) rather than \( B^*-\)algebras.

Gel’fand–Naimark had six axioms for \( B^*-\)algebras:

- (i)–(iii) said \( * \) was an involution.
- (iv) said \( \|x^*x\| = \|x\|\|x^*\| \).
- (v) said \( e + x^*x \) is invertible.
- (vi) said \( \|x\| = \|x^*\| \).

They conjectured (i)–(iv) \( \Rightarrow \) (v), (vi). We use

- (vii) \( \|x^*x\| = \|x\|^2 \)

which we showed (see (6.4.2)) imply (iv), (vi), but it is a fact proven by Glimm–Kadison \[252\] in 1960 that (i)–(iv) \( \Rightarrow \) (vi); see also Kadison \[360\].

That (i)–(iii) + (vii) \( \Rightarrow \) (v) is intimately connected to the fact that \( \{x^*x \mid x \in \mathfrak{A}\} \) is a cone. That the cone condition follows from (i)–(iv) is a result of Kelley–Vaught \[385\] and Fukamiya \[216\] in 1952. That this in turn implies every \( x^*x \) has nonnegative spectra (and so establishes axiom (v)) is an unpublished remark of Kaplansky that appeared in Schatz’s MathSciNet review of Fukamiya \[595\]! In particular, this has the \( x^3 \) argument we used in the proof of Theorem \[6.7.8\](b) and also states that Kaplansky had a way to embed a \( B^*-\)algebra without identity in one with identity.

Our elegant approach to proving the cone result is due to Kadison \[360\] after whom we have named Kadison positive and Kadison state.

For most purposes, it suffices that \( B^*-\)algebras without identity can be embedded in one with identity, but it is sometimes useful to know they
have approximate identities—this was first observed by Segal [615]; see Problem 3.

A \( W^* \)-algebra is a weakly closed \( C^* \)-algebra, \( \mathfrak{A} \), in \( \mathcal{L}(\mathcal{H}) \). We saw that \( B \to \ell_B \) (with \( \ell_B(A) = \text{Tr}(AB) \)) is a map of \( \mathcal{L}(\mathcal{H}) \) isometrically onto \( \mathcal{I}_1^* \), the dual of the trace class. It is not hard to see if \( h(\mathfrak{A}) = \{ A \in \mathcal{I}_1 \mid \text{Tr}(AB) = 0 \text{ for all } B \in \mathfrak{A} \} \), then \( \mathfrak{A} \) is the dual of the Banach space \( \mathcal{I}_1/h(\mathfrak{A}) \), precisely because \( \mathfrak{A} \) is weakly closed (these are called ultra-weakly continuous functionals); that is, any \( W^* \)-algebra is the dual of a Banach space. It is a theorem of Sakai [587] that any \( B^* \)-algebra that is also the dual of some Banach space is isometrically isomorphic to a \( W^* \)-algebra.

Problems

1. (a) Prove that equivalent cyclic representations have the same state.
   (b) If \( (\tilde{\pi}, \tilde{\mathcal{H}}, \tilde{\psi}) \) is a cyclic representation, show that \( \tilde{\pi} \) is equivalent to the \( \pi \) generated by the GNS representation from its state and conclude that two cyclic representations with the same state are equivalent.
   (c) If \( \mathfrak{A} \) is separable, prove that any cyclic representation is on a (separable) Hilbert space.
   (d) Find a nonseparable \( B^* \)-algebra with a cyclic injective representation on a (separable) Hilbert space.

2. (a) If \( \mathfrak{A} \) is separable, prove that \( S_{+,1}(\mathfrak{A}) \) is metrizable in the weak (i.e., \( \sigma(\mathfrak{A}^*, \mathfrak{A}) \)) topology.
   (b) Supposing Theorem 6.7.5, prove (6.7.24) for any countable dense set.
   (c) If \( S_{+,1}(\mathfrak{A}) \) is metrizable, prove it has a countable dense set. (Hint: Banach–Alaoglu theorem.)

3. This problem will prove that any \( B^* \) algebra, \( \mathfrak{A} \), without identity has an approximate identity following Segal [615]. \( \mathfrak{A}_e \) will be the algebra with identity added in the \( B^* \)-norm (see Lemma 6.4.5). Let \( \varepsilon_n = 1/n \). Given \( (x_1, \ldots, x_n) \in \mathfrak{A} \), define

\[
b_n(x_1, \ldots, x_n) = \sum_{j=1}^{n} x_j^* x_j
\]  

and (which lies in \( \mathfrak{A} \) although \( \mathfrak{A}_e \) is used to define it)

\[
u_n(x_1, \ldots, x_n) = (b_n + \varepsilon_n e)^{-1} b_n
\]

Think of \( u_n(x_1, \ldots, x_n) \) as a net indexed by \( (x_1, \ldots, x_n) \) with \( (x_1, \ldots, x_\ell) \triangleright (\tilde{x}_1, \ldots, \tilde{x}_n) \) if \( \{\tilde{x}_1, \ldots, \tilde{x}_n\} \subset \{x_1, \ldots, x_\ell\} \). This problem will lead you through a proof that \( \{u_n\} \) is an approximate identity.
(a) Prove \((b_n + \varepsilon_n e)\) is invertible and that
\[
u_n - e = -\varepsilon_n(b_n + \varepsilon_n e)^{-1}
\]
(6.7.45)

(b) Prove that
\[
\sum_{j=1}^{n} [x_j(u_n - e)]^* [x_j(u_n - e)] = \varepsilon_n^2 b_n [(b_n + \varepsilon_n e)^{-1}]^2
\]
(6.7.46)

(c) Prove \(\sigma(b_n) \subset [0, \infty)\) and, by the spectral mapping theorem and that \(\|x\| = \sup_{\lambda \in \sigma(x)} |\lambda|\) if \(x\) is Hermitian, prove that
\[
\|\varepsilon_n^2 b_n (b_n + \varepsilon_n e)^{-1}\| \leq \frac{1}{2} \varepsilon_n
\]
(6.7.47)

(d) For \(j = 1, \ldots, n\), prove that
\[
\|x_j u_n - x_j\| \leq \frac{1}{2n}
\]
(6.7.48)

Conclude that \(\{u_n\}\) is an approximate right identity.

(e) Prove that a symmetric approximate right identity is a two-sided approximate identity so \(\{u_n\}\) is one.

(f) If \(\mathfrak{A}\) is separable, find a sequential approximate identity.

6.8. Bonus Section: Representations of Locally Compact Groups

You boil it in sawdust: you salt it in glue
You condense it with locusts and tape
Still keeping one principal object in view
To preserve its symmetrical shape.

—Lewis Carroll (C. L. Dodgson) 107

Let \(G\) be a locally compact group. A representation of \(G\) is a map \(U: G \rightarrow \mathcal{L}(\mathcal{H})\), the bounded operators on a not necessarily separable Hilbert space, \(\mathcal{H}\), so that

(i) \(U(xy) = U(x)U(y), \quad U(e) = 1\)

(ii) \(U(x^{-1}) = U(x)^*\)

(iii) \(x \mapsto U(x)\) is strongly continuous.

Notice that (6.8.1)/(6.8.2) imply that each \(U(x)\) is unitary so, in particular, \(\|U(x)\| = 1\). Thus, by Theorem 3.6.2 of Part 1, strong continuity is equivalent to weak continuity (and, we’ll see shortly, to weak measurability if \(\mathcal{H}\) is separable).
**Definition.** A representation, \( U \), on a Hilbert space, \( \mathcal{H} \), is called *irreducible* if and only if \( \mathcal{H}' \subset \mathcal{H} \), a subspace with \( U(g)\mathcal{H}' \subset \mathcal{H}' \) for all \( g \) implies \( \mathcal{H}' = \{0\} \) or \( \mathcal{H}' = \mathcal{H} \).

The idea is that irreps (our shorthand for “irreducible representations”) are building blocks. In the finite-dimensional case, every representation is a direct sum of irreps (see Proposition 6.8.12 below) and there are senses in which one can usually write an infinite-dimensional representation as some kind of “direct integral” of irreps. Our goal in this section is to prove two results:

**Theorem 6.8.1** (Gel’fand–Raikov Theorem). For any locally compact group, \( G \), the irreps separate points, that is, for any \( x, y \in G \), there is an irrep, \( U \), with \( U(x) \neq U(y) \).

**Theorem 6.8.2** (Peter–Weyl Theorem). For any compact group, the finite-dimensional irreps separate points and any representation is a direct sum of finite-dimensional irreps. In particular, any irrep is finite-dimensional.

We’ll prove that there is a one–one correspondence between representations of \( G \) and *-representations of \( L^1(G) \) and then between cyclic representations of \( L^1(G) \) and suitably defined states on \( L^1(G) \). We’ll then show a cyclic representation of \( L^1(G) \) is an irrep if and only if its corresponding state is an extreme point of the set of states, and then prove Theorem 6.8.1 from the Krein–Milman theorem. Theorem 6.8.2 will rely on the fact that when \( G \) is compact, convolution operators are Hilbert–Schmidt and the eigenspaces provide finite-dimensional representations. As a preliminary,

**Theorem 6.8.3.** Let \( U : G \to \mathcal{L}(\mathcal{H}) \) obey (6.8.1) and (6.8.2) and suppose \( x \mapsto U(x) \) is weakly measurable, that is, for all \( \varphi, \psi, x \mapsto \langle \varphi, U(x) \psi \rangle \) is a Baire function. Suppose \( \mathcal{H} \) is separable. Then \( U \) is strongly continuous.

**Proof.** For \( f \in L^1(G) \) and \( \psi \in \mathcal{H} \), define

\[
\psi_f = \int f(x)U(x)\psi \, d\mu(x) \tag{6.8.3}
\]

This is a weak integral, that is, the unique vector with

\[
\langle \eta, \psi_f \rangle = \int f(x)\langle \eta, U(x)\psi \rangle \, d\mu(x) \tag{6.8.4}
\]

for all \( \eta \in \mathcal{H} \). By the left invariance of Haar measure,

\[
U(y)\psi_f = \int f(x)U(yx)\psi \, d\mu(x) = \psi_{\tau_y f} \tag{6.8.5}
\]
where
\[(\tau_y f)(x) = f(y^{-1} x)\] (6.8.7)

Noting that
\[\|\psi f - \psi g\|_H \leq \|f - g\|_{L^1}\|\psi\|\] (6.8.8)
and that (by a density argument starting with continuous \(f\)'s of compact support), \(y \mapsto (\tau_y f)\) is \(\|\cdot\|_1\)-continuous, we see that \(y \mapsto U(y) \psi f\) is continuous. So it suffices to show \(\{\psi f \mid f \in L^1, \psi \in H\}\) is dense in \(H\).

**Example 6.8.4.** Let \(H = \ell^2(\mathbb{R})\), that is, \(f : \mathbb{R} \to \mathbb{C}\) so that \(\sum_{x \in \mathbb{R}} |f(x)|^2 < \infty\) (so \(f(x) = 0\) for all but countable \(x\)). It is easy to see this is a non-separable Hilbert space. Define for \(y \in \mathbb{R}\),
\[(U(y) f)(x) = f(x + y)\] (6.8.9)
Then \(\langle g, U(y) f \rangle\) is zero except for countably many \(y\), and so \(U(y)\) is weakly measurable. It is not strongly continuous. Indeed, each \(\psi f\) is zero! This shows that the separability hypothesis is essential. \(\square\)

If \(y \mapsto U(y)\) is a representation of a locally compact group, \(G\), then one can define \(\pi_U : L^1(G) \to \mathcal{L}(H)\) by
\[\pi_U(f) = \int f(x) U(x) \, d\mu(y)\] (6.8.10)
With the involution on \(L^1(G)\) given by (6.3.8), it is easy to see (Problem 1) that \(\pi_U\) is a representation of the \(*\)-algebra \(L^1(G)\), that is, obeys (6.7.3).

We are heading towards a converse. As a preliminary, pick a neighborhood base \(\{U_\alpha\}_{\alpha \in I}\) of compact neighborhoods of \(e\) indexed and ordered by inverse inclusion, that is, \(\alpha \triangleright \beta \iff U_\alpha \subset U_\beta\). Define
\[g_\alpha(x) = \mu(U_\alpha)^{-1} \begin{cases} 1, & x \in U_\alpha \\ 0, & x \notin U_\alpha \end{cases}\]
Note that \(\{g_\alpha\}_\alpha\) is an approximate identity.

**Theorem 6.8.5.** Let \(\pi\) be a \(*\)-representation of \(L^1(G, d\mu)\) obeying
\[\|\pi(f)\| \leq \|f\|_1\] (6.8.11)
Then there is a unitary representation, \(U\), of \(G\) so \(\pi = \pi_U\). Moreover,
(a) \(\text{s-lim} \, \alpha \pi(g_\alpha) = 1\). (6.8.12)
(b) \(\psi \in H\) is cyclic for \(\pi\) if and only if \(\psi\) is cyclic for \(U\).
6.8. Representations of Locally Compact Groups

Proof. Fix $\psi \in \mathcal{H}$ and define $\varphi^{(\pi)}_{\psi} : L^1(G) \to \mathbb{C}$ by (6.7.8). We’ll use $\varphi$ for simplicity. Let $\psi_\alpha = \pi(g_\alpha)\psi$. Then, since $g_\alpha$ is an approximate identity for any $f \in L^1$,

$$\langle \pi(f)\psi, \psi_\alpha \rangle = \varphi(f^* g_\alpha) \to \varphi(f^*) = \langle \pi(f)\psi, \psi \rangle$$

(6.8.13)

It follows that $\psi_\alpha \to \psi$ weakly since

$$\sup_\alpha \|\psi_\alpha\| = \|\pi(g_\alpha)\| \|\psi\| \leq \sup_\alpha \|g_\alpha\|_1 \|\psi\| \leq \|\psi\|$$

(6.8.14)

by (6.8.11) and $\langle \eta, \psi_\alpha \rangle \equiv 0$ for $\eta \perp \{\pi(f)\psi\}$.

By (6.8.14),

$$\|\psi - \psi_\alpha\|^2 = \|\psi\|^2 + \|\psi_\alpha\|^2 - 2 \Re \langle \psi_\alpha, \psi \rangle \leq 2\|\psi\|^2 - 2 \Re \langle \psi_\alpha, \psi \rangle \to 0$$

so $\psi_\alpha \to \psi$ strongly, proving (6.8.12).

Fix $\psi \in \mathcal{H}$. For any $f \in L^1$ and $y \in G$, define

$$U(y)(\pi(f)\psi) = \pi(\tau_y f)\psi$$

(6.8.15)

This defines $U(y)$ uniquely on the closed span of $\{\pi(f)\psi\}$ and is a representation since $\tau_y \tau_z = \tau_{yz}$. Since $\tau_y f \ast \tau_y g = f \ast g$, $U(y)$ is unitary, and since

$$\int f(x)(\tau_x g)(y) \, d\mu(x) = (f \ast g)(y)$$

(6.8.16)

We see that (6.8.13) holds.

By a standard cyclic vector construction (see Section 5.2), we can vary $\psi$ to define $U(y)$ on all of $\mathcal{H}$. By construction, the statement about cyclic vectors is immediate. □

Theorem 6.8.6. If $(\pi, \mathcal{H}, \psi)$ is a cyclic representation of $L^1(G)$, then $\varphi \equiv \varphi^{(\pi)}_{\psi}$ of (6.7.8) obeys

(i) $\varphi \in (L^1)^*, \|\varphi\| = 1$, $\varphi(f^*) = \overline{\varphi(f)}$;

(ii) $\varphi(f^* f) \geq 0$ for all $f \in L^1$;

(iii) $\lim_\alpha \varphi(g_\alpha) = 1$.

Conversely, if $\varphi$ obeys (i)–(ii), there is a unique (up to unitary equivalence) cyclic representation $(\pi, \mathcal{H}, \psi)$ of $L^1(G)$ with $\varphi$ given by (6.7.8). It obeys (iii).

Remarks. 1. This is close to Theorem 6.7.4, but since $\mathfrak{A} = L^1(G, d\mu)$ does not have an identity, there is a difference.

2. One can go further (Problem 2) and prove that $\varphi(f) = \int \varphi(x)f(x) \, dx$ with $\varphi$ continuous, $\{\varphi(x_i^{-1} x_j)\}_{1 \leq i, j \leq n}$ positive definite, and $\|\varphi\|_\infty = \varphi(0)$. 
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**Proof.** That \( \varphi \) obeys (i) and (ii) is immediate. (\( ||\varphi|| \leq 1 \) follows from \( ||\psi|| = 1 \). That \( ||\varphi|| = 1 \) then follows from (iii).) We proved (iii) in the proof of Theorem 6.8.5.

For the converse, use the same (GNS) construction as in the proof of Theorem 6.7.4. We wind up with an inner product space whose elements are equivalence classes, \([f]\), of \( f \)'s in \( L^1 \) \( (f \sim h \iff \langle f-h, f-h \rangle_{\varphi} = 0) \) with inner product

\[
\langle [f], [h] \rangle_{\varphi} = \varphi(f^*h)
\]

and \( \mathcal{H} \) is the completion of this inner product space. We define

\[
\pi(f)[h] = [f*h]
\]

This implies that (by the Schwarz inequality for \( \varphi \))

\[
||\pi(f)[h]||_{\varphi}^{2n} = \varphi(h^*f^*f*h)^{2n} \\
\leq \|[h]||_{\varphi}^{2n-1} \varphi((h^*f^*f)^{2n-1}h) \leq \|[h]||_{\varphi}^{2n-2}||f||_1^2 ||h||_1^2
\]

Taking \( 2^n \)-th roots and taking \( n \) to infinity, we get

\[
||\pi(f)[h]||_{\varphi} \leq ||f||_1 ||[h]||_{\varphi}
\]

or

\[
||\pi(f)||_{\varphi} \leq ||f||_1
\]

For any \( f \),

\[
\langle [f], [g_\alpha] \rangle_{\varphi} = \varphi(f^*g_\alpha) \to \varphi(f^*)
\]

and

\[
||[g_\alpha]||_{\varphi}^2 = \varphi(g_\alpha^*g_\alpha) \leq ||g_\alpha||_1^2 = 1
\]

so \([g_\alpha]\) converges weakly to some \( \psi \in \mathcal{H} \). By \( \varphi(f^*) = \overline{\varphi(f)} \), we have that

\[
\varphi(f) = \langle \psi, [f] \rangle
\]

By (6.8.18),

\[
\pi(f)\psi = \text{w-lim}[f*g_\alpha] = \psi
\]

Thus, by (6.8.25),

\[
\varphi(f) = \langle \psi, \pi(f)\psi \rangle
\]

which implies

\[
||\varphi|| \leq ||\psi||^2
\]

This means \( ||\psi|| \geq 1 \), so by (6.8.24), \( ||\psi|| = 1 \) and \([g_\alpha]\) converges to \( \psi \) in norm. Thus, \( \varphi(g_\alpha) = \langle \psi, [g_\alpha] \rangle \to ||\psi||^2 = 1 \), proving (iii). \( \square \)
The states, $S_{+,1}(G)$, on $L^1(G, d\mu)$ are the functionals $\varphi \in (L^1)^*$ obeying (i)–(iii) of Theorem 4.6.6. This is a convex set. The norm of a convex combination in $S_{+,1}(G)$ still has norm 1 because of (iii). In case $G$ is abelian, Theorem 3.6.6 says $S_{+,1}(G)$ are the probability measures on $\hat{G}$. If $\hat{G}$ is only locally compact, this set is not closed and so not compact in the weak topology. The closure is measures of total mass at most 1. We thus define $S_{+,1}(G)$ as the $\varphi \in (L^1(G))^*$ which obey (i) and (ii) with $\|\varphi\| = 1$ replaced by $\|\varphi\| \leq 1$. We have

**Theorem 6.8.7.** $S_{+,\leq 1}$ is a compact convex set in the $\sigma(S, L^1)$ topology. Its extreme points consist of $\{0\}$ and the extreme points of $S_{+,1}$.

**Proof.** All conditions defining $S_{+,\leq 1}$ are closed under convex combinations and weak limits. If $\varphi$ is an extreme point with $0 < \|\varphi\| < 1$, then

$$\varphi = \|\varphi\| \left( \frac{\varphi}{\|\varphi\|} \right) + (1 - \|\varphi\|)0$$

so $\varphi$ is not extreme after all. Thus, any extreme point has $\|\varphi\| = 0$ or $\|\varphi\| = 1$. \qed

It is easy to see that, in general, for any irrep, all nonzero vectors are cyclic (Problem 3). The converse, i.e., that cyclic representations are irreducible, is not in general true in the nonabelian case, as seen by

**Example 6.8.8.** Let $G = SU(2, \mathbb{C})$. Let

$$\varphi(f) = \int f(A) \text{Tr}(A) \, d\mu(A) \quad (6.8.29)$$

The associated cyclic representation acts on $\text{Hom}(\mathbb{C}^2)$ (i.e., $2 \times 2$ matrices) by

$$U_A B = AB \quad (6.8.30)$$

with

$$\langle B, C \rangle = \text{Tr}(B^* C) \quad (6.8.31)$$

$B = 1$ is a cyclic vector. But for any $\varphi \neq 0$ in $\mathbb{C}^2$, $\{B \in \text{Hom}(\mathbb{C}^2) \mid B \varphi = 0\}$ is an invariant subspace for $\{U_A\}$. It is two-dimensional (while $\text{Hom}(\mathbb{C}^2)$ is four-dimensional), so this cyclic representation is not an irrep. \qed

We are heading towards a proof that the cyclic representations that are irreps are exactly those whose associated $\varphi$ is a nonzero extreme point of $S_{+,1}$. Given a family, $\mathcal{F}$, of operators on a Hilbert space, $\mathcal{H}$, we define its **commutant** by

$$\mathcal{F}' = \{C \in \mathcal{L}(\mathcal{H}) \mid CA = AC \text{ for all } A \in \mathcal{F}\} \quad (6.8.32)$$

It is easy to see $(\mathcal{F}^* = \{C^* \mid C \in \mathcal{F}\})$

$$\mathcal{F}^* = \mathcal{F} \Rightarrow (\mathcal{F}')^* = \mathcal{F}' \quad (6.8.33)$$
Proposition 6.8.10. Let \( \varphi \in S_{+,1}(G) \) be associated with a cyclic representation, \((U, \mathcal{H}, \psi)\), of \( G \) and representation, \( \pi, \) of \( L^1(G) \). If \( B \in \{U_x^\prime\}_{x \in G} \) with \( 0 \leq B \leq 1 \), then

\[
\eta(f) = \langle \psi, B\pi(f)\psi \rangle
\]

lies in \( S_{+,\leq 1}(G) \) and obeys \( \psi - \eta \in S_{+,\leq 1}(G) \). Conversely, if \( \eta, \psi - \eta \in S_{+,\leq 1} \), then there exists \( B \) obeying (6.8.37) so that \( 0 \leq B \leq 1 \).

Proof. Since \( B\pi(g) = \pi(g)B \),

\[
\eta(f^*f) = \langle \psi, B\pi(f^*f)\psi \rangle = \|B^{1/2}\pi(f)\psi\|^2
\]

and

\[
(\varphi - \eta)(f^*f) = \|(1 - B)^{1/2}\pi(f)\psi\|^2
\]

so \( \eta, \varphi - \eta \in S_{+,\leq 1}(G) \).

Conversely, if \( \eta, \psi - \eta \in S_{+,\leq 1}(G) \), define a sesquilinear form on \( \mathcal{H} \) by

\[
b([f], [g]) = \eta(f^*g)
\]

(6.8.40)

If \([f] = 0\), then

\[
|\eta(f^*g)| \leq \eta(f^*f)^{1/2}\eta(g^*g)^{1/2} \leq \psi(f^*f)^{1/2}\psi(g^*g)^{1/2} = 0
\]

(6.8.41)

so \( b \) is well-defined on \( \mathcal{H} \) and, by the same calculation,

\[
|b([f], [g])| \leq \|f\|_\mathcal{H}\|g\|_\mathcal{H}
\]

(6.8.42)
Thus, there is a bounded operator on $H$ with
\[ b([f],[g]) = ([f], B[g]) \]  
(6.8.43)
It follows easily that $0 \leq B \leq 1$. Since
\[ \eta(f^* \ast (h \ast g)) = \eta((h^* \ast f)^* \ast g) \]  
(6.8.44)
we have $\langle [f], [\pi(h)B - B\pi(h)][g] \rangle = 0$ so $B \in (\pi(f))' = \{U_x\}'$. \hfill \square

**Theorem 6.8.11.** Let $(U, H, \psi)$ be the cyclic representation associated to $\varphi \in S_{+,1}(G)$. Then $U$ is an irrep if and only if $\varphi$ is an extreme point in $S_{+,\leq 1}(G)$.

**Proof.** It is easy to see (Problem 4) that $\varphi \in S_{+,1}$ is an extreme point of $S_{+,\leq 1}$ if and only if
\[ \psi, \varphi - \psi \in S_{+,\leq 1} \Rightarrow \psi = t\varphi \text{ for some } t \in [0,1] \]
Thus, by Proposition 6.8.10, $\varphi$ is an extreme point if and only if
\[ \{B \in \{U_x\}' \mid 0 \leq B \leq 1\} = \{t1 \mid 0 \leq t \leq 1\} \]  
(6.8.45)
As we saw, if $\{U_x\}'$ has a $B \neq 1$, there is a nontrivial projection in $\{U_x\}'$, so in that case, (6.8.45) fails.

Thus, $\varphi$ is an extreme point if and only if $\{U_x\}' = \{c1\}$. By Schur’s lemma, this happens if and only if $U$ is an irrep. \hfill \square

**Proof of Theorem 6.8.1** Define $L_x$ on $L^2(G, d\mu)$ by
\[ (L_xh)(y) = h(x^{-1}y) \]  
(6.8.46)
Then $L$ is a representation (called the left regular representation). It is easy to see (Problem 5) for all $f, g \in L^1$, $f \neq g \Rightarrow \pi_L(f) \neq \pi_L(g)$. Fix $f \neq g$, both in $L^1(G)$. Then, by looking at $\varphi(f) = \langle \eta, \pi_L(f)\eta \rangle$, for some $\varphi \in S_{+,1}(G)$, $\varphi(f) \neq \varphi(g)$.

By the Krein–Milman theorem (Theorem 5.11.1 of Part 1), there is an extreme point, $\varphi_0$, necessarily nonzero, with $\varphi_0(f) \neq \varphi_0(g)$. Given $x, y \in G$, let $z = x^{-1}y$. Pick $f$ supported in a neighborhood, $N$, of $e$ so $f(w)$ is zero in $zN$. Let $g = \tau_z f$. If $U_z = 1$, then $\pi_U(\tau_z f) = \pi_U(f)$ for all $f \in L^1(G)$. Thus, $\varphi_0(\tau_z f) \neq \varphi_0(f)$ implies in the associated irrep, $U_z \neq 1$, so $U_x \neq U_y$. \hfill \square

We finally turn to the compact case. Rather than use extreme points to identify irreps, we use the following which will let us reduce everything to finding finite-dimensional representations.

**Proposition 6.8.12.** Any finite-dimensional representation of a locally compact group is a direct sum of irreps.
Proof. Let \((U, \mathcal{H})\) be a representation and \(d = \dim(\mathcal{H})\). We’ll prove this proposition by induction on \(d\). If \(d = 1\), \(U\) is an irrep, so a direct sum of irreps. Thus, suppose we have the result for \(d < d_0\) and \(\dim(\mathcal{H}) = d_0\).

If \(U\) is not an irrep, there is an invariant subspace, \(\mathcal{H}_1\), with \(1 \leq \dim(\mathcal{H}_1) < d_0\). If \(P\) is the orthogonal projection onto \(\mathcal{H}_1\), \(PU(x)P = U(x)P\) for all \(x\), so as above, taking adjoints using \(U(x)^* = U(x^{-1})\), we get \(PU(x) = U(x)P\) so \((1 - P)U(x) = U(x)(1 - P)\), which implies \(\mathcal{H}_1\) is also invariant.

Thus, \(U\) is the direct sum of \(U \uparrow \mathcal{H}_1\) and \(U \uparrow \mathcal{H}_1^\perp\). Since \(\dim(\mathcal{H}_1) < d\) and \(\dim(\mathcal{H}_1^\perp) = d - d_1 < d\), we conclude by induction that \(U\) is a direct sum of irreps. □

Let \(\hat{G}\) be the set of equivalence classes of finite-dimensional irreps of a compact group, \(G\), where we say \((U, \mathcal{H}) \cong (V, \tilde{\mathcal{H}})\) if there is a unitary \(W: \mathcal{H} \rightarrow \tilde{\mathcal{H}}\) so that \(WU(x)W^{-1} = V(x)\) for all \(x\). For each \(\alpha \in \hat{G}\), pick a fixed representative and fixed basis so \(U(x)\) has a matrix \(D_{ij}^{(\alpha)}(x)\). We’ll eventually prove their linear combinations are dense in \(C(G)\) in \(\| \cdot \|_{\infty}\), and that if \(d_\alpha\) is the dimension of \(D(\alpha)\), then \(\{d_\alpha^{-1/2}D_{ij}^{(\alpha)}\}_{\alpha \in \hat{G}, 1 \leq i, j \leq d_n}\) is an orthonormal basis for \(L^2(G)\). As a start, we note

**Theorem 6.8.13** (Orthogonality Relations). If \(\mu\) is normalized Haar measure on \(G\) (i.e., \(\mu(G) = 1\)), then

\[
\int D_{ij}^{(\alpha)}(x) D_{k\ell}^{(\beta)}(x) \, d\mu(x) = d_\alpha^{-1} \delta_{\alpha\beta} \delta_{ik} \delta_{j\ell}
\]  

(6.8.47)

Moreover,

\[
D_{ij}^{(\alpha)} \ast D_{k\ell}^{(\beta)} = d_\alpha^{-1} \delta_{\alpha\beta} \delta_{jk} D_{i\ell}^{(\alpha)}
\]  

(6.8.48)

**Proof.** Given \(C: \mathcal{H}_\beta \rightarrow \mathcal{H}_\alpha\), let

\[
\tilde{C} = \int D^{(\alpha)}(x)^{-1} CD^{(\beta)}(x) \, d\mu(x)
\]  

(6.8.49)

Since \(\mu\) is right invariant (see Problem 3 of Section 4.19 of Part 1), it is easy to see that for all \(y\),

\[
\tilde{C} D^{(\beta)}(y) = D^{(\alpha)}(y) \tilde{C}
\]  

(6.8.50)

This shows that \(\text{Ker}(\tilde{C})\) is an invariant subspace for \(D^{(\beta)}\) and \(\text{Ran}(\tilde{C})\) an invariant subspace for \(D^{(\alpha)}\). It follows that if \(\tilde{C} \neq 0\), then \(\tilde{C}\) is invertible. Thus, if \(|\tilde{C}| = \sqrt{\tilde{C}^* \tilde{C}}\), we see that this is invertible and commutes with \(D^{(\alpha)}\) (Problem 6.8(a)). Thus, \(\tilde{C} = W|\tilde{C}|\) with \(W\) unitary and

\[
WD^{(\beta)}(y)W^{-1} = D^{(\alpha)}(y)
\]  

(6.8.51)
We conclude that if \( \alpha \neq \beta \), then \( \tilde{C} = 0 \) and, by Schur’s lemma, if \( \alpha = \beta \), then \( \tilde{C} = d_{\alpha}^{-1} \text{Tr}(C) \mathbb{1} \) (6.8.52)

Letting \( C \) run though suitable rank-one operators yields (6.8.47) (Problem 6(c)). Using \( D(\alpha)_{ij}(xy^{-1}) = \sum m D(\alpha)_{im}(x) D(\alpha)_{jm}(y) \) (6.8.53)

one gets (6.8.48) from (6.8.47) (Problem 6(d)).

The idea behind the proof of Theorem 6.8.2 will be to use the left regular representation \( \{ L_x \}_{x \in G} \) given by (6.8.46). We’ll show for any \( g \in L^1 \), the operator \( T_g(f) = f \ast g \) of right convolution on \( L^2 \) commutes with each \( L_x \).

Moreover, if \( g(x) = g(x^{-1}) \), \( T_g \) will be self-adjoint and Hilbert–Schmidt. Thus, its eigenspaces will be finite-dimensional invariant subspaces for \( L \). Therefore, the following will be critical.

**Lemma 6.8.14.** (a) Let \( B \subset C(G) \) be a finite-dimensional subspace of functions left invariant by \( \{ L_x \}_{x \in G} \). Then \( B \) lies in the span of a finite number of \( D_{ij}^{(\alpha)}(x) \).

(b) Let \( T: L^2(G) \to L^2(G) \) be a bounded operator. Suppose for all \( x \in G \), \( L_x T = TL_x \). Then for any \( \lambda \in \mathbb{C} \), \( \{ f \mid Tf = \lambda f \} \) is left invariant by all \( \{ L_x \}_{x \in G} \).

**Proof.** (a) \( L_x \upharpoonright B \) is finite-dimensional, so a direct sum of \( D^{(\alpha)} \)'s, some perhaps multiple times, say \( m_{\alpha} \) times. That means \( B \) has a basis \( \{ \psi_{\alpha;k;i} : 1 \leq k \leq m_{\alpha}, 1 \leq i \leq d_{\alpha} \} \) so that

\[
\psi_{\alpha;k;i}(x^{-1}y) = L_x \psi_{\alpha;k;i}(y) = \sum_j D_{ji}^{(\alpha)}(x) \psi_{\alpha;k;j}(y)
\]

(6.8.54)

Since the \( \psi \)'s are continuous, this formula holds for all \( x, y \), not just for a.e. \( y \). Picking \( y = e \), replacing \( x \) by \( x^{-1} \), and using \( D_{ji}^{(\alpha)}(x^{-1}) = D_{ij}^{(\alpha)}(x) \), we see

\[
\psi_{\alpha;k;i}(x) = \sum_j \psi_{\alpha;k;j}(e) D_{ij}^{(\alpha)}(x)
\]

(6.8.55)

\( \overline{D^{(\alpha)}} \) is also a finite-dimensional irrep, so it is unitarily equivalent to one of the \( D^{(\beta)} \)'s, which implies \( \overline{D_{ij}^{(\alpha)}(x)} \) is a linear combination of \( D_{pq}^{(\beta)} \)'s.

(b) Immediate, since \( Tf = \lambda f \Rightarrow TL_x f = L_x Tf = \lambda L_x f \). \( \square \)
Remarks. 1. The reader might be surprised that (6.8.54) has $D_{ji}$ and not $D_{ij}$. That’s because the usual matrix definitions involve how components transform and the $\psi$’s are basis vectors. Put differently, if $M$ is a matrix, $M\left(\begin{array}{c}1 \\ 0 \end{array}\right)$ is the first column of $M$, that is, $M_{j1}$, not $M_{1j}$.

2. For each $\alpha$, $D(\alpha)$ is an irrep. If it is not equivalent to $D(\alpha)$, we can choose $\beta = \bar{\alpha}$ so $D_{ij}(\alpha(x)) = D_{ij}(\lambda)$. But if they are equivalent, it can happen $D_{ij}(\alpha)$ cannot be picked all real (so-called quaternionic irreps) and we need linear combinations.

The final preparatory result is:

**Proposition 6.8.15.** For $g \in C(G)$, define $T_g : L^2 \to L^2$ by

$$[T_g f](x) = \int f(y)g(y^{-1}x)d\mu(y) \equiv (f \ast g)(x) \tag{6.8.56}$$

Then

(a) $T_g$ maps $L^2$ to $C(G)$ with

$$\|T_g f\|_\infty \leq \|g\|_\infty \|f\|_2 \tag{6.8.57}$$

(b) Each $T_g$ is a Hilbert–Schmidt operator with

$$\|T_g\|_2 \leq \|g\|_\infty \tag{6.8.58}$$

(c) If $g(x^{-1}) = \overline{g(x)} \tag{6.8.59}$

then $T_g$ is self-adjoint.

(d) If $g$ obeys (6.8.59), any $f \in \text{Ran}(T_g)$ is in the $L^2$-limits of finite linear combinations of $\{D_{ij}(\alpha)(x)\}$.

(e) If $g_1, g_2$ obey (6.8.59), any $f \in \text{Ran}(T_{g_1}T_{g_2})$ is a uniform limit of finite linear combinations of $\{D_{ij}(\alpha)(x)\}$.

**Proof.** (a) Using $d\mu(x^{-1}) = d\mu(x)$,

$$T_g f(x) = \int f(xy^{-1})g(y) \, d\mu(y) \tag{6.8.60}$$

so, by the triangle inequality for $L^2$,

$$\|T_g f\|_\infty \leq \|g\|_\infty \int \|f(y^{-1})\|_2 \, d\mu(y) = \|g\|_\infty \|f\|_2 \tag{6.8.61}$$

since $d\mu$ is right invariant and $\mu(G) = 1$. Since $T_g f \in C(G)$ if $f \in C(G)$, by a density argument, $\text{Ran}(T_g) \subset C(G)$.

(b) $T_g$ has integral kernel bounded by $\|g\|_\infty$, so its $L^2(G \times G, d\mu \otimes d\mu)$-norm is bounded by $\|g\|_\infty$. 
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(c) If \( t(x, y) = g(y^{-1}x) \), then (6.8.59) implies that \( t(y, x) = t(x, y) \).

(d) By the Hilbert–Schmidt theorem (Theorem 3.2.1) extended to not necessarily positive self-adjoint operators, any \( f \in \text{Ran}(T_g) \) is an \( L^2 \)-limit of finite sums of eigenfunctions with nonzero eigenvalues. By a direct calculation (Problem 7), \( T_g \) commutes with each \( L_x \), so by Lemma 6.8.14 and the fact that eigenspaces for nonzero eigenvalues are finite-dimensional, we get (d).

(e) Since \( T_{g^2}f \) is an \( L^2 \)-limit of finite linear combinations of \( D_{ij}^{(\alpha)} \), by (a), \( T_{g^1}(T_{g^2}f) \) is a uniform limit of finite sums of \( T_{g^1}(D_{ij}^{(\alpha)}) \). By a simple calculation (Problem 8), \( T_{g^1}(D_{ij}^{(\alpha)}) \) is a finite combination of \( D_{k\ell}^{(\alpha)} \)'s.

\[ \square \]

Here is the result that includes the first half of Theorem 6.8.2.

**Theorem 6.8.16.** Finite linear combinations of \( D_{ij}^{(\alpha)}(x) \) are \( \| \cdot \|_\infty \)-dense in \( C(G) \) and so \( \{ D_{ij}^{(\alpha)} \} \) separate points. \( \{ \sqrt{d_\alpha} D_{ij}^{(\alpha)} \} \) is an orthonormal basis for \( L^2(G) \).

**Proof.** If \( g_\beta \) is a continuous approximate identity, for any \( f \in C(G) \), \( T_{g_\beta}f \to f \) uniformly, so \( T_{g_\beta}T_gf \) does also, first taking \( \beta \) and \( \gamma \) to the limit. Thus, any \( f \) is a uniform limit of finite sums by (e) of the proposition. The rest is immediate. \( \square \)

The following completes the proof of the Peter–Weyl theorem (Theorem 6.8.2).

**Theorem 6.8.17.** Any unitary representation of a compact group, \( G \), is a direct sum of finite-dimensional irreps.

**Proof.** Let \((U, \mathcal{H})\) be a representation of \( G \). Let

\[ W_{ij}^{(\alpha)} = \pi_U(d_\alpha \overline{D_{ij}^{(\alpha)}}) \tag{6.8.62} \]

\[ = d_\alpha \int D_{ij}^{(\alpha)}(x) U(x) d\mu(x) \tag{6.8.63} \]

(weak integral). Since \( \pi_U \) is a *-representation of \( L^1(G) \) and we have (6.8.47), we find

\[ W_{ij}^{(\alpha)} W_{k\ell}^{(\beta)} = \delta_{\alpha\beta} \delta_{jk} W_{i\ell}^{(\alpha)} \]

Since \( D_{ij}^{(\alpha)}(x^{-1}) = \overline{D_{ji}^{(\alpha)}(x)} \), we see

\[ (W_{ij}^{(\alpha)})^* = W_{ji}^{(\alpha)} \tag{6.8.65} \]
Using $U(x)U(y) = U(xy)$ and the invariance of $d\mu$, we have

$$U(x)W_{ij}^{(\alpha)} = \sum_{k=1}^{d_\alpha} D_{ki}^{(\alpha)}(x)W_{kj}^{(\alpha)}$$  \hfill (6.8.66)

We also define

$$P_{\alpha;j} = W_{jj}^{(\alpha)}, \quad P_\alpha = \sum_{j=1}^{d_\alpha} P_{\alpha;j}$$  \hfill (6.8.67)

By (6.8.64) and (6.8.65), we have

$$P_{\alpha;j}^2 = P_{\alpha;j}, \quad P_{\alpha;j}^* = P_{\alpha;j}, \quad P_{\alpha;j}P_{\beta;k} = \delta_{\alpha\beta}\delta_{jk}P_{\alpha;j}$$  \hfill (6.8.68)

so the $P$’s are mutually orthogonal self-adjoint projections. This means

$$P_\alpha = P_\alpha^*, \quad P_\alpha P_\beta = \delta_{\alpha\beta}P_\alpha$$  \hfill (6.8.69)

(6.8.64)/(6.8.65) also imply

$$(W_{ij}^{(\alpha)})^*W_{ij}^{(\alpha)} = P_{\alpha;j}, \quad W_{ij}^{(\alpha)}(W_{ij}^{(\alpha)})^* = P_{\alpha;i}$$  \hfill (6.8.70)

so $W_{ij}^{(\alpha)}$ is a partial isometry with initial space $P_{\alpha;j}$ and final space $P_{\alpha;i}$.

Suppose $\psi \in \mathcal{H}$ is orthogonal to each $P_{\alpha;j}$, that is, for all $\alpha,i,j$,

$$P_{\alpha;j}\psi = 0$$  \hfill (6.8.71)

By (6.8.70), $\|W_{ij}^{(\alpha)}\psi\|^2 = \|P_{\alpha;j}\psi\|^2 = 0$, so $\langle \psi, W_{ij}^{(\alpha)}\psi \rangle = 0$ for all $\alpha,i,j$. By (6.8.56) and the fact that $\{D_{ij}^{(\alpha)}\}$ is an orthonormal basis, we conclude $\langle \psi, U(x)\psi \rangle = 0$, first as an $L^2$-function and then, by continuity, for all $x$. Taking $x = e$, $\|\psi\| = 0$, that is, we have proven that

$$\mathcal{H}_\alpha \equiv \text{Ran}(P_\alpha), \quad \mathcal{H} = \bigoplus \mathcal{H}_\alpha$$  \hfill (6.8.72)

By (6.8.66), each $\mathcal{H}_\alpha$ is an invariant space for $U(x)$. Pick an orthonormal basis, $\psi_{\alpha;k;1}$ for $\text{Ran}(P_{\alpha;1})$. Define

$$\psi_{\alpha;k;j} = W_{j1}^{(\alpha)}\psi_{\alpha;k;1}$$  \hfill (6.8.73)

Since the $W$’s are partial isometries, $\{\psi_{\alpha;k;j}\}$ is an orthonormal basis for $\mathcal{H}_\alpha$.

By (6.8.66),

$$U(x)\psi_{\alpha;k;j} = \sum_{\ell=1}^{d_\alpha} D_{\ell j}^{(\alpha)}(x)\psi_{\alpha;k;\ell}$$  \hfill (6.8.74)

showing $U \upharpoonright \mathcal{H}_\alpha$ is a direct sum of copies of $D^{(\alpha)}$. By (6.8.72), $U$ is a direct sum of $\{D^{(\alpha)}\}$. \hfill $\square$
A finite group is a special case of a compact group. Since \( L^2(G, d\mu) \) in that case has finite dimension equal to \( o(G) \), the order of the group, the fact that the \( \{ D_{ij}^{(\alpha)} \}_{\alpha \in \hat{G}, 1 \leq i, j \leq d_\alpha} \) are a basis implies

**Theorem 6.8.18.** If \( G \) is a finite group and \( \hat{G} \) its equivalence classes of irreps with corresponding dimension \( d_\alpha \), then

\[
\sum_{\alpha \in \hat{G}} d_\alpha^2 = o(G) \tag{6.8.75}
\]

It is easy to see (Problem 9) that if \( d_\alpha = 1 \) for all \( \alpha \), then \( G \) is abelian so nonabelian groups must have irreps with \( d_\alpha \geq 2 \). For small \( o(G) \), this fact and (6.8.75) determine the \( d_\alpha \)'s, e.g., if \( o(G) = 6 \) and \( G \) is nonabelian, one must have one \( d_\alpha = 2 \) and two \( d_\alpha = 1 \). It is also known (see the Notes) that any \( d_\alpha \) must divide \( o(G) \) and the number of one-dimensional irreps must also divide \( o(G) \) so if \( G \) is nonabelian and \( o(G) = 10 \), one must have two \( d_\alpha = 2 \) and two \( d_\alpha = 1 \).

**Notes and Historical Remarks.**

It may then be asked why . . . a considerable space is devoted to substitution groups [permutation groups] while other particular modes of representation such as groups of linear transformations are not even referred to. My answer to this question is that . . . it would be difficult to find a result that could be most directly obtained by the consideration of groups of linear transformations.

—Burnside [94]

Group representation theory is a major and unifying theme of mathematics with many applications, so the number of books is enormous [1, 142, 159, 217, 346, 316, 325, 335, 395, 461, 478, 620, 645, 664, 737, 750, 749, 758]. This eclectic list includes books on the general theory, on specific groups, on applications to physics or statistics, and ones of historical importance. Of course, my favorite is Simon [645]. There are even several books [81, 141, 303, 462] that focus on the history of group representation (sometimes as part of the history of Lie groups). Knapp [393, 394] and Mackey [462] discuss the history in relation to harmonic analysis.

The group concept arose in number theory (modular arithmetic and Dirichlet’s characters) and geometry, especially projective geometry. As early as 1854, Cayley tried to define abstract groups [110]. By the 1890s, there was an explosion of interest in different aspects of groups from the work

\[3\text{dismissing the idea of studying representations of groups by matrices. Ironically, once he learned of Frobenius’ work, representation theory became a major tool for studying finite groups in Burnside’s hands. By the 1911 second edition he admitted in its preface that “the reason given in the original preface for omitting any account of it [linear substitutions] no longer holds good.”} \]
of Klein and Poincaré on Fuchsian groups, Klein’s Erlanger program, the work of Lie and others on continuous groups, and the start of classification of finite groups under Jordan, Sylow, Frobenius, and Burnside.

The basics of representation theory for finite groups was set in place by Georg Frobenius (1849–1917) in three papers in 1896 \[213, 214, 212\] and one in 1897 \[215\]. In fact, on the basis of his correspondence with Richard Dedekind (1831–1916), we know that most of the research in the three 1896 papers fell into place in a six-day period from April 12 to April 17.

Dedekind was a key player in this saga. He was Gauss’ last student and returned to Göttingen as a privatdozent and attended Dirichlet’s lectures on number theory; Dirichlet had been hired to take Gauss’ chair, but died not long afterwards, and one of Dedekind’s earliest claims to fame was as the editor and organizer of Dirichlet’s published lectures. By the time he retired in 1894, he was a giant of German algebra, especially number theory. We’ve seen him as the discoverer of Dedekind cuts, and he was a valuable correspondent and supporter of Cantor. He made significant contributions to algebraic number theory and ring theory, including the formal definition of ideals. He spent most of his career as a professor at the Braunschweig Technical School preferring to live in his town of birth with his sister to a position at a more prestigious institution.

Dedekind had serious correspondence with several mathematicians; in the Notes to Section 1.6 of Part 1, we saw his correspondence with Cantor impacted the latter’s work. His correspondence with Frobenius (in 1882–86, 1895–98, and 1901) runs to over 300 pages.

In presenting Dirichlet’s work on his prime progression theorem (see Section 13.4 of Part 2B), Dedekind had formalized the notion of characters of abelian groups, i.e., homomorphism of \(G\) to \(\partial \mathbb{D}\). In this context, Dedekind had gotten interested in what he called group determinants. For each \(g \in G\), a finite group of order \(o(G)\), one introduces a commuting variable, \(X_g\), and defines a polynomial in these \(o(G)\) variables

\[
D_G(X_{g_1}, \ldots, X_{g_{o(G)}}) = \det (X_{gh^{-1}}) \tag{6.8.76}
\]

For example, if \(G = \{0, 1\}\) is the group with two elements

\[
D(X_0, X_1) = \det \begin{pmatrix} X_0 & X_1 \\ X_1 & X_0 \end{pmatrix} = X_0^2 - X_1^2 \tag{6.8.77}
\]

For abelian groups, Dedekind could prove that

\[
D_G(X) = \prod_{\chi \in \hat{G}} \left( \sum_{g \in G} \chi(g)X_g \right) \tag{6.8.78}
\]

(we’ll prove this shortly but with ideas that Dedekind didn’t have). In case \(6.8.77\), this is \(X_0^2 - X_1^2 = (X_0 + X_1)(X_0 - X_1)\).
Dedekind computed $D_G$ for some simple nonabelian groups of orders 6, 8, and 10 and factored by hand to find irreducible (in the algebraic sense) factors of order 2 unlike the only linear factors of (6.8.78). Dedekind worked on this for almost 15 years never publishing anything on the subject. In 1896, Dedekind was 65 and retired and suggested to Frobenius that he look into this question.

Using the modern theory, we easily solve the factorization problem. If $U$ is a representation of $G$ on a finite-dimensional space, define

$$D_G^U(X) = \det\left(\sum_{g \in G} XgU(g)\right) \quad (6.8.79)$$

It is easy to see that $D_G$ is just $D_G^{(L)}$ for the left regular representation and that $D_G^{(U_1 + U_2)} = D_G^{(U_1)}D_G^{(U_2)}$. Thus, the decomposition of $L$ into the sum of irreducible $D(\alpha), \alpha \in \hat{G}$, each $d_\alpha$ term implies a factorization

$$D_G(X) = \prod_{\alpha \in \hat{G}} \left[D_G^{(D(\alpha))}(X)\right]^{d_\alpha} \quad (6.8.80)$$

One can further show that each $D_G^{D(\alpha)}$ is an irreducible polynomial (the origin of the name irreducible in group representation theory!) and a polynomial of degree, $d_\alpha$ (the origin of the name degree for the dimension of an irrep). Of course, Frobenius didn’t have the idea of a representation in 1896 but was still able to prove a factorization like (6.8.80) where the degree of the irreducible factors was the number of times they occurred (this final fact was only proven later in 1896 than the April burst).

As an important tool in his proofs, Frobenius had the idea of making $G$ close to abelian by replacing the $o(G)$ variables, $X_1, \ldots, X_{o(G)}$ by $\#(C)$ variables, one for each conjugacy class in $G$, i.e., if $x_1 = hx_2h^{-1}$ for some $h$, we set $X_1 = X_2 = Y$ in $D$. He discovered (connected to Problem 10) that the new polynomial again factors into linear factors up to normalization $\sum_{C \in C} \chi(C)Y_C$ where $\chi$ were his new “characters.” He proved orthogonality relations for these characters and even realized their relation implied $o(G)/d_\alpha$ was an algebraic integer and so an integer.

Quite remarkably by the end of his three 1896 papers, Frobenius had almost all the basic general facts about representations of finite groups stated in terms of factorization of the group determinant: that the number of distinct irreducible factors is the number of classes, that $\Sigma d_\alpha^2 = o(G)$, that $o(G)/d_\alpha$ is an integer, and the group characters and their orthogonality relations. What was missing, of course, is the connection to representations via the definition of irrep in terms of homomorphisms of $G$ into unitary operators. It is this, following a suggestion of Dedekind, that is the main theme of the 1897 paper [215]. We note that there were precursors to Frobenius
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by Cartan \[108\] and Molien \[480\] in terms of the structure of the group algebra, but Frobenius seems to have been unaware of this work. Hawkins \[300, 301, 302\] has three papers on this history and Curtis \[140\] and Lam \[421\] have more popular accounts. Hawkins has a book \[304\] on Frobenius’ life and work, including, of course, this work on group representations.

Frobenius’ proofs were difficult although there was important progress by Burnside and by Frobenius, who, in particular, found the irreps of the symmetric group. The situation was changed by a 1905 paper of I. Schur \[607\] who used what is now called Schur’s lemma (although he noted it was in Burnside’s work) to revamp the subject, generalize the orthogonality relations (see Theorem \[6.8.13\]), and present a digestable theory.

Ferdinand Georg Frobenius was born in a suburb of Berlin. Like Euler, his father was a pastor. He spent a year studying in Göttingen before going to Berlin, where in 1870, he earned a Ph.D. supervised by Weierstrass. He taught secondary school for four years, in Berlin for one, and at the ETH in Zurich for 17 years before returning to Berlin, filling the chair vacated by Kronecker’s death. He was then the dominant figure in Berlin for twenty-five years. This period is marked by bad relations with Göttingen which, under Klein and Hilbert, surplanted Berlin as the internationally recognized center of mathematics. He objected to the Göttingen style, at one point describing it as \[141\] one “in which one amuses oneself more with rosy images than hard ideas.”

Besides the theory of group representation, Frobenius was a pioneer in the general theory of finite groups with the first proof of Sylow theorems for general (as operator permutations) groups. As we saw in Section 14.3 of Part 2B, Frobenius was also a pioneer in the theory of complex linear ODEs. We’ve also seen him in the Perron–Frobenius theorem (see Section 7.5 of Part 1) and for the first proof of the Cayley–Hamilton theorem (see Section \[1.4\]). He is also known for contributions to number theory (Frobenius automorphisms) and for conditions of vector fields being integrable (the so-called Frobenius theorem was first proven by Clebsch and Deahna but Frobenius applied it in a way that gives his name to it). His students include Landau and Schur.

Earlier, in his 1901 thesis under Frobenius \[606\], Schur found connections between polynomial invariants for $\mathbb{SL}(n, \mathbb{C})$ and the representations of the permutation group (now sometimes called Schur–Weyl duality—see the discussion in Section IX.11 of Simon \[645\]) but he didn’t seem to realize the connection to unitary representations of $\mathbb{SU}(n)$ until 1924 \[610\] when spurred by queries from Weyl, he reexamined the subject. The modern subject of representations of the compact Lie groups was founded by Weyl in 1925–26 who, in a remarkable three-part paper \[748\], like Frobenius with
finite groups, established not only the basics but much more. Any kind of understanding of group representations should include this topic and not just the results we present here intended to illustrate the connection to the theory of Banach algebras.

The approach to representation theory in terms of Banach algebra representations of $L^1(G, d\mu)$ goes back to Segal in 1941 [613]. The Gel’fand–Raikov theorem was presented by them in 1943 [234]; our proof is closer to the later version of Segal [615] and Gel’fand–Naimark [232].

The Peter–Weyl theorem is from their 1927 paper [519].

Problems

1. Prove that $\pi_U$ given by (6.8.10) is a ∗-rep of $L^1(G)$ if $U$ is a representation of $G$.

2. While it is a standard abuse of notation to use the same symbol for a functional on $L^1(G)$ and the $L^\infty$-function that generates it, in this problem, we’ll use distinct symbols to avoid any possible confusion. Thus $(\pi, H, \psi)$ is a cyclic representation of $L^1(G)$, $\Phi$ on $L^1(G)$ is defined by

$$\Phi(f) = \langle \psi, \pi(f)\psi \rangle$$

(6.8.81)

and $(U, H, \psi)$ the corresponding group representation (of Theorem 6.8.5) with $\pi = \pi_U$.

(a) Define $\varphi : G \to \mathbb{C}$ by

$$\langle \psi, U(x)\psi \rangle = \varphi(x)$$

(6.8.82)

Prove that

$$\Phi(f) = \int f(x) \varphi(x) d\mu(x)$$

(6.8.83)

(b) Prove that $\varphi$ is continuous and (if $\|\psi\| = 1$),

$$\varphi(0) = 1, \quad \|\varphi\|_\infty = 1$$

(6.8.84)

(c) For any $x_1, \ldots, x_n \in G$, prove that $\{\varphi(x_i^{-1}x_j)\}_{1 \leq i,j \leq n}$ is a positive definite matrix.

3. If $U$ is any representation of a group, prove that for any fixed $\psi \in H$, the closure of $\{\text{span of } U(x)\psi \mid x \in G\}$ is an invariant subspace. Conclude that if $U$ is an irrep, any $\psi \neq 0$ is a cyclic vector.

4. Let $C$ be a convex subset of a locally convex tvs with $0 \not\in C$. Let $\tilde{C} = \{\alpha x \mid 0 \leq \alpha \leq 1, x \in C\}$ and suppose that $\tilde{C}$ is a compact convex set. Prove that $x \in C$ is an extreme point of $\tilde{C}$ if and only if

$$y \in \tilde{C} \text{ so } x - y \in \tilde{C} \Rightarrow y = \alpha x \text{ for some } \alpha \in [0, 1]$$

(6.8.85)
5. (a) Let \( f \in L^1(G) \) so that for all \( g \in L^2(G) \), \( f \ast g = 0 \). Prove that \( f = 0 \).

(Hint: Approximate identity.)

(b) If \( L \) is a left regular representation of \( G \), \( f \in L^1(G) \), and \( \pi_L(f) = 0 \), prove that \( f = 0 \).

(c) If \( f \neq g \) in \( L^1(G) \), prove \( \pi_L(f) \neq \pi_L(g) \).

6. Let (6.8.50) hold.

(a) Prove that \( \tilde{C}^\ast \tilde{C} \) commutes with \( D^{(\alpha)} \) and conclude that so does \( |\tilde{C}| \).

(b) If \( \tilde{C} \neq 0 \), conclude that \( |\tilde{C}| = 1 \) and that \( \tilde{C} \) is unitary.

(c) Obtain (6.8.47).

(d) Obtain (6.8.48).

7. Prove that \( T_g \) given by (6.8.56) commutes with each \( L_x \).

8. Compute \( T_g(D^{(\alpha)}_{ij}) \) and prove that it is a sum of \( D^{(\alpha)}_{kl} \)'s. (Hint: See (6.8.48).)

9. If every irrep of a locally compact group is one-dimensional, prove that \( G \) is abelian. (Hint: \( U(xy^{-1} y^{-1}) \neq 1 \) for some irrep if \( xy^{-1} y^{-1} \neq e \).)

10. (a) If \( U \) is an irrep of a compact group, prove that for any \( y \)

\[
\int U(xy^{-1} y^{-1}) \, d\mu(x)
\]

is a constant multiple of \( 1 \).

(b) If \( \mu(G) = 1 \), prove that this constant multiple is

\[
\text{dim}(U)^{-1} \chi_U(y)
\]

6.9. Bonus Section: Fourier Analysis on LCA Groups

In this section, we’ll study \( G \), a locally compact abelian group with Haar measure, \( d\mu \). This study began in Theorem [6.2.23] and Example [6.3.4]. We’ll suppose \( G \cup \{\infty\} \), the one-point compactification, is metrizable (and so, also separable). This is easily seen to be equivalent to \( G \) being second countable and \( \sigma \)-compact or to \( C_\infty(G) \) being separable (see Theorem 2.3.7 of Part 1). It implies (Problem [1]) that each \( L^p(G, d\mu) \) is separable, \( 1 \leq p < \infty \), and thus it implies the metrizability of the unit ball of \( L^\infty(G, d\mu) \) in the weak-* topology. Since \( \hat{A} \cup \{\infty\} \) lies in this space, this implies \( \hat{G} \cup \{\infty\} \) is also metrizable. These countability assumptions are convenient because they allow us to use sequences, and so the dominated convergence theorem (which holds for sequences but not for nets).
As we’ve seen (see Theorem 6.2.23), the Gel’fand spectrum of $L^1(G, d\mu)$, which we denoted $\hat{G}$ (instead of $\hat{L^1(G)}$) is naturally associated with the family of characters, that is, continuous maps of $G$ to $\partial \mathbb{D}$ obeying
\[
\chi(x + y) = \chi(x) \chi(y) \tag{6.9.1}
\]
These define mlf’s on $L^1(G, d\mu)$ (with product given by convolution) via
\[
\ell_\chi(f) = \int \overline{\chi(x)} f(x) \, d\mu(x) \equiv \hat{f}(\chi) \tag{6.9.2}
\]

A central result of this section is the Fourier inversion formula: $\hat{G}$ is also an LCA and there is a normalization of Haar measure on $\hat{G}$ so that for suitable $f$’s,
\[
f(x) = \int_{\hat{G}} \chi(x) \hat{f}(\chi) \, d\mu_{\hat{G}}(\chi) \tag{6.9.3}
\]
Recall we defined an involution on $L^1(G)$ by
\[
f^*(x) = \overline{f(-x)} \tag{6.9.4}
\]
and showed (see Example 6.3.4) that
\[
\hat{f}^*(\chi) = \overline{\hat{f}(\chi)} \tag{6.9.5}
\]
This in turn implies $\{ \hat{f} \mid f \in L^1 \}$ is $\| \cdot \|_\infty$-dense in $C_\infty(\hat{G})$, the continuous functions vanishing at $\infty$.

A main technical tool will be positive definite functions (pdf) which we’ll show have the form (Bochner–Raikov theorem)
\[
\varphi(x) = \int \chi(x) \, d\nu_\varphi(\chi) \tag{6.9.6}
\]
for a measure, $d\nu_\varphi$, on $\hat{G}$. By finding a rich set of pdf’s, we’ll prove that the $\chi$’s separate points of $G$, that $L^1(G)$ is semisimple and, eventually, that $L^1(G)$ is regular. It will also provide functions in $L^1(G, d\mu)$ so that $\hat{f}$ is in $L^1(\hat{G}, d\mu_{\hat{G}})$ since we’ll show that if $f \in L^1(G, d\mu)$ and is also positive definite, then $\hat{f} \in L^1(\hat{G}, d\mu_{\hat{G}})$. And we’ll first prove (6.9.3) for such $f$’s.

Once we have established (6.9.3) for the span of such $f$’s, we’ll get the Plancherel theorem and then describe $\mathcal{W}(G)$ (i.e., the inverse Fourier transform of $g$’s in $L^1(\hat{G}, d\mu_{\hat{G}})$) as exactly the convolutions of two $L^2(G, d\mu)$-functions. These results will then allow a proof of Pontryagin duality
\[
K \equiv \hat{G} \Rightarrow \hat{K} \cong G \tag{6.9.7}
\]

We begin with several classes of functions that will be useful.
Definition. A function, \( \varphi : G \to \mathbb{C} \), is called a positive definite function (pdf) if and only if

(i) \( \varphi \) is continuous.

(ii) For all \( x_1, \ldots, x_n \in G \), the \( n \times n \) matrix

\[
C_{k\ell} = \varphi(x_k - x_\ell) \tag{6.9.8}
\]

is a positive definite matrix. The set of all pdf’s will be denoted \( B_+ \).

A function \( \varphi \) in \( L^\infty \) is called weakly positive definite if for all \( f \in L^1 \),

\[
\int \overline{f(x)} \varphi(x - y) f(y) d\mu(x) d\mu(y) \geq 0 \tag{6.9.9}
\]

We also define

\[
P_+ = B_+ \cap L^1(G, d\mu) \tag{6.9.10}
\]

and \( P \) (respectively, \( B \)) to be the complex vector space generated by \( P_+ \) (respectively, \( B_+ \)).

Remarks. 1. This agrees with the notion on \( \mathbb{R}^\nu \) discussed in Section 6.6 of Part 1.

2. \( P_+ \) is clearly a convex cone (i.e., closed under sums and positive multiples), so any \( \tilde{\varphi} \in P \) can be written

\[
\tilde{\varphi} = \varphi_1 - \varphi_2 + i\varphi_3 - i\varphi_4 \tag{6.9.11}
\]

for some \( \varphi_j \in P_+ \).

3. As in the case of \( \mathbb{R}^\nu \), \( (\varphi(0), \varphi(x), \varphi(-x), \varphi(0)) \) positive definite implies

\[
\varphi \in B_+ \Rightarrow \|\varphi\|_\infty \leq \varphi(0), \quad \varphi(-x) = \overline{\varphi(x)} \tag{6.9.12}
\]

Thus, any pdf lies in \( L^\infty \).

There is an analog of Bochner’s theorem (Theorem 6.6.6 of Part 1) to general LCA groups—it is essentially a translation of the Bochner–Raikov theorem (Theorem [6.3.6]) to this setting. We need one preliminary.

Recall that an abelian Banach algebra (perhaps without identity), \( \mathfrak{A} \), is said to have an approximate identity if there exists a net, \( \{a_\alpha\}_{\alpha \in I} \in \mathfrak{A} \), so \( \|a_\alpha x - x\| \to 0 \) for all \( x \in \mathfrak{A} \).

Proposition 6.9.1. Let \( \mathfrak{A} = L^1(G, d\mu) \) for an LCA group, \( G \). Let \( U \) be the net of all neighborhoods of 0 with compact closure, with \( U \triangleright V \) if \( U \subset V \), and \( \{f_U\}_{U \in U} \), a collection of nonnegative \( L^1 \)-functions with \( f_U(x) = 0 \) if \( x \notin U \) and

\[
\int f_U(x) d\mu(x) = 1 \tag{6.9.13}
\]

for all \( U \). Then \( \{f_U\}_{U \in U} \) is an approximate identity. In particular, \( L^1(G, d\mu) \) has approximate identities.
Remark. Since $G$ is metrizable, we can take a countable neighborhood base of $U$’s, that is, $U_n$ with $U_{n+1} \subset U_n$.

Proof. Suppose first $g$ is a continuous function of compact support, $N_0$. By a standard uniform continuity argument (Problem 2), there is for each $\varepsilon > 0$, $U_\varepsilon \in \mathcal{U}$ so

$$x - y \in U_\varepsilon \Rightarrow |g(x) - g(y)| < \varepsilon$$

(6.9.14)

Thus, by (6.9.13), if $W \subset U_\varepsilon$,

$$|f W \ast g(x) - g(x)| \leq \int f W(x - y) |g(y) - g(x)| d\mu(x) < \varepsilon$$

(6.9.15)

If $W \subset U_1$ also, then $\text{supp}(f W \ast g) \subset W + N \subset U_1 + N$. This set is the continuous image of $W \times N$, so also compact, and thus, of finite $\mu$ measure.

It follows that $W \subset U_1 \cap U_\varepsilon \Rightarrow \|f W \ast g - g\|_1 \leq \varepsilon \mu(U_1 + N)$

(6.9.16)

Therefore, $\|f W \ast g - g\|_1 \to 0$. Since the set of such $g$’s is dense in $L^1$, \{f_U\}_{U \in \mathcal{U}} is an approximate identity. \qed

Theorem 6.9.2 (Bochner–Weil Theorem). The following are equivalent for $\varphi \in L^\infty(G)$:

1. $\varphi$ is in $B_+$ (after a possible change on a set of measure 0).
2. $\varphi$ is weakly positive definite.
3. There exists a finite Baire measure, $\nu_\varphi$, on $\hat{G}$ so for a.e. $x \in G$,

$$\varphi(x) = \int \chi(x) d\nu_\varphi(\chi)$$

(6.9.17)

Remarks. 1. In particular, if (6.9.17) holds, then for all $f \in L^1$,

$$\int \varphi(x) f(x) d\mu(x) = \int \hat{f}(\chi) d\nu_\varphi(\chi)$$

(6.9.18)

Equivalently,

$$\int \varphi(x) f(x) d\mu(x) = \int \hat{f}(\chi(x)) d\nu_\varphi(\chi(x))$$

(6.9.19)

Replacing $f$ by $f\chi$ and noting that

$$\hat{f}(\chi(x)) = \hat{f}(\chi(x))$$

(6.9.20)

we see that ($\varphi \in L^\infty$, $f \in L^1 \Rightarrow \varphi f \in L^1$)

$$\varphi f(\chi) = \int \hat{f}(\chi(x)) d\nu_\varphi(\chi(x))$$

(6.9.21)

Once we have that $\varphi \in B_+ \cap L^1 \Rightarrow d\nu_\varphi(\chi) = \varphi(\chi) d\mu_\chi(\chi)$, this will imply that $\varphi \hat{f} = \hat{\varphi} \ast \hat{f}$. 
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2. The measure, $\nu_\varphi$, is unique because (6.9.18) holds and, as noted, $\{\hat{f} \mid f \in L^1\}$ is $\| \cdot \|_\infty$ dense in $C_\infty(\widehat{G})$.

**Proof.** (1) $\Rightarrow$ (2). For a complex measure of finite $\mathcal{M}(G)$-norm, $d\eta$, on $G$ and $\varphi \in L^\infty$, define

$$Q_\varphi(\eta) = \int \varphi(x - y) \overline{d\eta(x)} \, d\eta(y)$$

(6.9.22)

$\varphi$ positive definite implies $Q_\varphi(\eta)$ is nonnegative for every $\eta$ which is a complex point measure with finitely many points.

If $N \subset G$ is compact, any probability measure on $N$ is a weak limit of point probability measures with finitely many points (see, e.g., Theorem 5.11.8 in Part 1), so any complex measure, $\eta$, of compact support and total norm, $m$, is a limit point (in the $\sigma(\mathcal{M}(G), C(G))$-topology) of finite point measures of norm at most $m$ with points in supp($\eta$). So suppose $\eta$ is a measure of compact support, $N$, and $\eta_\alpha$ a net of finite point measures with support in $N$ so $\eta_\alpha \to \eta$ (weakly). Then, since sums of product functions are dense in all continuous functions on the product, $\tilde{\eta}_\alpha \otimes \eta_\alpha \to \tilde{\eta} \otimes \eta$ and so $Q_\varphi(\eta) \geq 0$ for $\eta$ of compact support.

Therefore, (6.9.9) holds for $f \in L^1$ with compact support (using $d\eta = f \, d\mu$), and thus for all $f \in L^1$ by a limiting argument.

(2) $\Rightarrow$ (3). Let

$$\Phi(f) = \int \varphi(x) f(x) \, d\mu(x)$$

(6.9.23)

Then (6.9.9) says

$$\Phi(f^* * f) = \int \varphi(x) \overline{f(-x - y)} f(y) \, d\mu(x) \, d\mu(y)$$

$$= \int \varphi(y - w) \overline{f(w)} f(y) \, d\mu(w) \, d\mu(y) \geq 0$$

(6.9.24)

(changes variables from $(x, y)$ to $(w = y - x, y)$ and using $d\mu(x) = d\mu(-x) = d\mu(y - x)$).

Therefore, $\Phi$ is a positive functional (in the sense of Section 6.3) on $L^1(G, d\mu)$. Since $L^1$ has an approximate identity (by Proposition 6.9.1), by Problem 3 of Section 6.3, $\Phi$ has a positive extension, $\tilde{\Phi}$, to $\tilde{\mathcal{A}}(G) = L^1(G, d\mu) \oplus \mathbb{C}$. By the Bochner–Raikov theorem (Theorem 6.3.6), there is a measure, $\nu_{\Phi}$, on $\widehat{G} \cup \{\infty\}$ so

$$\tilde{\Phi}((f, \lambda)) = \int (\hat{f}, \lambda)(\chi) \, d\nu_{\Phi}(\chi) + \lambda \nu_{\Phi}(\{\infty\})$$

(6.9.25)
In particular, taking $\lambda = 0$ and setting $d\nu_{\varphi}(\chi) = [d\nu_{\Phi} \upharpoonright \hat{G}](\chi)$,
\begin{align*}
\int f(x)\varphi(x) d\mu(x) &= \int \hat{f}(\chi) d\nu_{\varphi}(\chi) \\
&= \int \left( \int f(x)\chi(x) d\mu(x) \right) d\nu_{\varphi}(\chi) \\
&= \int \left[ \int \chi(x) d\nu_{\varphi}(\chi) \right] f(x) d\mu(x)
\end{align*}
(6.9.26)
(6.9.27)
where we used Fubini’s theorem in the last step. Since $f$ is an arbitrary
$L^1$-function, (6.9.17) holds for $\mu$-a.e. $x$.

(3) $\Rightarrow$ (1). By the continuity of each $\chi(\cdot)$, $\|\chi\|_{\infty} \leq 1$, and the dominated
convergence theorem, the function $\varphi$ defined by (6.9.17) is continuous. Since
\begin{equation}
\chi(x_i - x_j) = \chi(x_i)\chi(x_j)
\end{equation}
(6.9.28)
we have for any $x_1, \ldots, x_n \in G$, $\zeta_1, \ldots, \zeta_n \in \mathbb{C}$,
\begin{equation}
\sum_{i,j=1}^{n} \bar{\zeta}_i \chi(x_i - x_j) \zeta_j = \left| \sum_{j=1}^{n} \zeta_j \chi(x_j) \right|^2 \geq 0
\end{equation}
(6.9.29)
Thus,
\begin{equation}
\sum_{i,j=1}^{n} \bar{\zeta}_i \varphi(x_i - x_j) \zeta_j = \int \left| \sum_{i=1}^{n} \zeta_j \chi(x_j) \right|^2 d\nu(\chi) \geq 0
\end{equation}
(6.9.30)

Remarks. 1. In particular, every weakly positive definite function is equal
a.e. to a continuous function.

2. The canonical choice of $\Phi$ with $\Phi((0, 1)) = \|\varphi\| = \varphi(0)$ has $\nu_{\Phi}({\infty}) = 0$
(Problem 3).

3. We can use dominated convergence because $G$ is metrizable.

Positive definite functions are useful because one can find lots of them:

**Proposition 6.9.3.** For any $f \in L^1(G, d\mu)$, $\varphi \equiv f^* * f$ is a pdf and
\[\lim_{x \to \infty} \varphi(x) = 0.\]

**Remark.** $\lim_{x \to \infty} g(x) = 0$ means for any $\varepsilon$, there is a compact $K$ with
$|g(x)| \leq \varepsilon$ on $G \setminus K$.

**Proof.** It is easy to see (Problem 4), if $f \in L^p(G, d\mu)$, $h \in L^q(G, d\mu)$, where
$1 < p < \infty$ and $q = (1-p^{-1})^{-1}$, then $f * h$ is a continuous function vanishing
at infinity. Thus, $\varphi$ is continuous and vanishes at infinity.
Moreover, by translation invariance of Haar measure,
\[
\varphi(x_i - x_j) = \int \frac{f(y - x_i + x_j)}{f(y) d\mu(y)} f(y) d\mu(y) \\
= \int \frac{f(y + x_j)}{f(y + x_i) d\mu(y)} f(y + x_i) d\mu(y)
\]
(6.9.31)
so
\[
\sum \bar{\zeta}_i \zeta_j \varphi(x_i - x_j) = \left\| \sum \zeta_j f(\cdot + x_j) \right\|^2_{L^2} \geq 0
\]
(6.9.32)
proving that \( \varphi \) is positive definite. \( \square \)

Note that by a variant of the polarization identity ((3.1.8) of Part 1), if \( \varphi_f = f^* f \), then
\[
f^* g = \frac{1}{4} (\varphi_{f+g} - \varphi_{f-g} - i\varphi_{f+ig} + i\varphi_{f-ig})
\]
(6.9.33)
so the complex span of the \( \varphi_f \)'s for all \( f \in L^2(G, d\mu) \) includes every \( f^* g \) with \( f, g \in L^2(G, d\mu) \).

**Definition.** \( \mathbb{W}_+(G) \) is the set of \( f^* f \) with \( f \in L^2(G, d\mu) \). \( \mathbb{W}(G) \) is the complex linear span of \( \mathbb{W}_+(G) \). \( \mathbb{C}_+(G) \) is the linear space of \( f^* f \), where \( f \) is an \( L^2 \)-function of compact support and \( \mathbb{C}(G) \) is its complex linear span.

**Remarks.** 1. We, of course, have
\[
\mathbb{C}_+(G) \subset \mathbb{W}_+(G) \subset \mathcal{B}_+ \quad \text{and} \quad \mathbb{C}_+(G) \subset \mathcal{P}_+
\]
(6.9.34)

2. For \( \mathbb{Z}, \mathbb{T}, \mathbb{R} \), we defined \( \mathbb{W} \), the Wiener algebra, as the Fourier transform of \( L^1 \)-functions on the dual group. We’ll show later (once we have the Plancherel theorem) that this is true here. This will also show (Theorem 6.9.21) \( \mathbb{W}_+(G) \) is a convex cone and the linear span, \( \mathbb{W}(G) \), is already \( \{ f^* g \mid f, g \in L^2 \} \), that is, the set of such convolutions is a vector space. Moreover, \( \mathbb{W}(G) \) is an algebra under pointwise multiplication.

**Proposition 6.9.4.** (a) If \( N \) and \( M \) are disjoint closed subsets of \( G \) and \( N \) is compact, there exists \( h \in \mathbb{C}(G) \) with \( h \restriction N \equiv 1 \), \( h \restriction M \equiv 0 \).

(b) \( \mathbb{C}(G) \) is norm-dense in \( \mathbb{C}_\infty(G) \) and in each \( L^p(G, d\mu) \), \( 1 \leq p < \infty \).

(c) \( \mathbb{C}(G) \) is weak-* dense in \( L^\infty(G, d\mu) \), that is, for \( h \in L^\infty(G, d\mu) \), there exists a net, \( h_\alpha \in \mathbb{C}(G) \), so that for each \( f \in L^1(G, d\mu) \),
\[
\int f(x) h_\alpha(x) d\mu(x) \to \int f(x) h(x) d\mu
\]
(6.9.35)
and \( \| h_\alpha \|_\infty \leq \| h \|_\infty \).

**Proof.** (a) As noted, by polarization, if \( f, g \) are continuous functions of compact support, \( f^* g \in \mathbb{C}(G) \). First note that if \( U \) is an open neighborhood of 0, there is \( V \) a neighborhood of 0 with \( V = -V \), \( V + V \subset U \), and \( \overline{V} \) compact.
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Next, find for each \( x \in N \), a neighborhood \( U_x \) of 0, so
\[
(x + U_x) \cap M = \emptyset
\]  
(6.9.36)
obvously possible since \( G \setminus M \) is open. Now pick \( V_x \) with the above proper-
ties for \( U_x \), \( \bigcup_{x \in N} (x + V_x) \supset N \), so find \( x_1, \ldots, x_m \) with \( N \subset \bigcup_{j=1}^n (x_j + V_{x_j}) \).
Let \( V = \bigcap_{j=1}^n V_{x_j} \). If \( x \in x_j + V_{x_j} \), then \( x + V \subset x_j + V \subset x_j + U_{x_j} \), and therefore, by (6.9.36),
\[
(N + V) \cap M = \emptyset
\]  
(6.9.37)

Now find \( W \) related to \( V \) as \( V \) is to \( U \). Since \( W \) is open, \( \mu(W) > 0 \), and
since \( \overline{W} \) is compact, \( \mu(W) < \infty \).

Define
\[
h(x) = \mu(W)^{-1}((\chi_{N+W} * \chi_W)(x)) = \mu(W)^{-1} \int_{y \in W} \chi_{N+W}(x+y) d\mu(y)
\]  
(6.9.38)
Then \( h \in \mathcal{C}(G) \), \( h \upharpoonright M \equiv 0 \) by (6.9.37) and \( W - W \subset V \) and \( h \upharpoonright N \equiv 1 \)
since \( x \in N \), \( y \in W \Rightarrow x + y \in N + W \).

(b) If \( \mathcal{U} \) is the set of symmetric neighborhoods of 0 with compact closure,
\( \{U^{-1} \chi_U\}_{U \in \mathcal{U}} \) is an approximate identity, so if \( g \) is a continuous function
of compact support, \( g * |U|^{-1} \chi_U \to g \) in \( \| \cdot \|_\infty \) and in each \( L^p \). Since these
functions are dense in \( C_\infty(G) \) in \( \| \cdot \|_\infty \) and in each \( L^p \), \( 1 \leq p < \infty \), we get
the required density result.

(c) If it easy to see (Problem 5) that the \( L^\infty \)-functions of compact support
are weak-* dense in \( L^\infty \). If \( g \) is such a function and \( f \in L^1 \) and \( \{U^{-1} \chi_U\}_{U \in \mathcal{U}} \),
the above approximate identity, then
\[
\int (U^{-1} \chi_U * g)(x)f(x) d\mu(x) = \int g(x)((U^{-1} \chi_U) * f)(x) d\mu(x)
\]
converges to \( \int g(x)f(x) d\mu(x) \), so \( \{U^{-1} \chi_U * g \mid g \in L^\infty \text{ with compact support}\} \) are dense in \( L^\infty \). Each \( U^{-1} \chi_U * g \in \mathcal{C}(G) \). \( \square \)

This lets us prove there are lots of elements in \( \hat{G} \).

Theorem 6.9.5. (a) \( L^1(G,d\mu) \) is semisimple.

(b) For any \( x, y \in G \), there is \( \chi \in \hat{G} \) with \( \chi(x) \neq \chi(y) \).

Proof. (a) Let \( f \in L^1 \) with \( \hat{f} \equiv 0 \). Let \( \varphi \in \mathcal{B}_+ \). By (6.9.7) and Fubini’s
theorem,
\[
\int \varphi(x) \overline{f(x)} d\mu(x) = \int \chi(x) \overline{f(x)} d\mu(x) d\nu_\varphi(\chi)
\]
\[
= \int \overline{f(\chi)} d\nu_\varphi(\chi) = 0
\]  
(6.9.39)
Since \( \mathcal{C}_+ \subset \mathcal{B}_+ \), this is true for all \( \varphi \in \mathcal{C}_+ \) and so for all finite combinations, that is, all \( \varphi \in \mathcal{C}(G) \). Since \( \tilde{f} \in L^1 \) and \( \mathcal{C}(G) \) is weak-* dense in \( L^\infty \), this is true for all \( \varphi \in L^\infty \). Picking

\[
\varphi(x) = \begin{cases} 
0 & \text{if } f(x) = 0 \\
\frac{f(x)}{|f(x)|} & \text{if } f(x) \neq 0
\end{cases}
\]  

(6.9.40)

we conclude that \( \|f\|_1 = 0 \) so \( f = 0 \). Thus, \( \tilde{f} = 0 \Rightarrow f = 0 \).

(b) If not, picking \( z = xy^{-1} \), we find \( z \neq 0 \), so for all \( \chi \in \hat{G} \), \( \chi(z) = \chi(0) = 1 \) and thus,

\[
\forall x \in G, \chi \in \hat{G}, \quad \chi(z + x) = \chi(x)
\]  

(6.9.41)

Pick \( U \) a neighborhood of zero with \( z \notin U \) and then \( V \), a symmetric neighborhood of zero with compact closure, so that

\[
V + V \subset U
\]  

(6.9.42)

This implies

\[
V \cap (V + z) = \emptyset
\]  

(6.9.43)

Let \( f = \chi_V - \chi_{V+z} \). Since \( \mu(V) < \infty \), \( f \in L^1 \) and, by (6.9.43), \( \|f\|_1 = 2\mu(V) > 0 \). But, by (6.9.41), \( \hat{f}(\chi) = 0 \) for all \( \chi \). It follows that \( f = 0 \). This contradiction proves that there is no such \( z \neq 0 \). \( \square \)

**Remark.** Since characters separate point and \( \chi \in \hat{G} \Rightarrow \bar{\chi} \in \hat{G} \) and \( \chi_1, \chi_2 \in \hat{G} \Rightarrow \chi_1\chi_2 \in \hat{G} \), the Stone–Weierstrass theorem implies that finite linear combinations of characters are dense in each \( C(Q) \), \( Q \subset G \) compact.

We turn next to the topology on \( \hat{G} \).

**Theorem 6.9.6.** Let \( \{\chi_n\}_{n=1}^\infty \) be a sequence in \( \hat{G} \) and let \( \chi \in \hat{G} \). Then the following are equivalent:

1. \( \chi_n \to \chi \) in the Gel’fand topology on \( \hat{G} \).
2. \( \chi_n(x) \to \chi(x) \) uniformly for \( x \in K \), an arbitrary compact subset of \( G \).
3. \( \chi_n(x) \to \chi(x) \) for each \( x \in G \).

**Proof.** (1) \( \Rightarrow \) (2). Let \( \ell_n \) be the multiplicative linear functional associated to \( \chi_n \) and \( \ell \) to \( \chi \). Pick \( f \) so \( \ell(f) \neq 0 \) and then since \( \ell_n(f) \to \ell(f) \) (by (1)), pick \( n_0 \) so \( n > n_0 \) implies

\[
|\ell_n(f)| \geq \frac{1}{2} |\ell(f)|
\]  

(6.9.44)

By (6.2.50) and Theorem 6.2.2(d),

\[
|\chi_n(x) - \chi(x)| \leq 2|\ell(f)|^{-2} \left[ |\ell_n(f)| |\ell(\tau_x f) - \ell_n(\tau_x f)| + |\ell(\tau_x f)| |\ell(f) - \ell_n(f)| \right]
\]

\[
\leq 2|\ell(f)|^{-2} ||f||_1 \left[ |\ell_n(\tau_x f) - \ell(\tau_x f)| + |\ell(f) - \ell_n(f)| \right]
\]
so we need only show
\[ \sup_{x \in K} |\ell_n(\tau_x f) - \ell(\tau_x f)| = 0 \quad (6.9.45) \]
Since \( \|\ell_n\| = 1 = \|\ell\| \) and \( x \mapsto \tau_x f \) is continuous, \( \{\tau_x f\}_{x \in K} \) is compact, so for any \( \varepsilon \), we can find \( x_1, \ldots, x_m \) so that for each \( x \in K \), \( \inf_j \|\tau_x f - \tau_{x_j} f\| < \varepsilon \), and thus
\[ \sup_{x \in K} |\ell_n(\tau_x f) - \ell(\tau_x f)| \leq 2\varepsilon + \sup_{j=1,\ldots,m} |\ell_n(\tau_{x_j} f) - \ell(\tau_x f)| \quad (6.9.46) \]
Since each \( \ell_n(\tau_{x_j} f) \to \ell(\tau_{x_j} f) \), we conclude \((6.9.45)\) holds.

(2) \( \Rightarrow \) (3). This is immediate.

(3) \( \Rightarrow \) (1). \( f\overline{\chi_n} \to f\overline{\chi} \) pointwise, so for \( f \in L^1 \), by the dominated convergence theorem, \( \hat{f}(\chi_n) \to \hat{f}(\chi) \) so \( \chi_n \to \chi \) in the Gel’fand topology. \( \square \)

**Theorem 6.9.7.** \( \hat{G} \) is a topological group in the Gel’fand topology.

**Proof.** Clearly, once we know the topology is given by pointwise convergence, products and inverses (given by complex conjugation) are continuous. \( \square \)

**Theorem 6.9.8.** (a) If \( G \) is compact, \( \hat{G} \) is discrete.
(b) If \( G \) is discrete, \( \hat{G} \) is compact.

**Proof.** (a) Since \( G \) is compact, \( \mu(G) < \infty \), so every \( \chi \in \hat{G} \) lies in \( L^1(G, d\mu) \).

Normalize \( \mu \) as \( \mu(G) = 1 \). Let \( \chi \in \hat{G} \) with
\[ \int \chi(x) d\mu(x) \neq 0 \quad (6.9.47) \]
Then for any \( y \),
\[ \chi(y) \int \chi(x) d\mu(x) = \int \chi(x + y) d\mu(x) = \int \chi(x) d\mu(x) \quad (6.9.48) \]
by translation invariance of \( \mu \). Thus,
\[ (6.9.47) \Rightarrow \chi \equiv 1 \quad (6.9.49) \]
so
\[ \chi \neq 1 \Rightarrow \int \chi(x) d\mu = 0 \quad (6.9.50) \]
In \( L^\infty(G) \equiv L^1(G)^* \), since \( 1 \in L^1 \),
\[ U = \left\{ f \in L^\infty \mid \left| \int f(x) d\mu(x) - 1 \right| < \frac{1}{2} \right\} \]
is a \( \sigma(L^\infty, L^1) \)-open set. 1 \( \in U \) but, by \((6.9.50)\), no other \( \chi \) lies in \( U \). This shows 1 is an isolated point, so by translation invariance of the topology, any point is open, so the topology is discrete.

(b) \( \delta \) is an identity in \( L^1 \), so \( \hat{L^1} \) is compact. \( \square \)

**Remark.** Since \( \chi \chi_2 \in \hat{G} \) if \( \chi, \chi_2 \in \hat{G} \) and it is not the identity if \( \chi_1 \neq \chi_2 \), we have \( \int \chi_1(x) \chi_2(x) \, d\mu(x) = 0 \). Thus, if \( \mu(G) = 1 \), then \( \{\chi \chi_2 \in \hat{G} \} \) are an orthonormal set. Since \( f \in L^2 \Rightarrow f \in L^1 \Rightarrow (\hat{f}(\chi) = 0 \Rightarrow f = 0) \), we see it is a basis.

**Example 6.2.24 (revisited).** We saw that as groups \( \hat{\mathbb{T}} = \mathbb{Z} \), \( \hat{\mathbb{Z}} = \mathbb{T} \), \( \hat{\mathbb{R}} = \mathbb{R} \). We can now confirm the Gel’fand topology in these cases agrees with the usual ones. Since \( \mathbb{T} \) is compact, \( \hat{\mathbb{T}} \) is discrete, and so \( \mathbb{Z} \) has its usual topology. For \( \hat{\mathbb{Z}} \), the topology is the weak one defined by the functions, \( \{e^{in\theta} \}_{n \in \mathbb{Z}} \). In the usual topology, each such function is continuous, and if \( e^{i\theta} \) is continuous, then the topology is stronger than the usual one, so the topology on \( \hat{\mathbb{Z}} \) is the usual on \( \mathbb{T} \). It is easy to see (Problem 6) that for \( \{x_n\}_{n=1}^\infty, x_\infty \in \mathbb{R} \), \( e^{ikx_n} \to e^{ikx_\infty} \) for each \( k \) if and only if \( x_n \to x_\infty \). \( \square \)

We now turn to the central result of this section: the Fourier inversion formula, \((6.9.3)\). We’ll show that for a suitable normalization, \( d\mu_{\hat{G}} \), of Haar measure on \( \hat{G} \), we have for \( \varphi \in \mathcal{P}_+ \) that

\[ d\nu_{\varphi} = \hat{\varphi}(\chi) \, d\mu_{\hat{G}}(\chi) \]  

in which case, \( (6.9.17) \) is exactly \( (6.9.3) \). A key preliminary to proving \((6.9.51)\) is to show that if \( \varphi, \psi \in \mathcal{P}_+ \), then

\[ \hat{\varphi}(\chi) \, d\nu_{\psi}(\chi) = \hat{\psi}(\chi) \, d\nu_{\varphi}(\chi) \]  

We will then define \( d\mu \) locally as \( \hat{\varphi}(\chi)^{-1} \, d\nu_{\varphi}(\chi) \) on sets where \( \hat{\varphi} \) is nonvanishing and prove this is a Haar measure. For this to work, we need to know \( \varphi \in \mathcal{B}_+ \Rightarrow \hat{\varphi} \geq 0 \) and that there are \( \varphi \)’s positive at each \( \chi \). Thus, the following preliminary is important:

**Proposition 6.9.9.** (a) If \( \varphi \in \mathcal{C}_+(G) \), then for all \( \chi \),

\[ \hat{\varphi}(\chi) \geq 0 \]  

(b) For any \( \chi_0 \in \hat{G} \), there is \( \varphi \in \mathcal{C}_+(G) \) with

\[ \hat{\varphi}(\chi_0) > 0 \]  

(c) For any compact, \( Q \), in \( \hat{G} \), there is \( \varphi \in \mathcal{P}_+(G) \) so that

\[ \inf_{\chi_0 \in Q} \varphi(\chi_0) > 0 \]  

**Remark.** We’ll eventually prove that \( \mathcal{C}_+(G) \) is a convex cone, but since we don’t know that yet, we use \( \mathcal{P}_+(G) \) in (c).
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Proof. (a) If $\varphi = f^* \ast f$, then, since $\hat{f}^* = \overline{\hat{f}}$, we have
\[
\hat{\varphi}(\chi) = |\hat{f}(\chi)|^2 \geq 0 \tag{6.9.56}
\]
(b) By (6.9.56), we need only find $f \in L^2$ of compact support, so $\hat{f}(\chi_0) \neq 0$. Let $g \in L^2$ of compact support with $g$ nonnegative and $g \not\equiv 0$. Let
\[
f(x) = \chi_0(x)g(x) \tag{6.9.57}
\]
Then
\[
\hat{f}(\chi_0) = \int g(x) \, d\mu(x) > 0 \tag{6.9.58}
\]
(c) For any $\chi_0 \in Q$, find $\varphi_{\chi_0} \in C_+^1(G)$ obeying (6.9.54) so, since $\hat{\varphi}$ is continuous, for some neighborhood, $U_{\chi_0}$ of $\chi_0$, we have $\hat{\varphi}(\chi) > 0$ on $U_{\chi_0}$. By compactness, find $\chi_1, \ldots, \chi_m$ so
\[
Q \subset \bigcup_{j=1}^m U_{\chi_j} \tag{6.9.59}
\]
Then $\varphi = \sum_{j=1}^m \varphi_{\chi_j} \in \mathcal{P}_+$ (which is a convex cone) and, by definition of $U_{\chi_j}$ and (6.9.53), we have $\hat{\varphi} > 0$ on $Q$. By compactness, the inf is strictly positive. \qed

Proposition 6.9.10. Let $\varphi, \psi \in \mathcal{P}_+$. Then
\[
\hat{\psi}(\chi) \, d\nu_\varphi(\chi) = \hat{\varphi}(\chi) \, d\nu_\psi(\chi) \tag{6.9.60}
\]
Remarks. 1. Since $\psi \in L^1$, $\hat{\psi}$ is bounded, so $\hat{\psi} \, d\nu_\varphi$ is a priori a complex measure which we’ll see is a positive one.

2. Formally, (6.9.61) below says $(h \ast \psi \ast \varphi)(0) = (h \ast \varphi \ast \psi)(0)$, but since commutativity of convolution is true only for a.e. $x$, we write out integrals below.

Proof. Since $\hat{\psi}$ and $\hat{\varphi}$ are bounded functions (since $\psi, \varphi \in L^1$), both sides of (6.9.60) are complex but bounded measures. Thus, it suffices to prove equality of the integrals of any function in $C_\infty(\hat{G})$. Since $\{\hat{h} \mid h \in L^1(G, d\mu)\}$ is $\| \cdot \|_\infty$-dense in $C_\infty(\hat{G})$, it suffices to prove that
\[
\int \hat{h} \hat{\psi} \, d\nu_\varphi = \int \hat{h} \hat{\varphi} \, d\nu_\psi \tag{6.9.61}
\]
Since $h, \psi \in L^1$, we have $\hat{h} \hat{\psi} = \overline{h \ast \psi}$, so
\[
\int \hat{h} \hat{\psi} \, d\nu_\varphi(\chi) = \int \overline{h \ast \psi(\chi)} \, d\nu_\varphi(\chi) = \int (h \ast \psi)(-x) \chi(x) \, d\nu_\varphi(\chi) \, d\mu(x)
\]
\[ = \int (h \ast \psi)(-x)\varphi(x) \, d\mu(x) \]
\[ = \int h(-x-y)\psi(y)\varphi(x) \, d\mu(x)d\mu(y) \quad (6.9.62) \]

where we used Fubini’s theorem. (6.9.62) is symmetric in \( \varphi \) and \( \psi \), so (6.9.61) holds.

**Corollary 6.9.11.** Let \( \varphi \in \mathcal{P}_+ \) with \( \hat{\varphi}(\chi_0) > 0 \). Then \( \chi_0 \in \text{supp}(d\nu_\varphi) \).

**Proof.** Let \( \psi \in \mathcal{P}_+ \) with \( \psi \not\equiv 0 \). Then for any \( \chi_1 \),

\[ (\chi_1 \psi)(x) = \int (\chi_1 \chi)(x) \, d\nu_\psi(\chi) = \int \chi(x) \, d\nu_\psi(\chi^{-1}\chi) \quad (6.9.63) \]

we see \( \chi_1 \psi \in \mathcal{P}_+ \) and

\[ d\nu_{\chi_1 \psi}(\chi) = d\nu_\psi(\chi^{-1}\chi) \quad (6.9.64) \]

Since \( \psi \not\equiv 0 \), \( \text{supp}(d\nu_\psi) \neq \emptyset \), so by replacing \( \psi \) by \( \chi_1 \psi \) for suitable \( \chi_1 \), we can suppose we’ve picked \( \psi \) so

\[ \chi_0 \in \text{supp}(d\nu_\psi) \quad (6.9.65) \]

Suppose \( h \in C_\infty(\hat{G}) \) is nonnegative, \( h(\chi_0) > 0 \), and \( \text{supp}(h) \subset \{ \chi \mid \hat{\varphi}(\chi) > 0 \} \). Then \( h\hat{\varphi} \geq 0 \), \( (h\hat{\varphi})(\chi_0) > 0 \), \( \chi_0 \in \text{supp}(d\nu_\psi) \), we see, by (6.9.60), that

\[ 0 < \int (h\hat{\varphi})(\chi) \, d\nu_\psi(\chi) = \int h(\chi)\hat{\psi}(\chi) \, d\nu_\varphi(\chi) \quad (6.9.66) \]

If \( \chi_0 \not\in \text{supp}(d\nu_\varphi) \), then we can find \( h \) with the required properties so the right side of (6.9.66) is 0, contradicting its positivity. We conclude that \( \chi_0 \in \text{supp}(d\nu_\varphi) \).

**Corollary 6.9.12.** For all \( \varphi \in \mathcal{P}_+ \), \( \hat{\varphi}(\chi) \geq 0 \) for all \( \chi \).

**Proof.** Suppose that \( \hat{\varphi}(\chi_0) < 0 \). Pick any \( f \neq 0 \) in \( L^2(G,d\mu) \) with \( \int f(x) \, d\mu(x) > 0 \) and let \( \psi = \chi_0(f^* \ast f) \) so

\[ \hat{\psi}(\chi_0) = \left| \int f(x) \, d\mu(x) \right|^2 > 0 \quad (6.9.67) \]

Thus, by Corollary 6.9.11 \( \chi_0 \in \text{supp}(d\nu_\psi) \).

By continuity, \( \hat{\varphi}(\chi_0) < 0 \) in a neighborhood of \( \chi_0 \), so we can find \( h \in C(\hat{G}) \) supported in a neighborhood, \( U \), of \( \chi_0 \) with compact closure so \( h \geq 0 \), \( h(\chi_0) > 0 \), \( \nu_\psi(U) > 0 \), and \( \hat{\varphi} < 0 \) on \( U \). Thus,

\[ \int h(\chi)\hat{\varphi} \, d\nu_\psi(\chi) < 0 \quad (6.9.68) \]
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But \( \hat{\psi}(\chi) = |\widehat{f}(\chi \chi_0)|^2 \geq 0 \), so
\[
\int h(\chi) \hat{\psi}(\chi) \, d\nu_\varphi(\chi) \geq 0 \tag{6.9.69}
\]
This contradiction shows that \( \hat{\varphi} \geq 0 \). \( \square \)

**Theorem 6.9.13.** There is a Haar measure, \( d\mu_\hat{G} \), on \( \hat{G} \) so that for all \( \varphi \in \mathcal{P}_+ \),
\[
d\nu_\varphi(\chi) = \hat{\varphi}(\chi) \, d\mu_\hat{G}(\chi) \tag{6.9.70}
\]

**Proof.** Let \( g \) be a continuous function with \( \text{supp}(g) = Q \) compact. Let \( \varphi_1, \varphi_2 \) be two functions in \( \mathcal{P}_+ \) obeying (6.9.55) (some exist by Proposition 6.9.9). Then \( g/\hat{\varphi}_1 \hat{\varphi}_2 \equiv h \) is continuous of compact support, so
\[
\int \frac{g(\chi)}{\hat{\varphi}_1(\chi) \hat{\varphi}_2(\chi)} \hat{\varphi}_2(\chi) \, d\nu_{\varphi_1}(\chi) = \int \frac{g(\chi)}{\hat{\varphi}_1(\chi) \hat{\varphi}_2(\chi)} \hat{\varphi}_1(\chi) \, d\nu_{\varphi_2}(\chi) \tag{6.9.71}
\]
Thus,
\[
\ell(g) \equiv \int g(\chi) \hat{\varphi}_1(\chi)^{-1} \, d\nu_{\varphi_1}(\chi) \tag{6.9.72}
\]
is independent of the choice of \( \varphi_1 \) obeying (6.9.55).

Since \( \hat{\varphi}_1 > 0 \), \( \ell(g) \geq 0 \) if \( g \geq 0 \), and by the uniqueness (using \( \hat{\varphi}_1 > 0 \) on \( \text{supp}(g_1) \cup \text{supp}(g_2) \)), we see \( \ell \) is linear, so there is a Baire measure which we’ll call \( d\mu_\hat{G} \) so that
\[
\ell(g) = \int g(\chi) \, d\mu_\hat{G} \tag{6.9.73}
\]

Given \( h \) of continuous compact support, \( Q \), in \( \hat{G} \), first pick \( \varphi_1 \in \mathcal{P}_+ \) so \( \varphi_1 > 0 \) on \( Q \) and then \( \chi_0 \in \hat{G} \). Then, by (6.9.64),
\[
d\nu_{\chi_0 \varphi_1}(\chi) = d\nu_{\varphi_1}(\chi \chi_0) \tag{6.9.74}
\]

Clearly,
\[
\overline{\chi_0 \varphi_1}(\chi) = \hat{\varphi}_1(\chi \chi_0) \tag{6.9.75}
\]
so if \( \varphi_2 \equiv \overline{\chi_0 \varphi_1} \), then
\[
(\varphi_2^{-1} \, d\nu_{\varphi_2})(\chi) = (\varphi_1^{-1} \, d\nu_{\varphi_1})(\chi \chi_0) \tag{6.9.76}
\]
as measures on functions \( g \) supported on \( \chi_0^{-1}Q \). Picking \( g(\chi) = h(\chi \chi_0) \), we see that
\[
\ell(g) = \int h(\chi \chi_0)(\varphi_2^{-1} \, d\nu_2)(\chi) = \int h(\chi_0)(\varphi_1^{-1} \, d\nu_1)(\chi_0 \chi) = \ell(h) \tag{6.9.77}
\]
proving that \( d\mu_\hat{G} \) is translation invariant, that is, a choice of Haar measure (only normalization is up to us to choose).
Finally, given \( \varphi \in \mathcal{P}_+ \) and a continuous function, \( h \), of support on \( \hat{G} \), pick \( \varphi_1 \in \mathcal{P}_+ \) strictly positive on \( \text{supp}(h) \) and note

\[
\int h(\chi) \widehat{\varphi}(\chi) \, d\mu_G(\chi) = \int h(\chi) \widehat{\varphi}(\chi) \varphi_1(\chi)^{-1} \, d\nu_{\varphi_1}(\chi)
= \int h(\chi) \widehat{\varphi}_1(\chi)[\widehat{\varphi}_1(\chi)]^{-1} \, d\nu_{\varphi}(\chi)
= \int h(\chi) \, d\nu_{\varphi}(\chi)
\]

proving (6.9.70).

We define \( \check{\cdot} \) on \( L^1(\hat{G}, d\mu_{\hat{G}}) \) as a function on \( G \) by

\[
\check{g}(x) = \int \chi(x) g(\chi) \, d\mu_{\hat{G}}(\chi)
\]

(6.9.78)

**Theorem 6.9.14** (Fourier Inversion Formula). (a) \( g \in L^1(\hat{G}, d\mu_{\hat{G}}) \Rightarrow \check{g} \in \mathcal{B}(G) \).

(b) For all \( f \in L^1(G, d\mu) \), \( g \in L^1(\hat{G}, d\mu_{\hat{G}}) \),

\[
\int \overline{f(x)} \check{g}(x) \, d\mu_G(x) = \int \overline{\check{f}(\chi)} g(\chi) \, d\mu_{\hat{G}}(\chi)
\]

(6.9.79)

(c) \( g \in L^1(\hat{G}, d\mu_{\hat{G}}) \) and \( \check{g}(x) = 0 \) for all \( x \Rightarrow g = 0 \).

(d) \( f \in \mathcal{P}(G) \Rightarrow \check{f} \in L^1(G, d\mu_{\hat{G}}) \) and

\[
\hat{\check{f}} = f \quad \text{for } f \in \mathcal{P}(G)
\]

(6.9.80)

(e) \( g \in L^1(\hat{G}, d\mu_{\hat{G}}) \) and \( \check{g} \in L^1(G, d\mu) \Rightarrow \check{\check{g}} = g \) for \( g \in L^1(\hat{G}) \), \( \check{g} \in L^1(G) \)

(6.9.81)

**Proof.** (a) Since both \( L^1(\hat{G}, d\mu_{\hat{G}}) \) and \( \mathcal{C}(G) \) are finite linear combinations of positive objects, we need only note that if \( g \geq 0 \), \( \check{g} \) has the form (6.9.17) for \( d\nu_{\check{g}} = g \, d\mu_{\hat{G}}(\chi) \), so \( \check{g} \in \mathcal{B}_+ \).

(b) Both sides of (6.9.79) equal

\[
\int \int \overline{f(x)} g(\chi) \chi(x) \, d\mu(x) \, d\mu_{\hat{G}}(\chi)
\]

(6.9.82)

so (6.9.79) holds by Fubini’s theorem.

(c) By (6.9.79), if \( \check{g} = 0 \), then (since \( \check{f} = f^* \))

\[
\int \hat{h}(\chi) \, d\eta(\chi) = 0
\]

(6.9.83)

for all \( h \in L^1 \), where \( d\eta = g(\chi) \, d\mu_{\hat{G}}(\chi) \). Since \( \{\hat{h} \mid h \in L^1\} \) is \( \| \cdot \|_{\infty} \)-dense in \( C_\infty(\hat{G}) \), \( d\eta \) is the zero measure, so \( g = 0 \).
(d) By linearity, we can suppose \( f \in \mathcal{P}_+(G) \). Since Theorem \ref{thm:plancherel} says
\[
d\nu_f(\chi) = \hat{f}(\chi) \, d\mu_\hat{G}(\chi)
\] (6.9.84)
and \( d\nu_f \) is a finite measure, \( \hat{f} \in L^1 \). By (6.9.84), (6.9.17) is exactly (6.9.80).

(e) By (a), if \( \hat{g} \in L^1 \), then \( \check{g} \in \mathcal{P} \). Thus, if \( h = \check{g} \), we have \( h \in L^1 \) and, by (d), \( \hat{h} = \check{g} \), that is, \( (g - h) = 0 \) so \( h = g \) by (c). Thus, \( \check{g} = g \).

We do the bulk of the proof of the Plancherel theorem in four lemmas (the difficulty will be showing that \( \hat{L}^2 \) is all of \( L^2 \)).

**Lemma 6.9.15.** If \( f \in \mathcal{C}(G) \), then \( \hat{f} \in L^2(\hat{G}, d\mu_{\hat{G}}) \) and
\[
\|\hat{f}\|_{L^2(\hat{G})} = \|f\|_{L^2(G)}
\] (6.9.85)

**Proof.** \( \mathcal{C}(G) \subset \mathcal{P}(G) \) so \( \hat{f} \in L^1 \cap L^\infty \subset L^2 \). If \( g = \hat{f} \), then \( \check{g} = f \) (by (6.9.80)), so (6.9.79) is (6.9.85).

**Lemma 6.9.16.** \( \check{\ } \) defined on \( L^1(G) \cap L^2(G) \) extends to an isometry of \( L^2(G, d\mu) \) into \( L^2(\hat{G}, d\mu_{\hat{G}}) \). Moreover, for all \( f, g \in L^2(G, d\mu) \),
\[
\langle \hat{f}, \check{g} \rangle_{L^2(G)} = \langle f, g \rangle_{L^2(G)}
\] (6.9.86)

**Proof.** Since \( f \in L^1 \cap L^2 \) can be approximated by \( f_n \in \mathcal{C}(G) \) so that one has convergence in both \( L^1 \)- and \( L^2 \)-norm, a simple argument (Problem 7) shows \( \check{\ } \) defined by (6.9.2) has \( \hat{f} \in L^2(\hat{G}) \) and (6.9.85) holds. By a density argument, one can extend \( \check{\ } \) uniquely to an isometry. (6.9.86) holds by polarization.

**Lemma 6.9.17.** If \( g \in L^1(\hat{G}, d\mu_{\hat{G}}) \cap L^2(\hat{G}, d\mu_{\hat{G}}) \), then \( \check{g} \in L^2 \) and
\[
\|\check{g}\|_{L^2(G, d\mu)} \leq \|g\|_{L^2(\hat{G}, d\mu_{\hat{G}})}
\] (6.9.87)

**Proof.** Let \( U = \check{\ } \) on \( L^2(G, d\mu) \). Then (6.9.85) says \( U^*U = 1 \), so \( U^* \) obeys \( \|U^*g\| \leq \|g\| \) since \( UU^* \) is the projection onto \( \text{Ran}(U) \). By using (6.9.79) for \( f \in L^1(G, d\mu) \cap L^2(G, d\mu) \) and \( g \in L^1(\hat{G}) \cap L^2(\hat{G}) \), we see for \( g \in L^1(\hat{G}) \cap L^2(\hat{G}) \), \( U^*g = \check{g} \). Thus, (6.9.87) holds for such \( g \).

**Lemma 6.9.18.** If \( h, k \in L^1(\hat{G}, d\mu_{\hat{G}}) \cap L^2(\hat{G}, d\mu_{\hat{G}}) \), then
\[
f = \check{h}k \in L^1(G, d\mu) \cap L^\infty(G, d\mu)
\] (6.9.88)
and
\[
\hat{f} = h \ast k \in L^1(\hat{G}, d\mu_{\hat{G}}) \cap C_\infty(\hat{G})
\] (6.9.89)
Proof. By Theorem 6.9.14(a) and Lemma 6.9.17

\[ \hat{h}, \hat{k} \in \mathcal{B}(G) \cap L^2(G, d\mu) \subset L^\infty(G) \cap L^2(G, d\mu) \]

so (6.9.88) holds.

Moreover,

\[ (h * k)^\sim(x) = \int \chi(x)h(x_1)k(x_\overline{1}) d\mu_G(x_1)d\mu_{\overline{G}}(x_\overline{1}) \]

since \( \chi = (\chi\overline{1})\chi_1 \) and \( d\mu(\chi) = d\mu(\chi\overline{1}) \). This implies \( f \in \mathcal{B}(G) \) by Theorem 6.9.14(a) and, as noted, \( f \in L^1(G, d\mu) \), so \( f \in \mathcal{P}(G) \).

Thus, \( \hat{f} \in L^1 \) and \( \hat{\hat{f}} = f \). By (6.9.90) and Theorem 6.9.14(c), we have (6.9.89).

Define \( \mathcal{C}(\hat{G}), \mathbb{W}(\hat{G}) \) analogously to \( G \). Proposition 6.9.4 extends to \( \hat{G} \) since it only depends on the group structure.

Theorem 6.9.19 (Plancherel Theorem). \( \hat{\cdot} \) defined initially on \( L^1(G, d\mu) \cap L^2(G, d\mu) \) extends to a unitary map of \( L^2(G, d\mu) \) onto all of \( L^2(\hat{G}, d\mu_{\hat{G}}) \).

\( \hat{\cdot} \) defined originally on \( L^1(\hat{G}, d\mu_{\hat{G}}) \cap L^2(\hat{G}, d\mu_{\hat{G}}) \) extends to a unitary map in the other direction and is the two-sided inverse to \( \hat{\cdot} \).

Proof. We’ve already seen that \( \hat{\cdot} \) is an isometry. If \( q = h * k \) with \( h, k \in L^2(\hat{G}, d\mu_{\hat{G}}) \) with compact support, then \( h, k \in L^1(\hat{G}) \cap L^2(\hat{G}) \).

So by Lemma 6.9.18 there is \( f \in L^1(G) \cap L^2(G) \) so \( \hat{f} = h * k \), that is, \( q \in \text{Ran}(\hat{\cdot} \upharpoonright L^2) \). Since \( \mathcal{C}(G) \) is the linear span of such \( q \)’s and is dense in \( L^2(\hat{G}, d\mu_{\hat{G}}) \), \( \text{Ran}(\hat{\cdot}) \) is dense, and so all of \( L^2(\hat{G}, d\mu_{\hat{G}}) \).

Since \( \hat{\cdot} \) is onto, it is unitary and its adjoint is its two-sided inverse. We’ve already seen that this adjoint on \( L^1(\hat{G}) \cap L^2(\hat{G}) \) is \( \hat{\cdot} \).

As a corollary, we can extend Lemma 6.9.18 and prove a dual version:

Lemma 6.9.20. Let \( f, g \in L^2(G, d\mu) \). Then

\[ \hat{f} \hat{g} = \hat{f} * \hat{g} \]

where \( \hat{\cdot} \) on the left is the \( L^1 \) Fourier transform and \( \hat{\cdot} \) on the right is the \( L^2 \) Fourier transform. Let \( h, k \in L^2(\hat{G}, d\mu_{\hat{G}}) \). Then

\[ (hk)^\sim = \hat{h} * \hat{k} \]

Proof. We’ll prove (6.9.92). The proof of (6.9.91) is similar. Let \( f = \hat{h}, \quad g = \hat{k} \). Suppose \( f, g \in L^1(G) \cap L^2(G) \). Then

\[ \hat{f} * \hat{g} = \hat{f} \hat{g} \]
where all ∼’s are $L^1$. But all functions are in $L^2(G)$ or $L^2(\hat{G})$, so using $L^2 - \sim$ and that ∼ and \sim are $L^2$ inverse,

$$\hat{h} \ast \hat{k} \equiv f \ast g = (hk)$$ (6.9.94)

Since $L^1 \cap L^2$ is dense in $L^1$, we get the result for $f, g \in L^2$, and so $h, k \in L^2$. □

The following is both an important consequence and links our definition of $\mathbb{W}(G)$ here to the earlier definition for the case $G = \mathbb{R}$ or $\mathbb{T}$.

**Theorem 6.9.21** (Krein’s Factorization Theorem). We have

(a) $\mathbb{W}(\hat{G}) = \{\hat{f} \mid f \in L^1(G, d\mu)\}$  (6.9.95)

(b) $\mathbb{W}(G) = \{\check{g} \mid g \in L^1(\hat{G}, d\mu_{\hat{G}})\}$  (6.9.96)

**Remarks.**

1. Once we have Pontryagin duality, these will be equivalent, but we’ll use both halves in the proof of this duality result.

2. The same argument (Problem 8) shows that $\mathbb{W}^+(G) = \{\check{g} \mid g \in L^1, g \geq 0\}$.

**Proof.** $f \in L^1(G) \iff f = gq$ with $g, q \in L^2(G)$. But then, by (6.9.91), $\hat{f} = \hat{g} \ast \hat{q} \in \mathbb{W}(\hat{G})$. Conversely, if $h, k \in L^2(\hat{G})$, $f = \hat{h}k$ has $\hat{f} = h \ast k$, so $h \ast k \in \{\hat{f} \mid f \in L^1\}$. Thus, $\mathbb{W}(\hat{G})$, which is generated by $\{h \ast k \mid h, k \in L^2(\hat{G})\}$ is in $\{\hat{f} \mid f \in L^1\}$. This proves (6.9.95). The proof for (6.9.96) is similar, using (6.9.92) in place of (6.9.91). □

**Corollary 6.9.22.** Any $g \in \mathbb{W}(\hat{G})$ can be written

$$g = k \ast h = \hat{f}$$ (6.9.97)

where $f \in L^1(G), h, k \in L^2(\hat{G})$, and

$$\|\hat{f}\|_{L^1(G)} = \|k\|_{L^2(G)}^2 \|h\|_{L^2(G)}^2$$ (6.9.98)

and similarly for $L^1(\hat{G}) \mathbb{W}(G)$.

**Remark.** In particular, this shows $\{k \ast h \mid k, h \in L^2(\hat{G})\}$ is a vector space.

**Proof.** By the theorem, $g = \hat{f}$ with $f \in L^1(G)$. Let $k = |f|^{1/2}$ and $h = (f/|f|^{1/2})$ and use (6.9.91). □

**Corollary 6.9.23.** If $g \in L^1(\hat{G}, d\mu_{\hat{G}})$, then $\check{g} \in C_\infty(G)$.

**Remark.** It is easy to see $\check{g}$ is a bounded continuous function. The new element is that it vanishes at $\infty$. 
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**Proof.** By the theorem, $\tilde{g} \in \mathcal{W}(G)$ is $f \ast g$ for $f, g \in L^2$. By approximating $f, g$ by $L^2$-functions of compact support, we see $\tilde{g}$ is a $\| \cdot \|_\infty$ of continuous functions of compact support.

**Corollary 6.9.24.** If $M, N$ are disjoint and closed sets in $\hat{G}$ and $N$ is compact, there is $f \in L^1(G, d\mu)$ so $f \upharpoonright N \equiv 1$, $f \upharpoonright M = 0$. In particular, $L^1(G, d\mu)$ is a regular Banach algebra. A similar result is true for $G$ with $\hat{\sim}$ replaced by $\sim$.

**Proof.** We proved this for $W(G)$ in Proposition 6.9.4 and the proof of $W(\hat{G})$ is identical. Since $W(\hat{G}) = \{ \hat{f} | f \in L^1(G) \}$, we are done.

We are heading towards a proof of Pontryagin duality that $\hat{\hat{G}} = G$ as topological groups (under a natural embedding of $G$ in $\hat{\hat{G}}$). To avoid too many $\hat{\hat{G}}$ and to emphasize the distinction between $G$ related to $\hat{G}$ and $\hat{\hat{G}}$ related to $\hat{G}$, we’ll denote $K = \hat{G}$, in which case we are heading towards proving that $G = \hat{K}$. We need one preliminary:

**Lemma 6.9.25.** $x_n \to x$ in $G \iff \chi(x_n) \to \chi(x)$ for all $\chi \in \hat{G}$.

**Proof.** $\Rightarrow$ is just continuity of each $\chi \in \hat{G}$.

$\Leftarrow$. Suppose for $\{x_n\}_{n=1}^\infty$, $x \in G$ and $\chi(x_n) \to \chi(x)$ for every $\chi \in \hat{G}$. By the dominated convergence theorem, for every $k \in L^1(\hat{G}, d\mu_{\hat{G}})$, $\hat{k}(x_n) \to \hat{k}(x)$. By Corollary 6.9.24, for any open neighborhood $U$ of $x$, there is $\tilde{k}$ so $\tilde{k}(y) = 0$ if $y \notin U$ and $\tilde{k}(x) = 1$. Since $\tilde{k}(x_n) \to \tilde{k}(x) = 1$ for large $n$, $|\hat{k}(x_n) - 1| < \frac{1}{2} \Rightarrow x_n \in U$ for $n$ large. Since $U$ is arbitrary, $x_n \to x$.

Let $K = \hat{G}$ and $\alpha: G \to \hat{K}$ by

$$\alpha(x)(\chi) = \chi(x) \quad (6.9.99)$$

**Theorem 6.9.26 (Pontryagin Duality).** $\alpha$ is a homomorphism and homeomorphism of $G$ onto $\hat{K}$, that is,

$$\hat{K} \cong G \quad (6.9.100)$$

**Proof.** $\alpha$ is obviously a homomorphism. By the lemma and Theorem 6.9.6, $x_n \to x \iff \alpha(x_n) \to \alpha(x)$, so we need only show $\alpha$ is a bijection. By Theorem 6.9.5(b), $\alpha$ is one–one.

We first claim Ran($\alpha$) is closed in $\hat{K}$. For suppose $\alpha(x_n) \to y \in \hat{K}$. Find $k \in L^1(K, d\mu_K)$, so $\hat{k}(y) = 1$. Since $\hat{k}(\alpha(x)) = \hat{k}(-x)$.

$$\hat{k}(\alpha(x)) = \hat{k}(-x) \quad (6.9.101)$$
we know that \( \hat{k}(-x_n) = \hat{k}(\alpha(x_n)) \to \hat{k}(y) = 1 \), so for \( n \) large, \( x_n \in Q = \{ x \mid | \hat{k}(-x) - 1| \leq \frac{1}{2} \} \) which is compact by Corollary 6.9.23. Thus, there is a subsequence and \( x_\infty \in G \) so \( x_{n(i)} \to x_\infty \). Thus, since \( \alpha \) is continuous, \( \alpha(x_{n(i)}) \to \alpha(x_\infty) \), so \( y = \alpha(x_\infty) \), that is, \( y \in \text{Ran}(\alpha) \).

Finally, suppose that \( \text{Ran}(\alpha) \) is not all of \( \hat{K} \). Pick \( y \in \hat{K} \setminus \text{Ran}(\alpha) \). By Corollary 6.9.24, there is \( k \in L^1(K,d\mu_K) \) so that \( \hat{k} \upharpoonright \text{Ran}(\alpha) = 0 \), but \( \hat{k}(y) = 1 \).

By (6.9.101), \( \hat{k} \equiv 0 \), so by Theorem 6.9.14(c), \( k = 0 \). Thus, \( \hat{k} = 0 \) so \( \hat{k}(y) = 0 \). This contradiction shows that \( \text{Ran}(\alpha) = \hat{K} \), so \( \alpha \) is a bijection. \( \square \)

Notes and Historical Remarks. The theory of Fourier analysis on LCA groups was developed in the 1930s prior to the theory of Banach algebras, but then absorbed into the Gel’fand framework. Key figures in the early phase were van Kampen, Pontryagin, Weil, and Krein, and in the later phase Raikov and Godement.

Our approach here of developing pdf’s first, then applying that to the Fourier inversion and Plancherel theorems, and finally getting Pontryagin duality is almost the exact opposite of the historical where the duality theory based on structure theorems came first, then Plancherel and Fourier inversion usually together, and finally pdf’s almost as an afterthought. During the Banach algebra consolidation though, the central role of the Bochner–Weil theorem in an abstract approach came to the fore.

After an early short exploration of characters on general abelian topological groups by Paley–Wiener [509], the general theory was developed in papers by van Kampen [712] and Pontryagin [536] in 1935. They put topologies on \( \hat{G} \) (Pontryagin used the topology, now called the Pontryagin topology, of uniform convergence on compact subsets of \( G \); van Kampen used an equivalent topology) and proved what is usually called Pontryagin duality (but, by some, Pontryagin–van Kampen duality). That the Pontryagin topology is the same as pointwise convergence is a result of Yosida–Iwamura [769] and that it is the same as the Gel’fand topology a result of Raikov [543].

General Fourier analysis was then developed by Weil [735] in a book that also had the first construction of Haar measure on nonseparable groups and by Krein [409]. Weil used the structure theory of LCA groups while Krein exploited Gel’fand’s then new theory of abelian Banach algebras and pdf’s (see also Gel’fand–Raikov [233]). In particular, Krein’s paper has what we call Krein’s factorization (Theorem 6.9.21) and Weil’s book what we call the Bochner–Weil theorem (also found by Povzner [537] and
Raikov [543]). Development of the theory from a Banach algebra perspective was accomplished by Gel’fand–Raikov–Shilov [236], Godement [254], and Loomis [456].

Our proof of Pontryagin duality follows Raikov [544] with one exception. In place of the proof that \( \text{Ran}(\alpha) \) is closed, Raikov uses the argument in Problem 10.

Among book treatments of Fourier analysis on LCA groups are [456, 554, 583, 316].

One consequence of the Pontryagin duality theorem is that for a compact abelian subgroup, \( G \), the relation of the irreducible representation under tensor product determines the group (since it determines the dual group whose topology is discrete). There is a generalization of this to arbitrary compact groups called Tannaka–Krein duality after [696, 411]; see the discussion in Hewitt–Ross [316, Vol. 2].

If \( G \) is an LCA group, let \( \widehat{G} \) be \( \widehat{G} \) given the discrete topology. Then \( (\widehat{G}_{\text{disc}})^{\sim} \) is a compact group containing \( G \) since any \( x \in G \) defines a character on \( \widehat{G}_{\text{disc}} \) by \( x(\chi) = \chi(x) \) which is continuous since all functions are continuous in the discrete topology. Since the identity map of \( \widehat{G}_{\text{disc}} \) to \( \widehat{G} \) is continuous, by duality the induced map of \( G = (\widehat{G})^{\sim} \) into \( (\widehat{G}_{\text{disc}})^{\sim} \) is continuous. This is, of course, another construction of the Bohr compactification, \( B(G) \), discussed in Section 6.6.

Problems

1. If \( G \), an LCA group, is \( \sigma \)-compact and second countable, prove that \( L^p(G, d\mu) \) is separable for each \( p < \infty \).

2. Let \( f \) be a continuous function of compact support on \( G \), an LCA group.
   
   (a) For each \( x \in G \), show there is a neighborhood, \( U_x \), of 0 so that \( y - x \in U_x \Rightarrow |f(x) - f(y)| < \varepsilon/2 \).
   
   (b) Let \( \{U_{x_j}\}_{j=1}^n \) cover \( \text{supp}(f) \). Let \( V = \bigcap_{j=1}^n U_{x_j} \). Prove that \( y - z \in V \Rightarrow |f(z) - f(y)| < \varepsilon \).

3. If \( \Phi \) is given by (6.9.25) and \( \Phi((0, 1)) = \|\varphi\|_\infty \), prove that \( \nu_\Phi(\{\infty\}) = 0 \).

4. Let \( 1 < p < \infty \) and \( q \) the dual index. Prove that if \( G \) is an LCA group, \( f \in L^p(G, d\mu) \) and \( h \in L^q(G, d\mu) \), then \( f \ast h \in C_\infty(G) \). (Hint: Use density of the continuous functions of compact support.)

5. Let \( G \) be a \( \sigma \)-compact LCA group. Let \( K_j \subset K_{j+1}^{\text{int}} \) with \( K_j \) compact and \( \bigcup K_j = G \). If \( f \in L^\infty \) and \( f_j = f\chi_{K_j} \) and if \( g \in L^1 \), prove that \( \int g(x)[f(x) - f_j(x)]d\mu(x) \to 0 \).
6. Let \( x_n \in \mathbb{R} \) so that \( e^{ikx_n} \to 1 \) for all \( k \in \mathbb{R} \). Prove that \( x_n \to 0 \). (Hint: Prove that for \( f \in S(\mathbb{R}) \), \( \hat{f}(x_n) \to \hat{f}(0) \) and conclude that \( x_n \) lies in a compact set.)

7. Fill in the details of the proof of Lemma 6.9.16.

8. Prove that \( \mathbb{W}_+(G) = \{ f^* \ast f \mid f \in L^2(G, d\mu) \} \) is the same as \( \{ \tilde{g} \mid g \in L^1(\hat{G}, d\mu_{\hat{G}}), g \geq 0 \} \).

9. This problem will show a metrizable LCA group where \( L^1(G, d\mu) \) has an identity is a discrete group. Suppose \( e \) is the identity and \( \{ f_{U_n} \}_{n=1}^{\infty} \) has an approximate identity with \( \text{supp}(f_{U_n}) \subset U_n \), where \( U_n \) is a neighborhood of 0 with \( U_{n+1} \subset U_n \) and \( \bigcap_{n=1}^{\infty} U_n = \{0\} \).

   (a) Prove that \( \lim_{n \to \infty} \| e - f_{U_n} \|_1 = 0 \). (Hint: \( f_{U_n} = f_{U_n} \ast e \).)

   (b) Prove that if \( \mu(\{0\}) = 0 \), then \( \| e \|_1 = 0 \), so conclude \( \mu(\{0\}) > 0 \).

   (c) Prove that \( G \) is discrete.

10. This problem will provide a partially alternate proof that the map \( \alpha \) in Theorem 6.9.26 has Ran(\( \alpha \)) = \( \hat{K} \) without proving Ran(\( \alpha \)) is closed; the argument follows Raikov [544].

   (a) Use the argument in the third paragraph of the proof of Theorem 6.9.26 to show if \( V \subset \hat{K} \) is nonempty and open, then \( V \cap \text{Ran}(\alpha) \neq \emptyset \).

   (b) Pick \( U \subset G \) and a neighborhood of 0 so \( \overline{U} \) is compact. Show there is \( V \subset \hat{K} \) open so \( V \cap \alpha[G] = \alpha[U] \).

   (c) Prove that any point in \( V \) lies in \( \overline{\alpha[U]} \). (Hint: Use (a).)

   (d) Prove \( \overline{\alpha[U]} = \alpha[\overline{U}] \) and conclude \( V \subset \text{Ran}(\alpha) \).

   (e) Fix \( x \in \hat{K} \). Find \( y \in \text{Ran}(\alpha) \) so \( y \in x + V \) (Hint: Use (a).)

   (f) Conclude \( x \in \text{Ran}(\alpha) \) so that \( \hat{K} = \text{Ran}(\alpha) \).

6.10. Bonus Section: Introduction to Function Algebras

Recall that a function algebra is a Banach algebra, \( \mathfrak{A} \), of functions on a compact Hausdorff space, \( X \), with \( 1 \in \mathfrak{A} \), with \( \| \cdot \|_{\infty} \)-norm and which separates points of \( X \). For many of the most studied examples, \( X \) is a subset of \( \mathbb{C} \), including \( \mathbb{P}(X) \), the closure of the polynomials in \( z \), \( \mathbb{R}(X) \), the closure of the rational functions with poles in \( \mathbb{C} \setminus X \), and \( \mathbb{A}(X) \), the functions continuous on \( X \) and analytic in \( X^{\text{int}} \).

Our first goal will be to study boundaries of general abelian Banach algebras, \( \mathfrak{A} \), subsets of \( \hat{\mathfrak{A}} \), where every \( \hat{f} \) takes its maximum modulus. If
\( \mathfrak{A} \) is a function algebra and \( Y \) is a closed boundary, then \( f \mapsto \hat{f} \upharpoonright Y \) is an isometric isomorphism of \( \mathfrak{A} \) to a function algebra on \( Y \). A key result will be the existence of a smallest closed boundary called the Shilov boundary.

Many of the most significant results in the theory involve density results where the key tool will be the existence of annihilating measures when density fails, for if \( Q \subset \mathfrak{A} \) and \( Q \) is not dense, there will be \( \ell \in \mathfrak{A}^*, \ell \neq 0 \), so \( \ell \upharpoonright Q = 0 \). By the Hahn–Banach theorem, \( \ell \) will extend to \( C(Y)^* \) for any boundary and so define a measure. We’ll illustrate some of the techniques by proving four theorems:

**Theorem 6.10.1** (Hartogs–Rosenthal Theorem). If \( X \subset \mathbb{C} \) is a compact set of zero (two-dimensional) Lebesgue measure, then
\[
\mathbb{R}(X) = C(X) \tag{6.10.1}
\]

**Theorem 6.10.2** (Lebesgue–Walsh Theorem). Let \( X \) be a compact subset of \( \mathbb{C} \) so that \( \mathbb{C} \setminus X \) has \( m \) bounded components (\( m \) finite), \( G_1, \ldots, G_m \). Pick \( a_j \in G_j \). Then any real-valued continuous function on \( \partial X \) is a uniform limit of \( u \)’s of the form \( \text{Re} \ f + \sum_{j=1}^m \beta_j \log|z - a_j| \), where \( f \) is a rational function with poles only at the \( a_j \). In particular, if \( m = 0 \) (i.e., \( X \) is simply connected), then \( \text{Re}[\mathbb{P}(X)] \) is dense in \( \mathbb{C}_R(X) \).

This theorem has consequences for solvability of the Dirichlet problem for \( X^{\text{int}} \), as we’ll see.

**Theorem 6.10.3** (Lavrentiev’s Theorem). Let \( X \) be a compact subset of \( \mathbb{C} \). Then
\[
\mathbb{P}(X) = C(X) \tag{6.10.2}
\]
if and only if \( X \) has empty interior and \( \mathbb{C} \setminus X \) is simply connected.

**Theorem 6.10.4** (Mergelyan’s Theorem). Let \( K \subset \mathbb{C} \) be a compact set so that \( \mathbb{C} \setminus K \) is connected. Then \( \mathbb{P}(K) = \mathfrak{A}(K) \), that is, any function \( f \) continuous in \( K \) and analytic in \( K^{\text{int}} \) is a uniform limit (on \( K \)) of polynomials in \( z \).

**Remark.** The “if” part of Theorem 6.10.3 is a special case of this result. We prove that result separately as a warmup for Theorem 6.10.4 which is, by far, the most subtle of these four theorems.

We start with the study of boundaries:

**Definition.** Let \( \mathfrak{A} \) be an abelian Banach algebra with identity. A boundary for \( \mathfrak{A} \) is a subset \( K \subset \hat{\mathfrak{A}} \) so that for all \( f \in \mathfrak{A} \), there is \( \ell \in K \) with
\[
|\hat{f}(\ell)| = \sup_{k \in \hat{\mathfrak{A}}} |\hat{f}(k)| \tag{6.10.3}
\]
Notice that $\text{Ran} (\hat{\cdot})$ is a function algebra, $\mathcal{A}_1$, and that (Problem 1) if $K$ is a boundary for $\mathcal{A}_1$, it is one for $\mathcal{A}$; and that if $K$ is a closed boundary for $\mathcal{A}$, it is a boundary for $\mathcal{A}_1$. Thus, we can and will focus on function algebras. For a function algebra, $\|f^n\| = \|f\|^n$, so by the spectral radius formula, in a function algebra,

$$\|\hat{f}\|_\infty = \|f\| \quad (6.10.4)$$

and so (6.10.3) says, for a function algebra, that

$$|\hat{f}(\ell)| = \|f\| \quad (6.10.5)$$

Example 6.10.5. Let $K \subset \mathbb{C}$ be compact. By the maximum principle, $\partial K$ is a boundary for $\mathcal{A}(K)$. Moreover, for each $z_0 \in \partial K$, by considering $z_n \in \mathbb{C} \setminus K$ with $z_n \to z$ and $f_n(z) = (z - z_n)^{-1}$, one sees (Problem 2) that $z_0$ lies in any closed boundary. So $\mathcal{A}(K)$ has a smallest closed boundary, namely $\partial K$, something we’ll see holds generally. This example also explains the reason for the name “boundary.” If $\mathcal{A}(\overline{D} \times \overline{D})$ is the space of functions continuous on $\overline{D} \times \overline{D}$ and analytic in $D \times D$, it can be shown (Problem 3) that $\partial \overline{D} \times \partial \overline{D}$, which is much smaller than the topological boundary of $\overline{D} \times \overline{D}$ (which is $(\partial \overline{D} \times \overline{D}) \cup (\overline{D} \times \partial \overline{D}))$, is the minimal closed boundary. \hfill \Box

One reason boundaries are important is:

**Proposition 6.10.6.** Let $K$ be a closed boundary for a function algebra, $\mathcal{A}$. Then $f \mapsto \hat{f} \upharpoonright K$ is an isometric isomorphism of $\mathcal{A}$ and a function algebra on $K$.

**Proof.** As noted in (6.10.5), $\|\hat{f} \upharpoonright K\|_\infty = \|f\|$.

**Example 6.10.5 (revisited).** Thus, $\mathcal{A}(\overline{D})$ can be viewed as a function algebra on $\partial D$. Indeed (Problem 4), it is those continuous $f$’s with $f_n^\# = 0$ for $n < 0$.

**Theorem 6.10.7.** Let $\mathcal{A}$ be an abelian Banach algebra with identity. Then there is a closed boundary contained in any other closed boundary.

**Remarks.** 1. This minimum closed boundary is called the Shilov boundary.

2. As noted, the closed boundary for $\mathcal{A}$ and $\text{Ran}(\hat{\cdot})$ are the same, so we can and will restrict ourselves in the proof to function algebras.

3. We’ll give two proofs that illustrate different aspects of the set. The first will be “hands on” and the second relies on the structure of certain compact subsets of $\mathcal{A}^*$.

**First Proof.** We’ll first show that minimal closed boundaries exist by a Zornification and then that this minimal boundary lies in every closed boundary, so is the intersection of all closed boundaries.
If \( \{Y_\alpha\}_{\alpha \in I} \) is a chain of closed boundaries, that is, for all \( \alpha, \beta \), either \( Y_\alpha \subset Y_\beta \) or \( Y_\beta \subset Y_\alpha \), then \( \bigcap_{\alpha \in I} Y_\alpha \) is a closed boundary. For if \( f \in \mathfrak{A} \), then \( y_\alpha \in Y_\alpha \) with \( f(y_\alpha) = \|f\|_\infty \). Order \( I \) so \( \alpha > \beta \) if \( Y_\alpha \subset Y_\beta \). The net \( \{y_\alpha\}_{\alpha \in I} \) has a limit point \( y_\infty \). By continuity, \( f(y_\infty) = \|f\|_\infty \) and \( y_\infty \in \bigcap_{\alpha \in I} Y_\alpha \). Thus, \( \bigcap_{\alpha \in I} Y_\alpha \) is a closed boundary. By Zorn’s lemma (see Section 1.5 of Part 1), there are minimal closed boundaries. Let \( Y_\infty \) be such a minimal closed boundary.

Let \( y \in Y_\infty \) and let \( U \) be an open set of the form

\[
U = \{ \ell \in \hat{\mathfrak{A}} \mid |\hat{f}_1(\ell)| < \varepsilon, \ldots, |\hat{f}_n(\ell)| < \varepsilon \}
\]

(6.10.6)

for some \( \varepsilon > 0 \) and \( f_1, \ldots, f_n \in \mathfrak{A} \). Suppose \( y \in U \). Since \( Y_\infty \) is minimal, \( Y_\infty \setminus U \) is not a boundary. Thus, there is \( f \in \mathfrak{A} \) so \( \|\hat{f}\|_\infty = 1 \), but

\[
\sup_{\ell \in Y_\infty \setminus U} |\hat{f}(\ell)| < 1
\]

(6.10.7)

By replacing \( f \) by \( f^n \), we can arrange for the sup in (6.10.7) to be as small as we want. So we can pick \( f \) so \( \|\hat{f}\|_\infty = 1 \), but

\[
\sup_{\ell \in Y_\infty \setminus U} |\hat{f}(\ell)| \leq \varepsilon / (2 \max_{j=1,\ldots,n} (\|\hat{f}_j\|))
\]

(6.10.8)

Let \( g_j = f_j f \). By (6.10.8), on \( Y_\infty \setminus U \), \( |\hat{g}_j| \leq \frac{1}{2} \varepsilon \). By (6.10.6) and \( \|\hat{f}\|_\infty = 1 \), \( |\hat{g}_j| < \varepsilon \) on \( U \). Thus, since \( Y_\infty \) is a boundary, \( \|\hat{g}_j\|_\infty < \varepsilon \).

Let \( \tilde{Y} \) be any boundary and let \( \tilde{y} \in \tilde{Y} \) be such that \( \hat{f}(\tilde{y}) = 1 \). Then \( |\hat{f}_j(\tilde{y})| = |\hat{g}_j(\tilde{y})| < \varepsilon \) so \( \tilde{y} \in U \). Thus, \( \tilde{Y} \) intersects \( U \).

The set \( U \)'s obeying (6.10.6) and containing \( y \) is a neighborhood base for \( y \), so \( y \in \overline{\tilde{Y}} \). Thus, \( Y_\infty \) is in any closed boundary.

For the second proof, we consider the following:

\[
\mathcal{R}(\mathfrak{A}) = \{ \varphi \in \mathfrak{A}^* \mid \|\varphi\| = \varphi(e) = 1 \}
\]

(6.10.9)

The reader will recognize these conditions; for \( \mathfrak{A} = C(X) \), \( \mathcal{R}(C(X)) \) is the probability measures on \( X \). For any \( C^* \)-algebra, it is the set of states which played such an important role in Section 6.7.

**Proposition 6.10.8.** (a) \( \hat{\mathfrak{A}} \subset \mathcal{R}(\mathfrak{A}) \)

(b) \( \mathcal{R}(\mathfrak{A}) \) is a convex set, compact in the \( \sigma(\mathfrak{A}^*, \mathfrak{A}) \)-topology.

(c) If \( \mathfrak{A} \) is a function algebra on \( X \) and \( \varphi_0 \) is an extreme point of \( \mathcal{R}(\mathfrak{A}) \), then for a unique \( x_0 \in X \),

\[
\varphi_0(f) = f(x_0)
\]

that is, every extreme point is a point evaluation.
Remarks. 1. The proof of (c) is essentially identical to the case $\mathfrak{A} = C(X)$, that is, that extreme points of $\mathcal{M}_{+,1}(X)$ are point measures; see Problem 4 of Section 5.11 of Part 1.

2. A similar argument to that in (c) shows any $\varphi \in \mathcal{R}(\mathfrak{A})$ is of the form

$$\varphi(f) = \int_{\hat{\mathfrak{A}}} \hat{f}(x) \, d\mu(x)$$

(6.10.11)

for some probability measure $\mu$ on $\hat{\mathfrak{A}}$. It is not hard to see (Problem 5) another characterization of the extreme points of $\mathcal{R}(\mathfrak{A})$ are those $\varphi$ for which the measure $\mu$ in (6.10.11) is unique. This is another definition of the Choquet boundary.

3. Evaluation is a mlf so (c) implies that extreme points of $\mathcal{R}(\mathfrak{A})$ are elements of $\hat{\mathfrak{A}}$.

Proof. (a) If $\ell \in \hat{\mathfrak{A}}$, $\ell(e) = 1$ is immediate and $\|\ell\| = 1$ follows from $\|\hat{f}\|_\infty = \|f\|$.

(b) If $\varphi_\alpha \to \varphi$ with $\varphi_\alpha \in \mathcal{R}(\mathfrak{A})$, then $\|\varphi\| \leq 1$. Since $\varphi(e) = 1$, we see $\|\varphi\| = 1$, showing $\mathcal{R}(\mathfrak{A})$ is a closed subset of the unit ball which is compact. Similarly, if $\varphi = \theta \varphi_1 + (1 - \theta) \varphi_2$ with $\theta \in [0, 1]$, $\varphi_1, \varphi_2 \in \mathcal{R}(\mathfrak{A})$, then $\|\varphi\| \leq 1$, $\varphi(e) = 1$, so $\|\varphi\| = 1$ and $\varphi \in \mathcal{R}(\mathfrak{A})$.

(c) By the Hahn–Banach theorem, $\varphi_0$ can be extended to $\tilde{\varphi}_0 \in C(X)^*$, so $\tilde{\varphi}_0(1) = \|\tilde{\varphi}_0\| = 1$. $\tilde{\varphi}_0$ is thus given by a measure, that is, there is a probability measure $\mu_0$ on $X$ so that

$$\varphi_0(f) = \int_X f(x) \, d\mu_0(x)$$

(6.10.12)

Pick $x_0 \in \text{supp}(d\mu)$, so $\mu(A) > 0$ for all open $F_\sigma$ sets, $A$, containing $x_0$. We claim for all such $A$,

$$\varphi_0(f) = \frac{1}{\mu(A)} \int_A f(x) \, d\mu_0$$

(6.10.13)

If $\mu(A) = 1$, this is (6.10.12). If $\mu(A) < 1$, let $\tilde{\varphi}_0^{(A)}$ be the right side of (6.10.13) and note

$$\varphi_0 = \mu(A) \tilde{\varphi}_0^{(A)} + (1 - \mu(A)) \tilde{\varphi}_0^{(X \setminus A)}$$

(6.10.14)

Since $\varphi_0$ is an extreme point $\varphi_0 = \tilde{\varphi}_0^{(A)}$, that is, (6.10.13) holds.

By continuity, for any $f$ and any $\epsilon$, we can find $A$ so $|f(x) - f(x_0)| < \epsilon$ on $A$. Thus, by (6.10.13),

$$|\varphi_0(f) - f(x_0)| < \epsilon$$

(6.10.15)

Since $\epsilon$ is arbitrary, (6.10.10) holds. Since $\mathfrak{A}$ separates points of $X$, $x_0$ is unique. □
**Definition.** Let $\mathfrak{A}$ be a function algebra on $X$. The set of $x_0 \in X$ so that $\varphi_0$ given by (6.10.10) is an extreme point of $\mathcal{R}(\mathfrak{A})$ is called the *Choquet boundary* of $\mathfrak{A}$ and denoted $\text{Ch}(\mathfrak{A})$.

**Theorem 6.10.9.** (a) Let $\mathfrak{A}$ be a function algebra. $\text{Ch}(\mathfrak{A})$ is a boundary for $\mathfrak{A}$.
(b) $\text{Ch}(\mathfrak{A})$ is a subset of any closed boundary of $\mathfrak{A}$.

**Remark.** Boundaries are subsets of $\hat{\mathfrak{A}}$, while the Choquet boundary is a subset of $X$. We associate $X$ with $\hat{\mathfrak{A}}$ via (6.10.10) and so view the Choquet boundary as a subset of $\hat{\mathfrak{A}}$.

**Proof.** (a) Let $f \in \mathfrak{A}$. Pick $\lambda \in \partial \mathbb{D}$, so $\exists x_1 \in X$ so that $\lambda f(x_1) = \|f\|_{\infty}$. Let

$$F_f = \{ \varphi \in \mathcal{R}(\mathfrak{A}) \mid \lambda \varphi(f) = \|f\|_{\infty} \}$$

(6.10.16)

Then $F_f$ is nonempty since evaluation at $x_1$ is in $\mathcal{R}(\mathfrak{A})$ and obeys $\lambda \varphi(f) = \|f\|_{\infty}$. Since $\varphi \mapsto \text{Re}[\lambda \varphi(f)]$ is linear and continuous and $\text{Re}(\lambda \varphi(f)) \leq \|f\|_{\infty}$ for all $\varphi$, we see $F_f$ is a face of $\mathcal{R}(\mathfrak{A})$. Thus, it contains an extreme point of $\mathcal{R}(\mathfrak{A})$ by Proposition 5.11.5 of Part 1. Therefore, for some $x$ in $\text{Ch}(\mathfrak{A})$, $\lambda f(x) = \|f\|_{\infty}$ and $|f(x)| = \|f\|_{\infty}$.

(b) Let $Y$ be a closed boundary for $\mathfrak{A}$. By Proposition 6.10.6, $\mathfrak{A}$ can be viewed as a function algebra on $Y$. Thus, by Proposition 6.10.8, any extreme point in $\mathcal{R}(\mathfrak{A})$ is evaluation by some $y \in Y$. Thus, elements of $\text{Ch}(\mathfrak{A})$ are points in $Y$, that is, $\text{Ch}(\mathfrak{A}) \subset Y$. $\square$

**Second Proof of Theorem 6.10.7.** $\text{Ch}(\mathfrak{A})$ is a closed boundary contained in any closed boundary, that is, the Shilov boundary is $\text{Ch}(\mathfrak{A})$. $\square$

**Example 6.10.10.** This will present a function algebra, $\mathfrak{A}$, for which $\text{Ch}(\mathfrak{A})$ is not closed, so the Choquet and Shilov boundaries can differ. Start with disk algebra $A(\bar{D})$ of functions continuous on $D$ and analytic on $D$. Let

$$\mathfrak{A} = \{ f \in A(\bar{D}) \mid f(0) = f(1) \}$$

(6.10.17)

which has codimension 1 in $A(\bar{D})$ and which is obviously an algebra and norm-closed. $\mathfrak{A}$ can be viewed as an algebra on $\partial D$ since, by the maximum principle, $f \mid \partial D$ determines $f$ and is norm-preserving. Indeed, as a function algebra on $\partial D$, $\mathfrak{A}$ is given by (Problem 7)

$$\mathfrak{A} = \left\{ f \in C(\partial D) \mid \int e^{-i\theta} f(\theta) \frac{d\theta}{2\pi} = 0 \text{ if } n < 0, = f(1) \text{ if } n = 0 \right\}$$

(6.10.18)

It is easy to see (Problem 8) that if $y \in \partial D \setminus \{1\}$, there exists $f \in \mathfrak{A}$ with $f(y) > f(x)$ for all $x \in \partial D \setminus \{y\}$ ($y$ is called a *peak point*), which implies
y ∈ Ch(𝒜) (Problem 6). On the other hand, 1 ∉ Ch(𝒜) since
\[ f(1) = \int_0^{2\pi} f(e^{i\theta}) \frac{d\theta}{2\pi} \] (6.10.19)
implies δ₁ is not an extreme point (Problem 4). Thus, Ch(𝒜) = ∂D \ {1} is not closed and its closure, ∂D, is the Shilov boundary. □

Let 𝒜 be a function algebra, ℓ ∈ ̂𝒜, and S the Shilov boundary. Then
\[ |\ell(f)| = |\widehat{\ell}(\ell)| \leq \|f\|_{\mathbb{A}} = \sup \|\hat{f}\|_{S} \] (6.10.20)
Thus, ℓ is a well-defined linear functional on \{\hat{f} | f ∈ 𝒜\} which is a closed subspace of C(S). Since \ell(1) = ∥\ell∥ = 1 as a functional on \{\hat{f} | f ∈ 𝒜\}, by the Hahn–Banach theorem, there is an extension to C(S) with norm 1. Thus, there is a probability measure, μₗ, on X with
\[ \ell(f) = \int_S \hat{f}(q) d\muₗ(q) \] (6.10.21)
It is called a representing measure for ℓ. In particular, on 𝒜(D), S = ∂D, so if ℓ is evaluation at some re^{iφ} ∈ D, then \(d\muₗ(\theta) = P_r(\theta, \varphi)\frac{d\theta}{2\pi}\) with \(P_r\) the Poisson kernel, so representing measures extend the notion of the Poisson representation.

The above didn’t use that 𝒜 was an algebra. Indeed, if one has a subspace, \(Y ⊂ C(X)\) with 1 ∈ Y and ℓ: Y → C with \(\ell(1) = ∥\ell∥ = 1\), then by the Hahn–Banach theorem, there is a measure, μₗ, on X so that
\[ \ell(f) = \int f(q) d\muₗ(q) \] (6.10.22)
In particular, if \(K\) is compact in \(C\) and \(\bar{Y}\) is the set of real-valued \(u: K → \mathbb{R}\) continuous on \(K\) and harmonic on \(K^\text{int}\), then \(u\) is determined by \(u | ∂K\) by the maximum principle. Letting \(X = ∂K\) and \(Y ⊂ C_R(X)\), the set of \(u | X\), then by the maximum principle, if \(z ∈ K\), \(\ell(u) = u(x)\) obeys \(∥\ell∥ = 1\) and, of course, since \(u ≡ 1\) is harmonic, \(\ell(1) = 1\). Thus, there is a probability measure, \(d\mu_z\) on \(∂K\) so that for \(u ∈ \bar{Y}\),
\[ u(z) = \int u(w) d\mu_z(w) \] (6.10.23)
It is called harmonic measure, studied in Chapter 3 of Part 3.

We now turn to the various density theorems for algebras on subsets of \(C\). The key idea is the following: If \(Y ⊂ Z ⊂ C(X)\), where \(Y, Z\) are subspaces with \(Z\) closed, then \(Y\) is dense in \(Z\) if and only if for all \(μ ∈ C(X)^*, μ | Y = 0 ⇒ μ | Z = 0\). For, if \(Y\) is not dense, the Hahn–Banach theorem implies there is \(ϕ ∈ Z^*, ϕ ≠ 0\), so that \(ϕ | Y = 0\). By the Hahn–Banach theorem again, \(ϕ\) has an extension to \(μ ∈ C(X)^*\). Thus, we’ll need to prove certain measures are 0 or at least obey \(\int f(z) d\mu(z) = 0\) for \(f ∈ Z\). The tools
we’ll use rely on two functions defined by a finite (complex) Borel measure \( \mu \) on \( \mathbb{C} \).

**Definition.** The *Cauchy transform*, \( \hat{\mu} \), of a finite measure on \( \mathbb{C} \) is defined by

\[
\hat{\mu}(z) = \int \frac{d\mu(w)}{w - z} \tag{6.10.24}
\]

and the *potential* of \( \mu \) by

\[
\tilde{\mu}(z) = \int \log(|z - w|) \, d\mu(w) \tag{6.10.25}
\]

**Remarks.**
1. \( \hat{\mu} \) and \( \tilde{\mu} \) differ radically from our use for Fourier transform and will only be used in this section. \( \tilde{\mu} \) is, up to a factor of \( 2\pi \), what we called \( \Phi_\mu \) in Section 3.1 of Part 3.
2. \( \hat{\mu} \) and \( \tilde{\mu} \) are only defined on the set where the integrals are absolutely convergent, for example, \( \hat{\mu} \) where

\[
\int \frac{d|\mu|(w)}{|z - w|} < \infty \tag{6.10.26}
\]

We’ll shortly show this is true for Lebesgue a.e. \( z \).

**Proposition 6.10.11.** Let \( \mu \) be a finite measure of compact support in \( \mathbb{C} \). Then

(a) \( \hat{\mu} \) and \( \tilde{\mu} \) are defined for \( d^2z \)-a.e. \( z \) and are locally \( L^1(\mathbb{C}, d^2z) \)-functions. Thus, they define distributions.

(b) We have, as distributions,

\[
\hat{\mu}(z) = -2\partial(\tilde{\mu})(z) \tag{6.10.27}
\]

\[-\tilde{\partial}(\hat{\mu})(z) = \frac{1}{2} (\Delta \hat{\mu})(z) = \pi \mu \tag{6.10.28}
\]

(c) On \( \mathbb{C} \setminus \text{supp}(\mu) \), \( \hat{\mu} \) and \( \tilde{\mu} \) are defined, \( \hat{\mu} \) is harmonic, and \( \tilde{\mu} \) is analytic and \( \text{(6.10.27)} \) holds in the classical sense.

(d) If \( \tilde{\mu} \) or \( \hat{\mu} \) is zero for a.e. \( z \), then \( \mu \) is zero.

**Proof.** (a) Let \( M = \text{supp}(\mu) \). Fix \( R \). Then

\[
\sup_{w \in M} \int_{|z| \leq R} \frac{d^2z}{|z - w|} = C < \infty \tag{6.10.29}
\]

Thus,

\[
\int_{|z| \leq R} \frac{d^2z \, d\mu(w)}{|z - w|} < \infty \tag{6.10.30}
\]

so \( \text{(6.10.26)} \) holds for \( d^2z \)-a.e. \( z \) with \( |z| < R \), and so varying \( R \) for a.e. \( z \). Moreover, \( \text{(6.10.30)} \) implies \( \hat{\mu} \) is \( L^1 \) over \( |z| < R \). The argument for \( \tilde{\mu} \) is similar.
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(b) As noted [6.2.35], we have as distributions that
\[ \partial \log |z|^{-1} = -\frac{1}{2} z^{-1}, \quad \bar{\partial} z^{-1} = \pi \delta(z) \quad (6.10.31) \]
which implies (using \( \int g(z)f(z-w)\,d\mu(w) \) is uniformly convergent for \( g \in C_0^\infty(\mathbb{C}) \) and \( f \) one of the two kernels here) \( (6.10.27)/(6.10.28) \).

(c) Analyticity of \( \tilde{\mu} \) follows from the usual Morera’s theorem argument (see Theorem 3.1.6 of Part 2A). Outside \( \text{supp}(d\mu) \), it is easy to see \( (6.10.27) \) holds classically, so \( \Delta \tilde{\mu} = -2\partial \bar{\partial} \tilde{\mu}(z) = 0 \) since \( \tilde{\mu} \) is analytic.

(d) Since they are \( L_\text{loc}^1 \)-functions, being zero implies \( \tilde{\mu} \) or \( \hat{\mu} \) are zero as distributions, so their distributional derivatives are zero. \( \square \)

**Proof of Theorem 6.10.1.** If \( \mathbb{R}(X) \neq C(X) \), there is a complex measure \( \mu \) on \( X \), the compact set in \( \mathbb{C} \), so \( \mu \neq 0 \) but
\[ \int f(w)\,d\mu(w) = 0 \quad (6.10.32) \]
for all rational functions with poles in \( \mathbb{C} \setminus X \). Since this includes \( f(w) = 1/(w-z) \) for all \( z \in \mathbb{C} \setminus X \), we see \( \tilde{\mu}(z) = 0 \) for all \( z \in \mathbb{C} \setminus X \). Since \( |X| = 0 \), \( \tilde{\mu}(z) = 0 \) for a.e. \( z \) in \( \mathbb{C} \), so \( \mu = 0 \) by (d) of Proposition 6.10.11.

This contradiction proves that the rational functions are dense in \( C(X) \). \( \square \)

**Example 6.10.12** (The Swiss Cheese). Some thought suggests the last theorem may be too weak—it might be that the right condition is not that \( |X| = 0 \) but that \( X^{\text{int}} = \emptyset \) (as is true for simply connected \( X \) by Theorem 6.10.3). We’ll dispel this idea with a set \( X \subset \mathbb{D} \) with empty interior but \( \mathbb{R}(X) \neq C(X) \)!

Let \( \{z_n\}_{n=1}^\infty \) be a countable dense set in \( \mathbb{D} \) and \( \alpha_n \) a decreasing sequence with
\[ \sum_{n=1}^\infty |\alpha_n| < \infty \quad (6.10.33) \]
Let \( \rho_n = \min(1-|z_n|, \alpha_n) \) and pick \( r_n \) and \( U_n \) inductively as follows: \( r_1 = \rho_1 \) and \( U_1 = \mathbb{D}_{r_1}(z_1) \). Once \( r_1, \ldots, r_n \) and \( U_1 \subseteq U_2 \subseteq U_3 \subseteq \cdots \subseteq U_n \) are picked, pick \( r_{n+1} \) as follows. If \( z_{n+1} \in \overline{U}_n \), set \( r_{n+1} = 0 \) and \( U_{n+1} = U_n \). Otherwise, pick
\[ r_{n+1} = \min(\rho_{n+1}, \tfrac{1}{2} \text{dist}(z_{n+1}, \overline{U}_n)), \quad U_{n+1} = U_n \cup \mathbb{D}_{r_{n+1}}(z_{n+1}) \]

We’ll let \( X \) be the complement of \( \bigcup_{n=1}^\infty U_n \). It is easy to see that infinitely many \( r_n \) are nonzero and that \( X \) contains \( \partial \mathbb{D}_{r_n}(z_n) \) for any \( r_n \neq 0 \).

Moreover, we claim \( X^{\text{int}} = \emptyset \), for if \( V \) is open and nonempty, some \( \mathbb{D}_\eta(z_n), \eta \neq 0 \), is contained in \( V \). But either \( z_n \in U_{n+1} \) or \( z_n \in \overline{U}_n \), so any \( \mathbb{D}_\eta(z_n) \) intersects \( U_n \), that is, \( V \not\subset X \).
Relabel so all \( r_j \neq 0 \) (by dropping the zero \( r_j \)'s) and use \( \mathbb{D}_j \) for \( \mathbb{D}_{r_j}(z_j) \). The \( z_j \) are no longer dense, but since \( \alpha_j \) is decreasing, \( r_j \leq \alpha_j \) and so, by (6.10.33),

\[
\sum_{n=1}^{\infty} r_j < \infty \tag{6.10.34}
\]

By construction, \( \overline{\mathbb{D}_j} \cap \overline{\mathbb{D}_k} = \emptyset \) for \( j \neq k \) (see Figure 6.10.1).

Let \( \{\mu_j\}_{j=0}^{\infty} \) be the measure \( dz \) along the curve \( \partial \mathbb{D} \) if \( j = 0 \), the curve \( \partial \mathbb{D}_j \) if \( j \neq 0 \). If \( w \in \mathbb{D}_j \),

\[
\frac{1}{2\pi i} \int \frac{d\mu_k(z)}{z-w} = \begin{cases} 0, & k \neq 0, j \\ 1, & k = 0, j \end{cases} \tag{6.10.35}
\]

Since (6.10.34) holds and \( \|\mu_j\| = 2\pi r_j (r_0 \neq 1) \),

\[
\mu = \mu_0 - \sum_{j=1}^{\infty} \mu_j \tag{6.10.36}
\]

is a finite complex measure on \( X \). By (6.1.34) for any \( w \notin X \), \( \int \frac{d\mu(z)}{z-w} = 0 \) for any rational function with poles in \( \mathbb{C} \setminus X \) (of course, if \( p \) is a polynomial, \( \int p(z) d\mu_j = 0 \) so \( \int p(z) d\mu = 0 \)). We conclude \( \mathbb{R}(X) \neq C(X) \) even though \( \text{int}(X) = \emptyset \).

By Theorem 6.10.1 \( |X| \neq 0 \), although that may not be obvious. In fact, there is a direct argument (Problem 9) that \( |X| > 0 \). \( \square \)

Next, we turn to Theorem 6.10.2 where we’ll use the potential \( \tilde{\mu} \). We’ll need to go from \( \tilde{\mu} \) vanishing on \( \mathbb{C} \setminus X \) to most points on \( \partial X \).

**Proposition 6.10.13.** Let \( U \) be a connected open set in \( \mathbb{C} \) and \( \mu \) a measure of compact support in \( \mathbb{C} \setminus U \). If \( \tilde{\mu}(z) = 0 \) for \( z \in U \), then

\[
w \in \partial U + \|\tilde{\mu}(w)\| < \infty \Rightarrow \tilde{\mu}(w) = 0 \tag{6.10.37}
\]
\textbf{Proof.} Suppose \( w \in \partial U \) with \( \widetilde{\mu}(w) < \infty \). For simplicity of notation, suppose \( w = 0 \). Since 0 is a limit of points in \( U \), find \( \rho_0 \in \left(0, \frac{1}{2}\right) \) and \( z_0 \in U \) with \( |z_0| = \rho_0 \). Since \( U \) is connected and \( U \) contains points arbitrarily close to 0, \( U_r \equiv U \cap \partial D_r(0) \neq \emptyset \) for all \( r \in (0, \rho_0) \), and since \( U_r \) is relatively open, \( |U_r| > 0 \) (where \( |\cdot| \) is \( \frac{d\theta}{2\pi} \) measure). For \( 0 < \delta < \rho_0 \), let \( \sigma_\delta \) be the measure

\[
\int g(z) \, d\sigma_\delta(z) = \int_0^\delta \left[ \frac{1}{|U_r|} \int_{U_r} g(z) \frac{d\theta}{2\pi} \right] \, dr \tag{6.10.38}
\]

\( \sigma_\delta \geq 0 \) has two critical properties:

\[
\sigma_\delta(\mathbb{C} \setminus U) = 0, \quad \sigma_\delta(\{ z \mid r_1 < |z| < r_2 \}) = r_2 - r_1 \tag{6.10.39}
\]

Fix \( 0 < \rho < \rho_0 \) and vary \( \delta \in (0, \rho) \). Let \( \mu_+ \) be \( \mu \upharpoonright \{ z \mid |z| \geq \rho \} \) and \( \mu_- = \mu - \mu_+ \). Uniformly in \( |w| \geq \rho \), since \( \int d\sigma_\delta(z) = \delta \),

\[
\lim_{\delta \downarrow 0} \frac{1}{\delta} \int \log \left( \frac{1}{|z - w|} \right) \, d\sigma_\delta(z) = \log \frac{1}{|w|} \tag{6.10.40}
\]

so

\[
\lim_{\delta \downarrow 0} \frac{1}{\delta} \int \tilde{\mu}_+(z) \, d\sigma_\delta(z) \to \tilde{\mu}_+(0) \tag{6.10.41}
\]

(Note that since \( |\mu_+| \leq |\mu| \), \( \overline{\mu}_+(z) < \infty \) for \( z \in U \) and since \( \mu_+ \) is supported away from 0, \( |\mu_+|(0) < \infty \), so we can talk about \( \tilde{\mu}_+(0) \).)

On the other hand, by the triangle inequality,

\[
|z - w| \geq ||z| - |w|| \Rightarrow \log \left( \frac{1}{|z - w|} \right) \leq \log \left( \frac{1}{||z| - |w||} \right) \tag{6.10.42}
\]

This implies that for any \( w \neq 0 \),

\[
\frac{1}{\delta} \int \log \left( \frac{1}{|z - w|} \right) \, d\sigma_\delta(z) \leq \frac{1}{\delta} \int \log \left( \frac{1}{|z| - |w|} \right) \, d\sigma_\delta(z)
\]

\[
= \frac{1}{\delta} \int_0^\delta \log \left( \frac{1}{|r - |w||} \right) \, dr
\]

\[
= \log \left( \frac{1}{|w|} \right) + \frac{1}{\delta} \int_0^\delta \log \left( \frac{1}{|1 - r/|w||} \right) \, dr
\]

\[
= \log \left( \frac{1}{|w|} \right) + \frac{1}{\delta/|w|} \int_0^{\delta/|w|} \log \left( \frac{1}{|1 - t|} \right) \, dt
\]

\[
\leq \log \left( \frac{1}{|w|} \right) + C \tag{6.10.43}
\]

where

\[
C = \sup_{S > 0} \frac{1}{S} \int_0^S \log \left( \frac{1}{|1 - t|} \right) \, dt \tag{6.10.44}
\]
since the integral is always finite $O(S^2)$ at $S = 0$ and negative for $S$ large.
Thus,
\[
\frac{1}{\delta} \int |(\tilde{\mu}_+)(z)| \, d\sigma_\delta(z) \leq \frac{1}{\delta} \int |\tilde{\mu}_-(z)| \, d\sigma_\delta(z) \leq \int_{|w| \leq \rho} \left[ \log \left( \frac{1}{|w|} \right) + C \right] \, d|\mu|(w) \tag{6.10.45}
\]

Since $\tilde{\mu}_+(z) + \tilde{\mu}_-(z) = \tilde{\mu}(z) = 0$ on $U$ and $\sigma_\delta(\mathbb{C} \setminus U) = 0$,
\[
\frac{1}{\delta} \int \tilde{\mu}_+(z) \, d\sigma_\delta(t) = -\frac{1}{\delta} \int \tilde{\mu}_-(z) \, d\sigma_\delta(t) \tag{6.10.46}
\]
By (6.10.41) and (6.10.45), we see that
\[
\left| \int_{|w| \geq \rho} \log \left( \frac{1}{|w|} \right) \, d\mu(w) \right| \leq \int_{|w| \leq \rho} \left[ \log \left( \frac{1}{|w|} \right) + C \right] \, d|\mu|(w) \tag{6.10.47}
\]

The condition $|\mu|(0) < \infty$ implies the integral on the right of (6.10.47) goes to 0 as $\rho \downarrow 0$ and the integral on the right goes to $\tilde{\mu}(0)$. Thus, $\tilde{\mu}(0) = 0$ as claimed.

**Lemma 6.10.14.** Let $X$ be a compact set where $\mathbb{C} \setminus X$ has finitely many components. Let $z \in X^\text{int}$ and $d\mu_z$ harmonic measure on $\partial X$ for functions continuous on $X$, harmonic on $X^\text{int}$. Then for each $w \in \partial X$,
\[
\int \log(|w - y|^{-1}) \, d\mu_z(y) = \log(|z - w|^{-1}) \tag{6.10.48}
\]
In particular, the integral on the left is finite.

**Proof.** Since $\mathbb{C} \setminus X$ has finitely many components, $w$ is a limit of points, $w_n$, in one component, $U$, so $w \in \partial U$. Let $\alpha = \mu_z - \delta_z$. Since $\log(|y - w_n|^{-1})$ is continuous on $X$ and harmonic in $X^\text{int}$, $\tilde{\alpha}(y) = 0$ on $U$. In particular, $\tilde{\alpha}(w_n) = 0$, that is,
\[
\int \log(|y - w_n|^{-1}) \, d\mu_z(y) = \log(|z - w_n|^{-1}) \tag{6.10.49}
\]
Since $\mu_z$ is a positive measure, $\tilde{\mu}_z$ as a sup of increasing continuous functions (replace $\log(|y|^{-1})$ by $\min(\log(|y|^{-1}, n))$ and take $n \to \infty$), $\tilde{\mu}_z$ is lower semicontinuous. It follows that
\[
\int \log(|w - y|^{-1}) \, d\mu_z(y) \leq \log(|z - w|^{-1}) < \infty \tag{6.10.50}
\]
so $|\tilde{\alpha}|(w) < \infty$. Thus, by Proposition 6.10.13, $\tilde{\alpha}(w) = 0$ which is (6.10.48).

**Proof of Theorem 6.10.2.** Let $\alpha$ be a real measure on $\partial X$ with
\[
\int \text{Re } f(w) \, d\alpha(w) = 0 = \int \log|w - a_j| \, d\alpha(w) \tag{6.10.51}
\]
for \( j = 1, \ldots, m \) and for any \( f \) which is a polynomial in \( w \) and \( \{(w - a_j)^{-1}\}_{j=1}^m \). \( \tilde{\alpha}(z) \) is harmonic in each \( G_j, j = 1, \ldots, m \), and in

\[
G_0 = \mathbb{C} \setminus \left( X \cup \bigcup_{j=1}^m G_j \right)
\]  

(6.10.52)

the unbounded component of \( \mathbb{C} \setminus X \).

By (6.10.51), \( \tilde{\alpha}(a_j) = 0 \). If \( |z - a_j| \) is small, uniformly for all \( w \in \partial X \),

\[
\log|w - z| - \log|w - a_j| = \log \left| 1 - \frac{z - a_j}{w - a_j} \right| = \text{Re} \left[ -\sum_{n=1}^{\infty} \frac{(z - a_j)^n}{(w - a_j)^n} \right]
\]  

(6.10.53)

so by (6.10.51), \( \tilde{\alpha}(a_j) = 0 \) for \( |z - a_j| \) small. Since \( \tilde{\alpha} \) is harmonic in \( G_j \), \( \tilde{\alpha} = 0 \) in \( G_j \). Similarly, for \( z \) large, uniformly in \( w \in \partial X \),

\[
\log|w - z| - \log|z| = \log \left| 1 - \frac{w}{z} \right| = \text{Re} \left[ -\sum_{n=1}^{\infty} \frac{w^n}{z^n} \right]
\]  

(6.10.54)

Since \( \int \log|z| \, d\alpha(w) = \log|z| \int d\alpha(w) = 0 \) (taking \( f = 1 \) in (6.10.51)) and \( \text{Re} \int w^n \, d\alpha(w) = 0 \), we conclude \( \tilde{\alpha} = 0 \) in \( G_0 \) also.

Now let \( z \in X^\text{int} \) and \( \mu_z \) harmonic measure on \( \partial X \). Integrating (6.10.48) with \( d|\alpha|(w) \), we see

\[
\int \tilde{\alpha}|(y) \, d\mu_z(y) = |\tilde{\alpha}|(z) < \infty
\]  

(6.10.55)

since \( z \notin \text{supp}(d|\alpha|) \). Thus, for \( d\mu_z \) a.e. \( y \), \( |\tilde{\alpha}|(y) < \infty \). By Proposition 6.10.13 (and the fact that any \( x \in \partial X \) is in \( \partial U \) for an open \( U \) in \( \mathbb{C} \setminus X \)), \( \tilde{\alpha}(y) = 0 \) for \( d\mu_z \) a.e. \( y \).

It follows from (6.10.48) that

\[
\tilde{\alpha}(z) = \int \tilde{\alpha}(y) \, d\mu_z(y) = 0
\]  

(6.10.56)

Also, since \( |\tilde{\alpha}|(y) < \infty \) for \( d^2z \) a.e. \( y \in \partial X \) (should \( |\partial X| > 0 \)), we see \( \tilde{\alpha}(y) \) is 0 for a.e. \( y \in \partial X \). Since it is zero on \( \mathbb{C} \setminus X \) and \( X^\text{int} \), \( \tilde{\alpha}(z) \) is zero for a.e. \( z \in \mathbb{C} \). Thus, \( \alpha = 0 \) by Proposition 6.10.11.

By the Hahn–Banach theorem, if the claimed set were not dense in \( C(\partial X) \), there would exist a real measure \( \alpha \) on \( \partial X \) obeying (6.10.51). Thus, the claimed set is dense.

If \( f \in C(X) \) and \( \text{Re}(p_n) \to f \) uniformly on \( \partial X \), by the maximum principle applied to \( \text{Re}(p_n - p_m) \), \( \text{Re} p_n \) is Cauchy in \( \| \cdot \|_\infty \) on \( X \). Its limit, \( u \), is harmonic on \( X^\text{int} \) and \( u \upharpoonright \partial X = f \). We thus have:
Corollary 6.10.15. Let $X$ be compact in $\mathbb{C}$ so $\mathbb{C} \setminus X$ has finitely many components. Then the Dirichlet problem is solvable for $X^\text{int}$, that is, given $f \in C(\partial X^\text{int})$, there is $u$ harmonic in $X^\text{int}$ and continuous on $X^\text{int}$ so that $u \upharpoonright \partial X = f$. If $\mathbb{C} \setminus X$ is connected, $u$ is a uniform limit of the real parts of polynomials.

If $X$ is bigger than $X^\text{int}$, we extend $f$ from $\partial X^\text{int}$ to $\partial X$ using the Tietze extension theorem. Using Kelvin transforms (see Problem 15 of Section 3.1 of Part 3), one can replace $X$ compact by $X$ closed and proper in $\mathbb{C}$ with finitely many components in $\mathbb{C} \setminus X$. One needs to require that $u$ is continuous at infinity (also to get uniqueness). The one limitation of this result is that it only applies to region $\Omega$ where $\Omega$ is the interior of a closed set, for example, if $K \subset \mathbb{R}$ is compact, $\Omega \setminus K$ is not the interior of a closed set.

For Theorems 6.10.3 and 6.10.4, we need an analog of Proposition 6.10.13 for Cauchy transforms rather than potentials.

Proposition 6.10.16. Let $X \subset \mathbb{C}$ be compact so $\mathbb{C} \setminus X$ is connected. Let $\mu$ be a complex measure on $\partial X$ so $\hat{\mu}(z) = 0$ for $z \in \mathbb{C} \setminus X$. Then $\hat{\mu}(z_0) = 0$ for any point $z_0 \in \partial X$ where \((6.10.26)\) holds.

Remark. There is an idea here that will return later in a more complicated guise and which we’ll call the exponential trick. Theorem 6.10.2 lets us approximate certain real-valued $f$ by $\text{Re} p_n$ for polynomials $p_n$. We want to control something involving the imaginary part of $p_n$. If we look at $g = e^{p_n}$ or $g = e^{-p_n}$, we can control $|g|$ so, for example, if $\text{Re} p_n \to \infty$, we know $|e^{-p_n}| \to 0$.

Proof. We begin by noting that for $|z|$ large,

$$\hat{\mu}(z) = \int d\mu(w)(w - z)^{-1} = \sum_{n=0}^{\infty} z^{-n-1} \int w^n d\mu(w) \quad (6.10.57)$$

so $\hat{\mu}(z) = 0$ for large $|z|$ (which, by analyticity, is equivalent to $\hat{\mu}(z) = 0$ on the connected component of $\mathbb{C} \setminus X$) is equivalent to

$$\int w^n d\mu(w) = 0, \quad n = 0, 1, 2, \ldots \quad (6.10.58)$$

Since supp$(\mu)$ is bounded, we get

$$h \text{ entire } \Rightarrow \int h(w) d\mu(w) = 0 \quad (6.10.59)$$

By Theorem 6.10.2 there exist polynomials, $p_m(z)$, so

$$|\text{Re} p_m(z) - |z - z_0|| \leq \frac{1}{m}, \quad z \in \partial X \quad (6.10.60)$$
and with \( p_m(z_0) = 0 \) (for pick an initial \( \tilde{p}_m \) obeying (6.10.60) and let \( p_m = \tilde{p}_{2m} - \tilde{p}_{2m}(z_0) \)). Let

\[ h_m(z) = (z - z_0)^{-1}[1 - e^{-mp_m(z)}] \]  

(6.10.61)

Since \( p_m(z_0) = 0 \), \( h_m \) is entire so

\[ \int h_m(w) \, d\mu(w) = 0 \]  

(6.10.62)

(6.10.60) implies that for \( z \in \partial X \),

\[ m \, \text{Re} \, p_m(z) \geq -1 + m|z - z_0| \]  

(6.10.63)

so if \( z \neq z_0 \), \( e^{-mp_m(z_0)} \rightarrow 0 \), that is,

\[ z \in \partial X \setminus \{z_0\} \Rightarrow h_m(z) \rightarrow (z - z_0)^{-1} \]  

(6.10.64)

On the other hand, (6.10.63) says \( |e^{-mp_m(z)}| \leq e \), so

\[ |h_m(z)| \leq (1 + e)|z - z_0|^{-1} \]  

(6.10.65)

If (6.10.26) holds, \( |\mu|((z_0)) = 0 \), so \( h_m(z) \rightarrow (z - z_0)^{-1} \) for \( d|\mu|\)-a.e. \( z \). (6.10.65) and (6.10.26) implies \( |h_m| \) is dominated by an \( L^1(\partial X, d|\mu|) \)-function. Thus, by the dominated convergence theorem,

\[ \tilde{\mu}(z_0) = \int (w - z_0)^{-1} \, d\mu(w) = \lim_m \int h_m(w) \, d\mu(w) = 0 \]  

(6.10.66)

\[ \square \]

**Proof of Theorem 6.10.3** If \( X \) is not simply connected, then by (6.2.22), \( \mathbb{P}(X) \) is strictly bigger than \( \overline{C(X)} \cong X \), so (6.10.2) fails. If \( X^{\text{int}} \neq \emptyset \) and \( x_0 \in X^{\text{int}} \), then \( |x - x_0| \in C(X) \setminus \mathbb{P}(X) \) since it is not analytic at \( x_0 \). Thus, the conditions are necessary for (6.10.2) and we need only prove them sufficient.

If \( \mathbb{P}(X) \neq C(X) \), then there exists a nonzero measure \( \mu \) on \( \partial X = X \) with \( \mu(x^\ell) = 0 \) for all \( \ell \). Since \( (x - z)^{-1} = -\sum_{\ell=0}^{\infty} x^\ell z^{-\ell-1} \) uniformly in \( x \in X \) and \( |z| \) large; this means \( \tilde{\mu}(z) = 0 \) for large \( z \), and so by analyticity and connectedness of \( \mathbb{C} \setminus X \), \( \tilde{\mu}(z) = 0 \) for \( z \in \mathbb{C} \setminus X \).

By Proposition 6.10.16, \( \tilde{\mu}(z) = 0 \) for those \( z \) in \( X = \partial X \) where (6.10.26) holds. Since \( d^2z \)-a.e. \( z \) has (6.10.26), \( \tilde{\mu}(z) = 0 \) for a.e. \( z \) and so, by Proposition 6.10.11(d), \( \mu = 0 \). This contraction shows \( \mathbb{P}(X) = C(X) \). \[ \square \]

We turn finally to the proof of Theorem 6.10.4, the subtlest of these approximation results. As a warmup, we consider the case \( X = \mathbb{D} \). There is an easy proof using the fact that \( f(rz) \rightarrow f(z) \) uniformly as \( r \uparrow 1 \) and that Taylor approximations uniformly converge to \( f(rz) \). But this is not available in general, so let’s find an argument using the ideas of this section.
By the Hahn–Banach theorem and the fact that \( f \in A(X) \) is determined by its values on \( \partial X \),

\[
\mathbb{P}(X) = \{ f \mid \forall \alpha \forall \ell \int z^\ell \, d\alpha(z) = 0 \Rightarrow \int f(z) \, d\alpha(z) \} \tag{6.10.67}
\]

We already see the proof will be more subtle since we’ll need to show not that \( \alpha = 0 \), just that \( \alpha \upharpoonright A(X) = 0 \). Given \( f \in A(X) \), by Theorem 6.10.2, we know there are polynomials \( p_n \) so that \( \| \text{Re} p_n - \text{Re} f \|_\infty \to 0 \). We can pick \( p_n \) so that \( \text{Im} p_n(0) = \text{Im} f(0) \). Since

\[
\int \text{Re}((p_n - f)^2) \frac{d\theta}{2\pi} = \text{Re}((p_n - f_n)(0))^2 = \text{Re}(p_n - f)(0))^2 > 0,
\]

we see (as noted in Section 5.2 of Part 3; see equations (5.2.34) and (5.2.36) of that section) that

\[
\int \text{Im}((p_n - f)^2(e^{i\theta}) \frac{d\theta}{2\pi} \leq \int \text{Re}((p_n - f)^2(e^{i\theta}) \frac{d\theta}{2\pi} \tag{6.10.68}
\]

so by passing to a subsequence, \( p_n(e^{i\theta}) \to f(e^{i\theta}) \) for a.e. \( \theta \). If \( d\alpha \) is purely a.c., then this implies \( \int f(e^{i\theta}) \, d\alpha(\theta) = 0 \). (Actually, we also need to be able to choose \( p_n \) bounded and for that we’ll need to use the exponential trick.) But this tells us nothing about the singular part. For this, the F. and M. Riesz theorem comes to the rescue—it says \( \int z^\ell \, d\alpha(z) = 0 \Rightarrow \alpha_s = 0! \) This suggests we need to be prepared in the general case to look at a Lebesgue decomposition of \( d\alpha \) relative to a representing measure and to separately prove \( \alpha_s = 0 \). Because \( X^\text{int} \) may have many components, we actually need to do an iteration and interpret \( \alpha_s \) as singular with respect to all representing measures. With this background to guide us, we begin with a reformulation of Harnack’s inequality:

**Proposition 6.10.17.** Let \( X \) be a compact subset of \( \mathbb{C} \) for which the Dirichlet problem is solvable and \( d\mu_z \) harmonic measure on \( \partial X \) for \( z \in X^\text{int} \). For \( z \) and \( w \) in the same component of \( X^\text{int} \), \( d\mu_z \) and \( d\mu_w \) are mutually a.c.; in fact, for some constant \( c \in (0, \infty) \) (depending on \( z \) and \( w \)),

\[
c^{-1} \, d\mu_w \leq d\mu_z \leq c \, d\mu_w \tag{6.10.69}
\]

**Remark.** We defined the Dirichlet problem being solvable for open sets. We mean here solvable for \( X^\text{int} \), that is, for any continuous \( f \) on \( \partial X \), there is a continuous \( u \) on \( X \) so \( u \) is harmonic on \( X^\text{int} \) and \( u \upharpoonright \partial X = f \). This implies \( d\mu_w \) is unique for each \( w \). By Theorem 6.10.2, it holds if \( \mathbb{C} \setminus X \) is connected.

**Proof.** By Harnack’s inequality (see Theorem 3.1.29 of Part 3), since \( w, z \) lie in the same open set, \( A \), there is \( c \in (0, \infty) \) so that for all \( u \) harmonic and positive in \( A \), we have

\[
c^{-1} u(w) \leq u(z) \leq cu(w) \tag{6.10.70}
\]
u harmonic in $X^{\text{int}}$, continuous in $X$ with $u \mid \partial X = f$ has $u > 0$ on $X^{\text{int}}$ if and only if $f \geq 0$. Thus, for any positive $f$,

$$c^{-1} \int f(q) \, d\mu_w(q) \leq \int f(q) \, d\mu_z(q) \leq c \int f(q) \, d\mu_w(q) \tag{6.10.71}$$

which is precisely (6.10.69). □

Write $X^{\text{int}} = \bigcup_{j=1}^{J} U_j$ (finite or infinite) for the components of $X^{\text{int}}$ and pick $a_j \in U_j$ and let $d\mu_j = d\mu_{a_j}$.

**Lemma 6.10.18.** Fix $j$ and a compact $X$ with $\mathbb{C} \setminus X$ connected. Let $S \subset \partial X$ be closed with

$$d\mu_j(S) = 0 \tag{6.10.72}$$

For any $\varepsilon > 0$, there is a polynomial $P$ so that

$$1 + \varepsilon \geq \text{Re} P(z) \geq 1 \text{ if } z \in S, \quad 1 + \varepsilon \geq \text{Re} P(z) \geq 0 \text{ for } z \in \partial X \tag{6.10.73}$$

$$\int [\text{Re} P(z)]^2 d\mu_j(z) \leq \varepsilon \tag{6.10.74}$$

**Proof.** By decreasing $\varepsilon$, suppose $\varepsilon < 1$. (6.10.72) and the fact that Baire measures of closed sets on a compact space can be approximated from above by continuous functions (apply (4.4.28) of Part 1 to $\partial X \setminus S$) implies we can find $f \in C_{\mathbb{R}}(\partial X)$ so that

$$1 \geq f \geq 0, \quad f \geq \chi_S, \quad \int f(x) \, d\mu_j(z) \leq \frac{\varepsilon}{4} \tag{6.10.75}$$

Since $f + \frac{\varepsilon}{8} \in C_{\mathbb{R}}(\partial X)$, also by Theorem 6.10.2 we can find a polynomial, $P$, so that $\|\text{Re} P - (f + \frac{\varepsilon}{8})\|_\infty \leq \frac{\varepsilon}{8}$. Thus, for all $x \in \partial X$,

$$f \leq \text{Re} P \leq f + \frac{\varepsilon}{4} \tag{6.10.76}$$

(6.10.75) then implies (6.10.73) and

$$\int \text{Re} P(z) \, d\mu_j(z) \leq \frac{\varepsilon}{2} \tag{6.10.77}$$

Since $\varepsilon < 1$, $\text{Re} P \leq 2$, so (6.10.77) ⇒ (6.10.74). □

**Proposition 6.10.19.** Fix $j$ and a compact $X \subset \mathbb{C}$ with $\mathbb{C} \setminus X$ connected. Let $\sigma$ be a measure singular with respect to $\mu_j$. Then there exist polynomials $P_n$ so that

(a) $e^{-P_n(z)} \rightarrow 1$ for $d\mu_j$-a.e. $z$ in $\partial X$ \hspace{1cm} (6.10.78)

(b) $e^{-P_n(z)} \rightarrow 0$ for $\sigma$-a.e. $z$ in $\partial X$ \hspace{1cm} (6.10.79)

(c) $\text{Re} P_n(z) \geq 0$ on $\partial X$ \hspace{1cm} (6.10.80)

(d) $\int |P_n(z)|^2 \, d\mu_j(z) \rightarrow 0$ \hspace{1cm} (6.10.81)
Proof. Let $S$ be a Baire set with $\mu_j(S) = 0$ and $\sigma(\partial X \setminus S) = 0$. Since $\sigma$ is inner regular (see Theorem 4.5.6 of Part 1), we can find closed sets $\{S_n\}_{n=1}^\infty$, $S_1 \subset S_2 \subset \cdots \subset S$ so that $\sigma(S \setminus \bigcup_{j=1}^\infty S_n) = 0$. By picking $S = S_n$ and $\epsilon = 2^{-4n}$ in Lemma 6.10.18 and multiplying that $P$ (which is already $n$-dependent) by $2^n$, we get polynomials $P_n$ so that
\begin{align}
2^{n+1} \geq & \ \text{Re} P_n(z) \geq 2^n, \quad z \in S_n, \quad \text{Re} P_n(z) \geq 0, \quad z \in \partial X \tag{6.10.82} \\
\int [\text{Re} P_n(z)]^2 \, d\mu_j(z) \leq & \ 2^{-2n}, \quad \text{Im} P_n(a_j) = 0 \tag{6.10.83}
\end{align}
(and we can add an imaginary constant to $P_n$ to arrange the last).

By (6.10.82) and $S_n \subset S_{n+1}$, we see (b) holds for $z \in \bigcup_j S_j$ which is $\sigma$-a.e. $z$. Since $P_n^2$ is analytic, we have
\begin{equation}
\text{Re}(P_n)^2(a_j) = \int \text{Re}((P_n)^2(z)) \, d\mu_j(z) \tag{6.10.84}
\end{equation}
Since $\text{Im} P_n(a_j) = 0$, $\text{Re}(P_n)^2(a) = (\text{Re} P_n(a))^2 \geq 0$, so (6.10.84) says
\begin{equation}
\int (\text{Im} P_n(z))^2 \, d\mu_j(z) \leq \int (\text{Re} P_n(z))^2 \, d\mu_j(z) \tag{6.10.85}
\end{equation}
Thus,
\begin{equation}
\sum_{n=0}^\infty \int |P_n(z)|^2 \, d\mu_j(z) < \infty \tag{6.10.86}
\end{equation}
so $\sum_{n=0}^\infty |P_n(z)|^2 < \infty$ for $\mu_j$-a.e. $z$, which implies $|P_n(z)| \to 0$ which implies (a). (6.10.86) also implies (d). \hfill \Box

Lemma 6.10.20. Fix $j$ and a compact $X \subset \mathbb{C}$ with $\mathbb{C} \setminus X$ connected. Let $\beta$ be a measure which is a.c. wrt $d\mu_j$ for some $j$. Suppose
\begin{equation}
\int z^\ell \, d\beta(z) = 0, \quad \ell = 0, 1, 2, \ldots \tag{6.10.87}
\end{equation}
Let $f$ be continuous on $X$ and analytic on $X^{\text{int}}$. Then
\begin{equation}
\int f(z) \, d\beta(z) = 0 \tag{6.10.88}
\end{equation}
Remark. We use $y = \log(f)$ below because we want to use the exponential trick since we have no control on $\text{Im} P_n$.

Proof. We first note that since any polynomial $P$ is bounded on $\partial X$, $\exp(P(z))$ is a uniform limit of polynomials, so (6.10.87) implies that for every polynomial $P$,
\begin{equation}
\int \exp(P(z)) \, d\beta(z) = 0 \tag{6.10.89}
\end{equation}
Since (6.10.87) includes $\ell = 0$, we can add a constant to $f$ without affecting whether (6.10.88) is true. We can also multiply by a constant. Thus, without loss, we can suppose that for $z \in X$,

$$\text{Re } f(z) > 0, \quad |f(z)| \leq 1, \quad \text{Im } f(a_j) = 0 \quad (6.10.90)$$

Let

$$g(z) = \log(f(z)) \quad (6.10.91)$$

taking the branch with $|\text{Im } \log(f(z))| < \pi/2$.

By Theorem 6.10.2, we can find polynomials $P_n$ so

$$\sup_{z \in \partial X} |\text{Re } (g(z) - P_n(z))| \leq 2^{-n}, \quad \text{Im } P_n(a_j) = 0 \quad (6.10.92)$$

As in the last proof for $d\mu_j$-a.e. $z$, we have $P_n(z) \to g(z)$, so

$$e^{P_n(z)} \to f(z) \quad d\mu_j\text{-a.e. } z \quad (6.10.93)$$

Since $\text{Re } g(z) < 0$ and (6.10.92) holds, for $n \geq 1$, $\text{Re } P_n(z) \leq \frac{1}{2}$, so

$$\sup_{z \in \partial X,n} |e^{P_n(z)}| \leq \sqrt{e} \quad (6.10.94)$$

Thus, by the dominated convergence theorem and the fact that, since $\beta$ is $d\mu_j$-a.e., (6.10.93) holds for $d\beta$-a.e. $z$, we see, using (6.10.89), that (6.10.88) holds. \qed

The approximation in Proposition 6.10.19 gets us

**Proposition 6.10.21.** Fix $j$ and a compact $X$ with $\mathbb{C} \setminus X$ connected. Let $d\alpha$ be a measure on $\partial X$ obeying

$$\int z^\ell \, d\alpha(z) = 0, \quad \ell = 0, 1, 2, \ldots \quad (6.10.95)$$

Write

$$d\alpha = d\beta + d\alpha_s \quad (6.10.96)$$

where $\beta$ is $d\mu_j$-a.c. and $d\alpha_s$ is $d\mu_j$-singular. Then

(a) $\int z^\ell \, d\beta(z) = \int z^\ell \, d\alpha_s(z) = 0, \quad \ell = 0, 1, 2, \ldots \quad (6.10.97)$

(b) For $z \in \mathbb{C} \setminus U_j$,

$$\int \frac{d\beta(w)}{w - z} = 0 \quad (6.10.98)$$

(c) For $z \in U_j$,

$$\int \frac{d\alpha(w)}{w - z} = \int \frac{d\beta(w)}{w - z}, \quad \int \frac{d\alpha_s(w)}{w - z} = 0 \quad (6.10.99)$$
Proof. Let $P_n$ be as in Proposition 6.10.19. Since $|e^{-P_n(z)}| \leq 1$, the dominated convergence theorem shows for $g \in C(\partial X)$,

$$\lim_{n \to \infty} \int g(z)e^{-P_n(z)} \, d\alpha = \int g(z) \, d\beta$$

(6.10.100)

As in the last few proofs, (6.10.95) $\Rightarrow \int z^\ell e^{-P_n(z)} \, d\alpha(z) = 0$, so (6.10.100) implies $\int z^\ell \, d\beta(z) = 0$, and then $\alpha = \beta + \alpha_s$ implies (6.10.97).

Since $\mathbb{C} \setminus X$ is connected, so is $\mathbb{C} \setminus \overline{U_j}$, so (6.10.97) and $\text{supp}(d\beta) \subset \partial U_j$ implies (b). Clearly, the first statement in (6.10.99) implies the second, so we can focus on the first.

Since $P_n(z)$ has real and imaginary parts that are harmonic, we have

$$|P_n(a_j)|^2 = \left| \int P_n(w) \, d\mu_j(w) \right|^2 \leq \int |P_n(w)|^2 \, d\mu_j(w) \to 0$$

(6.10.101)

by (6.10.81). Write

$$e^{-P_n(a_j)} \int \frac{d\alpha(w)}{w - a_j} = \int \frac{e^{-P_n(a_j)} - e^{-P_n(w)}}{w - a_j} \, d\alpha(w)$$

$$+ \int \left[ \frac{1}{w - a_j} \right] e^{-P_n(w)} \, d\alpha(w)$$

(6.10.102)

Since $(w - a_j)^{-1}[e^{-P_n(a_j)} - e^{-P_n(w)}]$ is entire, the first integral is 0. As above, the second integral converges to $\int (w - a_j)^{-1} \, d\beta$. Since $P_n(a_j) \to 0$, the left side goes to $\int (w - a_j)^{-1} \, d\alpha$. This proves the first assertion in (6.10.99) at $z = a_j$.

Since $d\mu_z$ is $d\mu_j$ mutually equivalent for $z \in U_j$ (by Proposition 6.10.17), the same argument shows $P_n(z) \to 0$, so by an analog of (6.10.102), we get the first assertion in (6.10.99) for all $z \in U_j$. □

Proof of Theorem 6.10.4. Given a measure $d\alpha$ obeying (6.10.95), expand it by $d\alpha = d\beta_1 + d\alpha_{s,1}$, where $d\beta_1$ is $d\mu_1$-a.c. and $d\alpha_{s,1}$ is $d\mu_1$-singular. Note that with $\| \cdot \|$, the $C(\partial X)^*$-norm, by the general theory of Lebesgue decompositions (see Section 4.7 of Part 1),

$$\| \alpha \| = \| \beta_1 \| + \| \alpha_{s,1} \|$$

(6.10.103)

Next, write $d\alpha_{s,1} = d\beta_2 + d\alpha_{s,2}$ and repeat. If $J$, the number of components of $X^\text{int}$, is finite, stop after $J$ steps. Otherwise, continue indefinitely. One gets, for each $k < \infty$,

$$d\alpha = \sum_{j=1}^{k} d\beta_j + d\alpha_{s,k}$$

(6.10.104)
where \( d\beta_j \) is \( d\mu_j \)-a.c. and \( d\alpha_{s,k} \) is singular wrt \( \{d\mu_j\}_{j=1}^k \). We have

\[
\|\alpha\| = \sum_{j=1}^k \|\beta_j\| + \|\alpha_{s,j}\| \quad (6.10.105)
\]

This implies (if \( J = \infty \)) that \( \alpha_{s,k} \) is \( \|\cdot\| \)-Cauchy and so has a limit \( \alpha_s \) and

\[
d\alpha = d\alpha_s + \sum_{j=1}^J d\beta_j \quad (6.10.106)
\]

By Lemma 6.10.20 if \( f \in C(X) \) and analytic in \( X^{\text{int}} \), then

\[
\int f(z) d\beta_j(z) = 0, \quad j = 1, 2, \ldots, J \text{ (or } 1, 2, \ldots) \quad (6.10.107)
\]

At Step 1, \( \widehat{\sigma}_{1,s}(z) = 0 \) if \( z \in U_1 \cup \mathbb{C} \setminus X \). Since \( \int z^n d\beta_2(z) = 0 \) and \( \mathbb{C} \setminus U_2 \) is connected, we have \( \beta_2(z) = 0 \) on \( \mathbb{C} \setminus U_2 \), and so on \( U_1 \). Thus, on \( U_1 \), \( \widehat{\sigma}_{2,s}(z) = \widehat{\sigma}_{1,s}(z) - \beta_2(z) = 0 \), so \( \widehat{\sigma}_{2,s}(z) = 0 \) on \( U_1 \cup U_2 \). Inductively, \( \widehat{\sigma}_{j,s}(z) = 0 \) on \( \bigcup_{k=1}^j U_k \).

All measures are supported on \( \partial X \), \( (\cdot - z)^{-1} \) is in \( C(\partial X) \) if \( z \in U_j \), and \( \sigma_{j,s} \to \sigma_s \) in norm. We conclude that \( \widehat{\sigma}_s(z) = 0 \) on \( X^{\text{int}} \). Since \( \int z^\ell d\widehat{\sigma}_s = 0 \), \( \ell = 0, \ldots \), we conclude that \( \widehat{\sigma}_s(z) = 0 \) on \( \mathbb{C} \setminus X \). By Proposition 6.10.16, \( \widehat{\sigma}_s(z) = 0 \) for \( d^2z \)-a.e. \( z \in \partial X \). Thus, by Proposition 6.10.11(d), \( \sigma = 0 \), so (6.10.106) and (6.10.107) imply (6.10.88).

**Notes and Historical Remarks.** The four density theorems that are stated at the start of the section predate the extensive development of function algebras and originally had classical proofs. The Hartogs–Rosenthal theorem (Theorem 6.10.1) is from their joint 1931 paper [296]; the Lebesgue–Walsh theorem (Theorem 6.10.2) is named after 1907 work of Lebesgue [434] and 1929 work of Walsh [731]; Lavrentiev’s theorem (Theorem 6.10.3) is from his 1936 paper [431]; and Mergelyan’s theorem (Theorem 6.10.4) is from his 1952 paper [474].

Function algebras were heavily studied in the five years before and after 1960. Besides the major players we’ll mention soon, important work on problems other than the approximation theory results we focus on was done by Arens, Helson, Lumer, and Singer. Books on this subject include [91, 218, 219, 323, 436, 520, 673, 739].

The Shilov boundary attributed to him appeared first in the review of Gel’fand–Raikov–Shilov [235]. Earlier, in 1931, Bergman [52] has noted that for several complex variables on a region \( \Omega \subset \mathbb{C}^n \), a small subset of the topological boundary of \( \Omega \) suffices for the maximum principle (e.g., \( \partial \mathbb{D} \times \partial \mathbb{D} \)).
for \( \mathbb{D} \times \mathbb{D} \). He called this the distinguished boundary. For this reason, some authors refer to the Bergman–Shilov boundary.

What is called the Choquet boundary was introduced in a seminal paper of Bishop [68]. He showed functional algebras have a minimal boundary (not merely a minimal closed boundary) and presented Example 6.10.10 to show that this minimal boundary need not be closed. In the metrizable case, he defined the boundary as those \( x \) for which there is \( f \in \mathcal{A} \) with \( |f(x)| > |f(y)| \) for all \( y \in X \setminus \{x\} \), that is, what are called peak points. He also showed these were exactly the points with unique measure \( \mu_0 \) on \( X \) obeying (6.10.2). He referred to future work on representing measures supported on \( \text{Ch}(\mathcal{A}) \) and mentioned the relevance of Choquet’s work. He then joined forces with de Leeuw [70] to extend Choquet theory to nonmetrizable \( X \)’s. They introduced the name “Choquet boundary” although “Bishop boundary” would have made more sense.

Thus, the representation (6.10.21) can be viewed as a case of the strong Krein–Milman theorem (Theorem 5.11.10 of Part 1).

Bishop was also an important contributor to the functional analytic approach to the four approximation theorems introducing the use of the Cauchy transform [67, 69] and finding a functional analytic approach to parts of Mergelyan’s theorem [67, 68, 69]. The first complex function algebra approach is due to Glicksberg and Wermer [251]. A streamlining of their proof is due to Carleson [104] whose paper we largely follow in this section.

The Swiss cheese example (Example 6.10.12) is named not only because of its holes, but because it was discovered by the Swiss mathematician, Alice Roth [579].

Mergelyan also proved that if \( X \) is compact so that \( \mathbb{C} \setminus X \) has finitely many components, then \( \mathbb{P}(X) = \mathbb{A}(X) \). Function algebra proofs of this can be found in [8, 222, 250, 397].

Among the central ideas in further studies of function algebras are two ideas in a significant paper of Gleason [248]: first, the definition of Dirichlet algebras, \( \mathcal{A} \)’s, in \( C(X) \) so \( \{ \Re f \mid f \in \mathcal{A} \} \) is dense in \( C(X) \). Thus, Theorem 6.10.2 in case \( \mathbb{C} \setminus X \) is connected can be rephrased as \( \mathbb{P}(X) \) is a Dirichlet algebra.

The second idea involves Gleason parts. Gleason showed for a function algebra, \( \mathcal{A} \), to say \( \ell, q \in \hat{\mathcal{A}} \) are equivalent if and only if \( \| \ell - q \| < 2 \) is an equivalence relation. Equivalence classes are called Gleason parts. It can be seen the bound \( \| \ell - q \| < 2 \) is equivalent to a Harnack inequality on real parts of \( \{ \hat{f} \} \) (see Problems [10] and [11]). The idea is that in some cases, one can embed disks into \( \hat{\mathcal{A}} \) when parts have more than one point so that \( \hat{f} \) (for \( f \in \mathcal{A} \)) is analytic on the disk. Gamelin’s book [218] discusses this.
6.10. Introduction to Function Algebras

Problems

1. Let $\mathfrak{A}$ be an abelian Banach algebra with identity. Let $\mathfrak{A}_0 = \{\hat{x} \mid x \in \mathfrak{A}\} \subset C(\hat{\mathfrak{A}})$ and $\mathfrak{A}_1 = \mathfrak{A}_0^\circ$, the $\|\cdot\|_\infty$-closure.
   
   (a) If $\ell \in \mathfrak{A}_1$, prove that $\ell \in \mathfrak{A}$ (\textit{Hint:} You’ll need automatic continuity) and conclude that $\mathfrak{A}_1 = \mathfrak{A}$ (including topologies).
   
   (b) Let $K$ be a boundary for $\mathfrak{A}_1$. Prove that $K$ is a boundary for $\mathfrak{A}$.
   
   (c) Let $K$ be a closed boundary for $\mathfrak{A}_1$. Prove $K$ is a closed boundary for $\mathfrak{A}_1$.

2. Let $K \subset \mathbb{C}$ be compact and $S$ a closed boundary for $\mathfrak{A}(K)$. Let $z_0 \in \partial K$ and $z_n \in \mathbb{C} \setminus K$ with $z_n \to z$.
   
   (a) For any $n$, define $f_n(z) = (z-z_n)^{-1}$ and use it to conclude that there is $w_n \in S$ with $|w_n-z_0| \leq 2|z_n-z_0|$. Conclude that $S \supset \partial K$.
   
   (b) Prove $\partial K$ is a boundary and conclude that $\partial K$ is a unique smallest closed boundary for $\mathfrak{A}(K)$.

3. Prove that $\partial \mathbb{D} \times \partial \mathbb{D}$ is a boundary for $\mathfrak{A}(\mathbb{D} \times \mathbb{D})$.

4. (a) Let $f \in \mathfrak{A}(\mathbb{D})$. If $g = f \upharpoonright \partial \mathbb{D}$, prove that $g_n = (2\pi)^{-1} \int_0^{2\pi} e^{-in\theta} g(e^{i\theta}) \, d\theta$ is 0 for all $n < 0$.
   
   (b) Let $g \in C(\partial \mathbb{D})$, obey $g_n = 0$ for $n < 0$. Prove there is a family $P_m$ of polynomials in $z$, so $\sup_{\theta \in \partial \mathbb{D}} |g(e^{i\theta}) - P_m(e^{i\theta})| \to 0$ and conclude there is $f \in \mathfrak{A}(\mathbb{D})$ so that $f \upharpoonright \partial \mathbb{D} = g$. (\textit{Hint:} Fejér’s theorem.)

5. Let $\mathfrak{A}$ be a function algebra on a compact metrizable space. Let $\varphi \in \mathcal{R}(\mathfrak{A})$.
   
   (a) Let $\mu$ be an arbitrary measure on $\hat{\mathfrak{A}}$ and $f \in \mathfrak{A}$ so that for every $A \in \hat{\mathfrak{A}}$, $\int_A \hat{f}(x) \, d\mu(x) = \mu(A) \int_{\hat{\mathfrak{A}}} \hat{f}(x) \, d\mu(x)$. Prove that $\hat{f}$ is constant on the support of $\mu$.
   
   (b) If $\varphi$ has a representation of the form (6.10.11) with $\text{supp}(\mu)$ not a single point, prove that $\varphi$ is not an extreme point of $\mathcal{R}(A)$.
   
   (c) Conclude that if there is more than one $\mu$ obeying (6.10.11) (for the given $\varphi$), then $\varphi$ is not an extreme point of $\mathcal{R}(A)$.
   
   (d) Suppose $\varphi(f) = f(x)$ and $\varphi$ is not an extreme point of $\mathcal{R}(A)$. Prove there are multiple $\mu$’s obeying (6.10.11).
   
   (e) Conclude that $\text{ch}(\mathfrak{A}) \subset \hat{\mathfrak{A}}$ is the set of these $x$’s in $\hat{\mathfrak{A}}$ for which there is a unique measure $\mu$ on $\hat{\mathfrak{A}}$ with

   $$\hat{f}(x) = \int \hat{f}(y) \, d\mu(y)$$  \hspace{1cm} (6.10.108)
6. Let \( \mathfrak{A} \) be a function algebra on \( Y \). A point \( y \in Y \) is called a **peak point** for \( \mathfrak{A} \) if and only if there exists \( f \in \mathfrak{A} \) so that for all \( x \neq y \), \( f(y) > |f(x)| \). Prove that any peak point lies in any boundary of \( \mathfrak{A} \) and so in \( \text{ch}(\mathfrak{A}) \).

**Remarks.**
1. Bishop [68] has proven that if \( Y \) is metrizable, then \( \text{ch}(\mathfrak{A}) \) is exactly the peak points of \( \mathfrak{A} \).
2. In this case, \( \text{ch}(\mathfrak{A}) \) is contained in every boundary for \( \mathfrak{A} \) and so is a minimal boundary (that, as we’ve seen, may be smaller than the Shilov boundary).

7. Verify that if \( \mathfrak{A} \) is given by \((6.10.17)\), then \( \{f \upharpoonright \partial D \mid f \in \mathfrak{A}\} \) is given by \((6.10.18)\).

8. Fix any arc \([\varepsilon, 2\pi - \varepsilon] = \{e^{i\theta} \in \partial \mathbb{D} \mid \varepsilon < \theta < 2\pi - \varepsilon\} \equiv I_\varepsilon \subset \partial \mathbb{D} \) for some small \( \varepsilon \). On \( \mathbb{D} \), define
\[
f_{\theta, \delta}(z) = z(1 - z)[z - (1 + \delta) e^{i\theta}]^{-1}
\] (6.10.109)
which lies in the algebra \( \mathfrak{A} \) of \((6.10.17)\).

(a) Prove that for each \( \varepsilon > 0 \), there is \( \delta_0 \) so that for \( \delta < \delta_0 \), and \( \theta \in I_\varepsilon \), \( |f_{\theta, \delta}(z)| \) takes its maximum at unique point \( e^{i\Theta(\varepsilon, \delta)} \) on \( \partial \mathbb{D} \).

(b) As \( \delta \downarrow 0 \), prove that \( \Theta(\varepsilon, \delta) \to \varepsilon \).

(c) Prove that any \( e^{i\theta} \in I_\varepsilon \) is a peak point in the sense of Problem 6.

(d) Conclude that \( \text{ch}(\mathfrak{A}) \supset \partial \mathbb{D} \setminus \{1\} \). \( \text{(Hint: Use Problem 6)} \)

(e) Prove that \( 1 \not\in \text{ch}(\mathfrak{A}) \). \( \text{(Hint: Prove } f \mapsto \int_0^\pi f(e^{\pm i\theta}) \frac{d\theta}{2\pi} \text{ are distinct for } \pm \text{ and show } \delta_1 \text{ is not an extreme point.)} \)

(f) Conclude \( \text{Ch}(\mathfrak{A}) = \partial \mathbb{D} \setminus \{1\} \) and that it is not closed.

9. We saw in Example 6.10.12 (Swiss cheese) that \( \overline{\mathbb{D}} \setminus X \) has positive \( d^2 z \) measure indirectly since if the measure were 0, \( \mathbb{R}(X) \) would be \( C(X) \)!
This problems leads you through a direct proof of W. Allard. We’ll consider slices \( \text{Im } z = y \) constant.

(a) Let \( n_j(y) = \#\{\text{Im } z = y \cap \partial D_j\} \) which is 0, 1, or 2. Prove that \( \int_{-1}^{1} n_j(y) \, dy = 2r_j \).

(b) Prove that \( \int_{-1}^{1} [\sum_j n_j(y)] \, dy < \infty \).

(c) Conclude that for a.e. \( y \in (-1,1) \), \( \#\{y \mid \{\text{Im } z = y \cap D_j \neq \emptyset\} \) is finite.

(d) If this number is finite for a given \( y \), prove that \( |\{\text{Im } z = y \cap X\} > 0 \), where \( |\cdot| \) is one-dimensional Lebesgue measure. \( \text{(Hint: } \mathbb{D}_j \cap \mathbb{D}_k = \emptyset \text{ if } j \neq k. \)

(e) Prove that the \( d^2z \) measure of \( X \) is positive.
10. Let $\mathfrak{A}$ be a function algebra with $1 \in \mathfrak{A}$. Let $\ell, q \in \hat{\mathfrak{A}}$. We say $q$ dominates $\ell$, written $\ell \ll q$, if there is a $C$ so that for all $f \in \mathfrak{A}$ with $\text{Re} \hat{f} > 0$ on $\hat{\mathfrak{A}}$, we have
\[ \text{Re} \hat{f}(\ell) \leq C \text{Re} \hat{f}(q) \quad (6.10.110) \]
We say $\ell, q$ are Harnack related if $\ell \ll q$ and $q \ll \ell$. Recall that if $\mathbb{H}_+ = \{z \mid \text{Re} z > 0\}$ and $F(z) = (1 - z)/(1 + z)$, then
\[ F: \mathbb{D} \to \mathbb{H}_+, \quad F: \mathbb{H}_+ \to \mathbb{D} \quad (6.10.111) \]

(a) If $\ell \ll q$, prove that $q \ll \ell$. (Hint: If $\text{Re} \hat{f} > 0$ on $\hat{\mathfrak{A}}$, prove $f$ is invertible. Also, if $\text{Im} \hat{f}(\ell) = 0$, prove $[\text{Re} \hat{f}(\ell)]^{-1} \leq C|\hat{f}(q)|^{-1}$.)

(b) Prove that being Harnack related is an equivalence relation.

(c) Suppose there exists $f_n \in \mathfrak{A}$ with $\|f_n\| = 1$ and $\hat{f_n}(q) \to 1$, $\hat{f_n}(\ell) \to -1$ and if $g_n = F((1 - \frac{1}{n})f_n)$, then $\text{Re} \hat{g_n} > 0$, but $\text{Re} \hat{g_n}(\ell)/\text{Re} \hat{g_n}(q) \to \infty$. Conclude that if $\ell \ll q$, then $\|\ell - q\| < 2$.

(d) If $\ell \ll q$ fails, show there exists $g_n \in \mathfrak{A}$ so that $\text{Re} \hat{g_n} > 0$, $\hat{g_n}(\ell) \to 0$, $|\hat{g_n}(q)| \to \infty$. Let $f_n = F(g_n)$. Prove $\|f_n\|_\infty \leq 1$, $\hat{f_n}(\ell) \to 1$, $\hat{f_n}(q) \to -1$, and conclude that $\|\ell - q\| = 2$. Conclude that $\|\ell - q\| < 2 \iff \ell \ll q \iff \ell \ll q$ and $q \ll \ell$.

(e) Conclude that $\ell \sim q \iff \|\ell - q\| < 2$ is an equivalence relation ($\ell$ and $q$ lie in the same Gleason part).

11. (Assumes Problem 10) (a) In $\mathfrak{A}(\mathbb{D})$, prove if $y \in \partial \mathbb{D}$ and $w \in \mathbb{D} \setminus \{y\}$, then $\|\delta_y - \delta_w\| = 2$. (Hint: $f_n(z) = \frac{1}{n} + \frac{1 - zy}{1 + zy}$.)

(b) If $y, w \in \mathbb{D}$, prove that $\|\delta_y - \delta_w\| < 2$. (Hint: Harnack’s inequality.)

6.11. Bonus Section: The $L^1(\mathbb{R})$ Wiener and Ingham Tauberian Theorems

Our first goal in this section is to prove:

**Theorem 6.11.1** (Wiener Tauberian Theorem for $L^1(\mathbb{R})$). Let $h \in L^1(\mathbb{R}, dx)$. Let
\[ (\tau_x h)(y) = h(y - x) \quad (6.11.1) \]
Then the linear span of $\{\tau_x h \mid x \in \mathbb{R}\}$ is dense in $L^1$ if and only if for all $k \in \mathbb{R}$,
\[ \hat{h}(k) \neq 0 \quad (6.11.2) \]

The proof will not rely directly on the theory of Banach algebras but will indirectly, since we’ll prove it using the Wiener Tauberian theorem for $\ell^1(\mathbb{Z})$. As an application, we’ll prove a specialized-looking Tauberian theorem of
Ingham that, as we’ll show in the next section, implies the prime number theorem!

Define \( \mathbb{W}(\mathbb{R}) \), the Wiener algebra for \( \mathbb{R} \), to be set of bounded continuous \( f \) on \( \mathbb{R} \) so that \( \hat{f} \in L^1 \) with

\[
\|f\|_{\mathbb{W}(\mathbb{R})} = (2\pi)^{-1/2} \|\hat{f}\|_1
\]

(6.11.3)

Since pointwise product is, up to a factor of \( \sqrt{2\pi} \), convolution of the Fourier transform, \( \mathbb{W}(\mathbb{R}) \) is a Banach algebra equivalent to \( L^1(\mathbb{R}, dx) \) under the map \( f \mapsto \hat{f} \).

Note that if \( h \in L^1 \) and \( \hat{h}(k_0) = 0 \), then \( \tau_x \hat{h}(k_0) = 0 \) for all \( x \), and so, for all \( q \) in the closure of the linear span, \( \hat{q}(k_0) = 0 \) (since \( q \mapsto \hat{q}(k_0) \) is continuous). Thus, one-half of Theorem 6.11.1 is easy. For the deeper result, we note that if \( h \) is continuous of compact support, it is easy to approximate \( h \ast g \) by finite sums of \( \tau_x g \)'s (replace the Riemann integral \( \int h(y)(\tau_y g) \, dy \) by Riemann sums) and then, since \( C_{00}^\infty \) is dense in \( L^1 \), any \( h \ast g \). Shifting to Fourier transforms, we see Theorem 6.11.1 is implied by the following, which is what we’ll directly prove:

**Theorem 6.11.2** (Wiener Tauberian Theorem for \( \mathbb{W}(\mathbb{R}) \)). Let \( f \in \mathbb{W}(\mathbb{R}) \) be everywhere nonvanishing. Then \( \{gf \mid g \in \mathbb{W}(\mathbb{R})\} \) is dense in \( \mathbb{W}(\mathbb{R}) \).

As a preliminary, we note \( C^1 \)-functions on \( \partial \mathbb{D} \) (respectively, \( \mathbb{R} \)) are in \( \mathbb{W}(\partial \mathbb{D}) \) (respectively, \( \mathbb{W}(\mathbb{R}) \) if \( f \) also has compact support). For in the \( \partial \mathbb{D} \) case, we have, by the Schwartz inequality, that

\[
\sum_n |f_n|^2 \leq \left( \sum_n (1 + n^2)^{-1} \right)^{1/2} \left( \sum_n (1 + n^2)|f_n|^2 \right)^{1/2} \leq C (\|f\|_2 + \|f'\|_2)^{1/2}
\]

(6.11.4)

Similarly, using \( \int (1 + x^2)^{-1} \, dx < \infty \), we see that \( \int |\hat{f}(k)| \, dk \) is bounded by \( C(\|f\|_2 + \|f'\|_2) \). We summarize in (using \( \|q\|_{L^2} \leq \|(1 + x^2)^{-1/2}\|(1 + x^2)^{1/2}q\|_{\infty} \)):

**Theorem 6.11.3.** (a) If \( f \) is \( C^1 \) on \( \partial \mathbb{D} \), then \( f \in \mathbb{W}(\partial \mathbb{D}) \) and

\[
\|f\|_{\mathbb{W}(\partial \mathbb{D})} \leq C(\|f\|_2 + \|f'\|_2)
\]

(6.11.5)

(b) If \( f \) is \( C^1 \) on \( \mathbb{R} \) and \( xf \) and \( xf' \) are bounded, then \( f \in \mathbb{W}(\mathbb{R}) \) and

\[
\|f\|_{\mathbb{W}(\mathbb{R})} \leq C(\|(1 + x^2)^{1/2}f\|_{\infty} + \|(1 + x^2)^{1/2}f'\|_{\infty})
\]

(6.11.6)

We now make a brief aside to prove a special case of Theorem 6.11.1 where we also suppose that

\[
\int_{-\infty}^{\infty} |x||h(x)| \, dx < \infty
\]

(6.11.7)
The proof is quite easy and this is the case we need for Theorem 6.11.9 below (which implies the prime number theorem): in that case, \( f = K \) (given by (6.11.66)/(6.11.67)) and we prove that \( |K(x)| \leq Ce^{-|x|} \) so (6.11.7) holds.

**Proof of Theorem 6.11.1** if (6.11.7) holds (Kac). Let \( K(\mathbb{R}) \) be the set of \( C^1 \)-functions of compact support. By (6.11.6), \( K(\mathbb{R}) \) lies in \( \mathcal{W}(\mathbb{R}) \). By (6.11.7), \( \hat{h}(k) \) lies in \( C^1(\mathbb{R}) \) and is everywhere nonvanishing.

If \( g \in K(\mathbb{R}) \), \( \inf_{k \in \text{supp}(g)} |\hat{h}(k)| > 0 \) since \( \hat{h} \) is \( C^1 \) and \( \text{supp}(g) \) is compact. Thus, \( f = \hat{h}^{-1}g \) is also \( C^1 \), so \( f \in K(\mathbb{R}) \), and so, \( \tilde{g} = (2\pi)^{-1/2}(h \ast \hat{f}) \in L^1 \), that is, \( \hat{K}(\mathbb{R}) \subset \{ h \ast g \mid g \in L^1 \} \).

Therefore, it suffices to prove \( \tilde{K}(\mathbb{R}) \) is dense in \( L^1 \). If not, by the Hahn–Banach theorem, there exists \( \varphi \in L^\infty(\mathbb{R}) \), \( \varphi \neq 0 \), so that for all \( g \in K(\mathbb{R}) \),

\[
\int \varphi(x)\tilde{g}(x) \, dx = 0 \tag{6.11.8}
\]

Pick any nonzero \( g \in K(\mathbb{R}) \). Then for all \( q \in \mathbb{R} \),

\[
g_q(k) \equiv g(k - q) \tag{6.11.9}
\]

is in \( K(\mathbb{R}) \) and

\[
\tilde{g}_q(x) = e^{iqx} \tilde{g}(x) \tag{6.11.10}
\]

so by (6.11.8),

\[
(\varphi \tilde{g})(x) = 0 \tag{6.11.11}
\]

so

\[
(\varphi \tilde{g})(x) = 0 \text{ for a.e. } x \tag{6.11.12}
\]

Since \( g \) has compact support, \( \tilde{g} \) is analytic, so it has only countably many zeros on \( \mathbb{R} \). Thus, (6.11.12) implies \( \varphi(x) = 0 \) for a.e. \( x \), that is, \( \tilde{K}(\mathbb{R}) \) is dense.

As a second preliminary to the general proof, we note that \( C_0^\infty(\mathbb{R}) \) is dense in \( \mathcal{W}(\mathbb{R}) \), for by (6.11.6), convergence in \( \mathcal{S}(\mathbb{R}) \) implies convergence in \( \mathcal{W}(\mathbb{R}) \), and since \( \mathcal{S}(\mathbb{R}) \) is dense in \( L^1(\mathbb{R}, dx) \) and \( \mathcal{S}(\mathbb{R}) \) is left invariant by Fourier transform, we see \( \mathcal{S}(\mathbb{R}) \) is dense in \( \mathcal{W}(\mathbb{R}) \).

If \( g \in C_0^\infty(\mathbb{R}^\nu) \) and \( j \) is \( C_0^\infty \) and equal to 1 on \( \text{supp}(g) \), then \( g = jf \Leftrightarrow g = jfh \) so that we see it will suffice to show that \( g, f \) of bounded support in \( \mathcal{W}(\mathbb{R}) \) and \( f \neq 0 \) on \( \text{supp}(g) \) implies \( g = hf \) for some \( h \in \mathcal{W}(\mathbb{R}) \). This reduces results on \( \mathcal{W}(\mathbb{R}) \) to ones only involving functions in a fixed interval, \([a,b]\), which we can map to a proper subinterval of \((-\pi, \pi)\) and thus think of the functions as ones on \( \partial \mathbb{D} \) supported on \([-\pi + \varepsilon, \pi - \varepsilon] \). Such an \( f \) is associated to \( \tilde{f} \) on \( \partial \mathbb{D} \) by

\[
\tilde{f}(e^{i\theta}) = f(\theta) \text{ for } -\pi \leq \theta < \pi \tag{6.11.13}
\]
We’ll prove \( f \in W(\mathbb{R}) \) if and only if \( \tilde{f} \in W(\partial \mathbb{D}) \) with comparable norms. We’ll obtain the necessary \( W(\partial \mathbb{D}) \) result by using the Wiener Tauberian theorem for \( W(\partial \mathbb{D}) \) and localization with \( C^1 \) partitions of unity. We begin with the \( f, \tilde{f} \) result:

**Theorem 6.11.4.** Fix \( \varepsilon \in (0, \pi) \). Let \( f \) be a function on \( \mathbb{R} \) supported on \([-\pi + \varepsilon, \pi - \varepsilon]\). Define \( \tilde{f} \) on \( \partial \mathbb{D} \) by (6.11.13). Then \( f \in W(\mathbb{R}) \Leftrightarrow \tilde{f} \in W(\partial \mathbb{D}) \) and there are constants \( C_1, C_2 \in (0, \infty) \) (depending only on \( \varepsilon \)) so that

\[
C_1 \| \tilde{f} \|_{W(\partial \mathbb{D})} \leq \| f \|_{W(\mathbb{R})} \leq C_2 \| \tilde{f} \|_{W(\partial \mathbb{D})}
\]

**Proof.** Fix \( \alpha \in \mathbb{R} \). Let \( e^{-i\alpha \theta} \) be the function on \( \partial \mathbb{D} \) which has that value for \(-\pi \leq \theta < \pi\). So long as \( f \), and so \( \tilde{f} \), is \( L^2 \), we have

\[
(e^{-i\alpha \theta} \tilde{f})_n^2 = (\sqrt{2\pi})^{-1} \tilde{f}(n + \alpha)
\]

(6.11.15)

Suppose first \( \tilde{f} \in W(\partial \mathbb{D}) \). Let \( \psi \in C_0^\infty(\partial \mathbb{D}) \) so that \( \psi \equiv 1 \) on \([-\pi + \varepsilon, \pi - \varepsilon]\) and \( \text{supp}(\psi) \subset [-\pi + \varepsilon, \pi - \varepsilon/2] \). Then \( e^{i\alpha \theta} \psi \) is in \( C_0^\infty \) and its derivative is continuous in \( \alpha \), so by (6.11.5),

\[
C_2 = (2\pi)^{1/2} \sup_{0 \leq \alpha < 1} \| e^{i\alpha \theta} \psi \|_{W(\partial \mathbb{D})} < \infty
\]

(6.11.16)

Since \( \tilde{f} \psi = \tilde{f} \) and \( \| \cdot \| \) is a Banach algebra norm,

\[
\| e^{i\alpha \theta} \tilde{f} \|_{W(\partial \mathbb{D})} \leq (2\pi)^{-1/2} C_2 \| f \|_{W(\partial \mathbb{D})}
\]

(6.11.17)

Thus, by (6.11.15),

\[
\int_{-\infty}^{\infty} |\tilde{f}(k)| \, dk = \sum_{n=-\infty}^{\infty} \int_{0}^{1} |\tilde{f}(n + \alpha)| \, d\alpha
\]

(6.11.18)

\[
= (2\pi)^{1/2} \int_{0}^{1} \| e^{-i\alpha \theta} \tilde{f} \|_{W(\partial \mathbb{D})} \, d\alpha
\]

(6.11.19)

\[
\leq C_2 \| \tilde{f} \|_{W(\partial \mathbb{D})}
\]

proving \( f \in W(\mathbb{R}) \) and the second inequality in (6.11.14) holds.

Suppose next \( f \in W(\mathbb{R}) \). Since \( \text{supp}(f) \subset [-\pi + \varepsilon, \pi + \varepsilon]\), we can define a \( C_0^\infty \)-function \( g \) so

\[
g(x)f(x) = xf(x)
\]

(6.11.20)

for all \( x \). Since \( \hat{xf} = i \hat{f}' \) and \( \|fg\|_{W(\mathbb{R})} \leq \|f\|_{W(\mathbb{R})}\|g\|_{W(\mathbb{R})} \), we conclude for a constant \( C_3 \), we have

\[
\int |\hat{f}'(k)| \, dk \leq C_3 \| f \|_{W(\mathbb{R})}
\]

(6.11.21)

Note that

\[
|y - n| \leq \frac{1}{2} \Rightarrow |\hat{f}(y) - \hat{f}(n)| \leq \frac{1}{2} \int_{n-\frac{1}{2}}^{n+\frac{1}{2}} |\hat{f}'(k)| \, dk
\]

(6.11.22)
to conclude
\[ |\hat{f}(n)| \leq \int_{n-\frac{1}{2}}^{n+\frac{1}{2}} [||\hat{f}(k)| + \frac{1}{2} |(\hat{f})'(k)||] dk \] (6.11.23)

Using (6.11.15) with \( \alpha = 0 \),
\[ \|\hat{f}\|_{W(\partial D)} \leq (\sqrt{2\pi})^{-1} \int_{-\infty}^{\infty} [||\hat{f}(k)| + \frac{1}{2} |(\hat{f})'(k)||] dk \] (6.11.24)
\[ \leq (\sqrt{2\pi})^{-1} (1 + \frac{1}{2} C_3) \|f\|_{W(\mathbb{R})} \]
proving \( \tilde{f} \in W(\partial D) \) and the first inequality in (6.11.14) with \( C_1 = [(\sqrt{2\pi})^{-1}(1 + \frac{1}{2} C_3)]^{-1} \).

Let \( I, J \) be two proper open intervals on \( \partial D \) with \( I \cup J = \partial D \). In the usual way (see Theorem 1.4.6 of Part 2A), we can find \( j_I, j_J, C_0^\infty \) with values in \([0, 1]\) so \( \text{supp}(j_I) \subset I, \text{supp}(j_J) \subset J \), and
\[ j_I^2 + j_J^2 = 1 \] (6.11.25)
In particular,
\[ e^{i\theta} \in I \setminus J \Rightarrow j_I(e^{i\theta}) = 1 \] (6.11.26)

**Proposition 6.11.5.** Let \( f, f_1 \in W(\partial D) \) with \( \text{supp}(f_1) \) contained in a proper interval \( I_1 \subset \partial D \) and suppose
\[ |f(e^{i\theta})| > 0 \quad \text{on } \bar{I}_1 \] (6.11.27)
Then there exists \( g \in W(\partial D) \) with \( \text{supp}(g) \subset \text{supp}(f_1) \) so that
\[ f_1 = fg \] (6.11.28)

**Remark.** This is connected with a notion of localizing functions in \( W(\partial D) \). See Problem [I].

**Proof.** By (6.11.27) and continuity of \( f \), there is slightly larger interval \( I \) containing \( I_1 \) and \( 1 \geq \varepsilon > 0 \) so that
\[ |f(e^{i\theta})| > \varepsilon \quad \text{on } \bar{I} \] (6.11.29)
Let \( J = \partial D \setminus I_1 \) so \( J \cup I = \partial D \). Let \( j_I, j_J \) be the functions above obeying (6.11.25), so by (6.11.29), \( \tilde{f}f \geq \varepsilon^2 j_I^2 \), so if
\[ h = \tilde{f}f + j_J^2 \] (6.11.30)
then \( h \geq \varepsilon^2 \), and so \( h \) is everywhere nonvanishing. By the Wiener Tauberian theorem for \( W(\partial D) \), \( h^{-1} \in W(\partial D) \), so
\[ g = f_1 \tilde{f}h^{-1} \] (6.11.31)
is in \( W(\partial D) \) also. Since \( j_J = 0 \) on \( \text{supp}(f_1) \), \( g = f_1 \tilde{f}(\tilde{f}f)^{-1} = f_1 f^{-1} \) (with \( 0 \cdot \infty = 0 \)) and (6.11.28) holds. \( \square \)
Theorem 6.11.4 extends the above result to \( f_1, f \in \mathbb{W}(\mathbb{R}) \) with supports in \([-\pi + \varepsilon, \pi - \varepsilon]\) and then by translation and scaling any interval. We have thus proven:

**Proposition 6.11.6.** Let \( f, f_1 \in \mathbb{W}(\mathbb{R}) \) so \( \text{supp}(f_1) \subset [a, b] \), \( f > 0 \) on \([a, b]\) and \( f \) of compact support. Then there exists \( g \in \mathbb{W}(\mathbb{R}) \) so that \( \text{supp}(g) \subset \text{supp}(f_1) \)

\[
f_1 = fg
\]

---

**Proof of Theorem 6.11.1.** As noted, we need only prove for any \( f_1 \in \mathbb{W}(\mathbb{R}) \) of compact support, we have (6.11.32) for some \( g \in \mathbb{W}(\mathbb{R}) \). Pick \([a, b]\) with \( \text{supp}(f_1) \subset [a, b] \) and \( j \in C_0^\infty \) with \( j \equiv 1 \) on \([a, b]\). Let \( f_2 = jf \) and \( g \) so \( \text{supp}(g) \subset \text{supp}(f_1) \subset [a, b] \) and \( f_1 = gf_2 = gjf = gf \).

We can explore the Tauberian aspect of Theorem 6.11.1.

**Definition.** A function \( q \) on \( \mathbb{R} \) is called *slowly oscillating* if and only if

\[
\forall \varepsilon > 0, \exists \delta \text{ and } R \text{ so that } x > R, |x - y| < \delta \Rightarrow |q(x) - q(y)| < \varepsilon \quad (6.11.33)
\]

We say \( q \) is *almost monotone* if and only if \( \forall \varepsilon > 0, \exists \delta \text{ and } R \text{ so that } R < x < y < x + \delta \Rightarrow q(x) \leq q(y) + \varepsilon \).

**Theorem 6.11.7.** Let \( f \in L^1(\mathbb{R}) \) with \( \hat{f} \) everywhere nonvanishing and let \( q \in L^\infty(\mathbb{R}) \). Suppose that

\[
\lim_{x \to \infty} \int f(x)q(y) \, dy = \alpha \int f(x) \, dx
\]

Then

(a) For all \( g \in L^1 \),

\[
\lim_{x \to \infty} \int g(x)q(y) \, dy = \alpha \int g(x) \, dx
\]

(b) If also \( q \) is slowly oscillating, then

\[
\lim_{x \to \infty} q(x) = \alpha
\]

(c) (6.11.36) holds if \( q \) is almost monotone.

**Remark.** (a) is sometimes called the Wiener Tauberian theorem. (b) is sometimes called Pitt’s Tauberian theorem.

**Proof.** (a) Since for \( x_0 \) fixed, \( x \to \infty \) if and only if \( x - x_0 \to \infty \), (6.11.34) holds for translates of \( f \), so by taking linear combinations and limits (using \( \|g * q - h * q\|_\infty \leq \|g - h\|_1 \|q\|_\infty \)), (6.11.35) holds for all \( g \) on account of Theorem 6.11.1.
(b) Fix $\varepsilon > 0$. Let $g$ be the characteristic function of $(0, \delta)$. Then, if $|x| > R$,
\[ |\delta q(x) - (g \ast q)(x)| = \int_x^{x+\delta} |q(x) - q(y)| \, dy \leq \varepsilon \delta \]  
(6.11.37)
Since $(g \ast q)(z) \to \alpha \delta$ by (a), we see that
\[ \limsup_{x \to \infty} q(x) \leq \alpha + \varepsilon, \quad \liminf_{x \to \infty} q(x) \geq \alpha - \varepsilon \]  
(6.11.38)
Since $\varepsilon$ is arbitrary, we get (6.11.36).

(c) By (a), for any $\delta$,
\[ \frac{1}{\delta} \int_x^{x+\delta} q(y) \, dy \to \alpha \]  
(6.11.39)
Given $\varepsilon$, pick $\delta, R$ as in the definition of almost monotone. Then for $x > R$ and $y \in [x, x+\delta]$,
\[ q(x) \leq \varepsilon + q(y) \leq 2\varepsilon + q(x + \delta) \]  
(6.11.40)
so
\[ q(x) \leq \varepsilon + \frac{1}{\delta} \int_x^{x+\delta} q(y) \, dy \leq 2\varepsilon + q(x + \delta) \]  
(6.11.41)
Going through subsequences where $q(x_n) \to \limsup q(x)$ and another where $q(x_n+\delta) \to \liminf q(x)$, we conclude
\[ \limsup q(x) \leq \alpha + \varepsilon \leq 2\varepsilon + \liminf q(x) \]  
(6.11.42)
Since $\varepsilon$ is arbitrary, we have (6.11.36). \qed

**Example 6.11.8.** Let
\[ q(x) = \sin^2 x \]  
(6.11.43)
Then $q = \frac{d}{dx} q_1 + q_2$, where
\[ q_1(x) = -(2x)^{-1} \cos x^2, \quad q_2(x) = -(2x^2)^{-1} \cos x^2 \]  
(6.11.44)
Therefore, if $f \in C_0^\infty$, by integrating by parts for the $q_1$ term and using $q_j(x) \to 0$, we have $q \ast f \to 0$. Since $C_0^\infty$ is dense in $L^1(\mathbb{R})$ and $q \in L^\infty$, $q \ast f \to 0$ for all $f$ in $L^1$. But $q(x)$ does not go to zero pointwise. Thus, we see some kind of additional condition, like slowly oscillating, is needed and even why “slow oscillation” is the right name. \qed

As a final topic in this section, we will prove the following:

**Theorem 6.11.9** (Ingham’s Tauberian Theorem). Let $f(x)$ be a positive increasing function on $(1, \infty)$ and define
\[ F(x) = \sum_{n \leq x \atop n \in \mathbb{Z}} f\left(\frac{x}{n}\right) \]  
(6.11.45)
Suppose for \( a > 0 \) and \( b \) real, as \( x \to \infty \),

\[
F(x) = ax \log x + bx + o(x)
\]  

Then

\[
\lim_{x \to \infty} x^{-1} f(x) = a
\]

Remarks. 1. For each \( x \), the sum in (6.11.45) is finite with \([x]\) terms.

2. As we discuss in the Notes, there are two senses of Tauberian theorem. In the Abelian/Tauberian pair sense, this does not fit since the conclusion only involves \( a \), but there is a stronger conclusion which we won’t prove (or need) which gives such a pair; see the Notes. In the other sense of going from a summation result to a direct limit, this does fit the mold.

As we’ll see, this theorem implies the prime number theorem fairly directly without any further use of complex analysis. That theorem typically relies on the nonvanishing of the Riemann zeta function, \( \zeta(s) \), (defined below) on the line \( \text{Re} s = 1 \). We’ll use this in the proof of Ingham’s theorem because a Fourier transform will be “essentially” \( \zeta(1 + is) \) and that will allow us to apply the almost monotone extension of the Wiener Tauberian theorem! So we begin with a summary of some facts about the function, \( \zeta(s) \), discussed in detail in Chapter 13 of Part 2B.

\[
\zeta(x) = \sum_{n=1}^{\infty} n^{-s}
\]  

(6.11.48)

Noting that

\[
s \int_{n}^{n+1} [x]x^{-s-1} = n[n^{-s} - (n+1)^{-s}]
\]  

(6.11.49)

and that

\[
\sum_{n=1}^{N} n(b_n - b_{n+1}) = \sum_{n=1}^{N} b_n[n - (n-1)] - Nb_{N+1}
\]  

(6.11.50)

we see that if \( \text{Re} s > 1 \) (so \( N(N+1)^{-s} \to 0 \)), then

\[
\text{Re} s > 1 \Rightarrow \zeta(s) = s \int_{1}^{\infty} [x]x^{-s-1} \, dx
\]  

(6.11.51)

Noting that \( s \int_{1}^{\infty} x^{-s} \, dx = s/(s-1) \) and that \( \int_{1}^{\infty} [x] - x \, dx^{-s-1} \, dx < \infty \) if \( \text{Re} s > 0 \), we see directly that

\[
\zeta(s) - \frac{1}{s-1} \text{ has analytic continuation into } \text{Re} s > 0
\]  

(6.11.52)

Besides the formula (6.11.51) and this analyticity, we’ll need that

\[
y \in \mathbb{R} \setminus \{0\} \Rightarrow \zeta(1 + iy) \neq 0
\]  

(6.11.53)
a deep fact proven in Theorem 13.3.5 of Part 2B. We now return to the analysis of $f, F$ in Theorem 6.11.9.

**Lemma 6.11.10.** If $f$ is extended to $[0, \infty)$ by setting it to 0 on $[0, 1)$ and $F, f$ are related by (6.11.45) and $F$ obeys (6.11.46), then for some $K > 0$ and all $x > 0$, \[ f(x) \leq Kx \quad (6.11.54) \]

**Remark.** Ingham notes his proof of this, which we give below, was motivated by Chebyshev’s argument that we gave in Proposition 13.5.3 of Part 2B.

**Proof.** Because we have set $f$ to be zero on $[0, 1]$, we can make the sums formally infinite so

\[
F(x) - 2F\left(\frac{1}{2}x\right) = \sum_{n=1}^{\infty} f\left(\frac{x}{2n-1}\right) + \sum_{n=1}^{\infty} f\left(\frac{x}{2n}\right) - 2f\left(\frac{x}{2n}\right)
\]

\[
= \sum_{n=1}^{\infty} \left[ f\left(\frac{x}{2n-1}\right) - f\left(\frac{x}{2n}\right) \right] \geq f(x) - f\left(\frac{1}{2}x\right) \quad (6.11.55)
\]

since $f$ is monotone on $[0, \infty)$ by the assumptions on the original $f$. On the other hand, by (6.11.46),

\[
F(x) - 2F\left(\frac{1}{2}x\right) = ax \log 2 + o(x) \leq \frac{1}{2} Kx \quad (6.11.56)
\]

for some $K > 0$ and all $x$ in $[0, \infty)$.

Since $f\left(\frac{1}{2^\ell}x\right) = 0$ for large $\ell$, using (6.11.55) and (6.11.56),

\[
f(x) = \sum_{\ell=0}^{\infty} \left[ f\left(\frac{1}{2^\ell}x\right) - f\left(\frac{1}{2^{\ell+1}}x\right) \right] \leq \frac{1}{2} Kx[1 + \frac{1}{2} + \frac{1}{4} + \ldots] = Kx \quad (6.11.57)
\]

\[ \square \]

Next, we note that, by (6.11.50),

\[
\int_1^x \frac{F(u)}{u} \, du = \int_1^x (a \log u + b + o(1)) \, du
\]

\[
= ax \log x + (b - a)x + o(x) \quad (6.11.58)
\]

On the other hand,

\[
\int_1^x \frac{F(u)}{u} \, du = \int_1^x \sum_{n \leq u} f\left(\frac{u}{n}\right) \frac{du}{u}
\]

\[
= \sum_{n \leq x} \int_n^x f\left(\frac{u}{n}\right) \frac{du}{u} \quad (6.11.59)
\]

\[
(6.11.60)
\]
\[
\sum_{n \leq x} \int_{1}^{x/n} f(y) \frac{dy}{y} = \int_{1}^{x} f(y) \left[ \frac{x}{y} \right] dy = \int_{0}^{\infty} f(y) \left[ \frac{x}{y} \right] dy
\]

where we extend the region of integration from 0 to 1 since \( f(y) \) is 0 there and from \( x \) to \( \infty \) since \( \left[ \frac{x}{y} \right] \) is 0 there.

Thus, we have that

\[
\frac{1}{x} \int_{0}^{\infty} f(y) \left[ \frac{x}{y} \right] \frac{dy}{y} = a \log x + (b - a) + o(1) \quad (6.11.64)
\]

This is a multiplication convolution! If we look at \((0, \infty)\) as a group under multiplication, \( \frac{dy}{y} \) is Haar measure and \( \left[ \frac{x}{y} \right] \) is \( xy^{-1} \). To make it look like an \( L^1 \)-convolution, we change variables exponentially, that is, set \( x = e^u, \ y = e^v \), so \( \frac{dy}{y} = dv \) and the \( \frac{1}{x} \) in front of \((6.11.65)\) is \( e^{-u} = e^{-v} e^{-(u-v)} \). So \((6.11.64)\) becomes

\[
\int_{-\infty}^{\infty} \phi(v) K_0(u - v) dv = au + (b - a) + o(1) \quad (6.11.65)
\]

\[
\phi(v) = e^{-v} f(e^v), \quad K_0(u) = e^{-u}[e^u] \quad (6.11.66)
\]

Notice since \( \phi(v) = 0 \) if \( v \leq 0 \), we have, by \((6.11.54)\), that \( \phi \in L^\infty \). The theorem is reduced to showing \((6.11.65) \Rightarrow \lim_{v \to \infty} \phi(v) = a \).

This is almost the framework for using the almost monotone extension of Wiener’s theorem. There isn’t a limit as \( u \to \infty \) (since we have \( au \), not \( a \)) and, more importantly, \( K_0 \) is not in \( L^1 \) since \( K_0(u) \to 1 \) at \( \infty \). The reason the integral exists in \((6.11.65)\) is that \( \phi(v) = 0 \) if \( v < 0 \) and \( K_0(u) = 0 \) if \( u < 0 \) (so the integral is really from \( v = 0 \) to \( v = u \)). The key is to pick \( \mu, \lambda > 0 \) (to be specified shortly) and pick

\[
K_1(u) = 2K_0(u) - K_0(u - \mu) - K_0(u - \lambda) \quad (6.11.67)
\]

in which case \((6.11.65)\) becomes

\[
\int_{-\infty}^{\infty} \phi(v) K_1(u - v) dv = a(\mu + \lambda) \quad (6.11.68)
\]

The two key lemmas are:

**Lemma 6.11.11.** \( \phi \) is almost monotone.
Lemma 6.11.12. \( K_1 \in L^1 \) and if \( \mu/\lambda \) is irrational, then \( \hat{K}_1(k) \neq 0 \) for all \( k \). Moreover,

\[
\int K_1(u) \, du = (\mu + \lambda) \quad (6.11.69)
\]

Given these two lemmas, we have

Proof of Theorem 6.11.9 given Lemmas 6.11.11 and 6.11.12. Pick \( \mu, \lambda \) so \( \mu/\lambda \) is irrational. By (6.11.69), the right side of (6.11.68) is \( a \int K_1(u) \, du \). By Lemma 6.11.12 the Wiener theorem applies, so by Lemma 6.11.11 and the almost monotone extension, \( \phi(u) \to a \). As noted, this implies \( x^{-1}f(x) \to a \).

Proof of Lemma 6.11.11. If \( x < y \), then \( f(e^x) \leq f(e^y) \), so \( e^{-x}f(e^x) \leq e^{y-x}[e^{-y}f(e^y)] \). Thus, \( x < y < x + \delta \Rightarrow \varphi(x) \leq e^\delta \varphi(y) \leq \varphi(y) + (e^\delta - 1)\varphi(y) \).

Recall \( \varphi(y) \leq K \), so given \( \varepsilon \), pick \( \delta \) so \( (e^\delta - 1)K < \varepsilon \) and get \( x < y < x + \delta \Rightarrow \varphi(x) \leq \varphi(y) + \varepsilon \).

Proof of Lemma 6.11.12. We start by noting that

\[
x - 1 < [x] \leq x \Rightarrow e^u - 1 < [e^u] \leq e^u \Rightarrow 1 - e^{-u} \leq e^{-u}[e^u] \leq 1
\]

so

\[
|K_0(u) - 1| \leq e^{-u} \quad (6.11.70)
\]

so

\[
|K_1(u)| \leq (1 + e^\mu + e^\lambda)e^{-u} \quad (6.11.71)
\]

lies in \( L^1(\mathbb{R}) \) (remember \( K_0(u) = 0 \) for \( u < 0 \), so \( K_1(u) = 0 \) for \( u < 0 \)).

Now let \( \text{Re} \ s > 0 \). Letting \( y = e^u \), we find

\[
\int_{-\infty}^{\infty} K_0(u)e^{-us} \, du = \int_{0}^{\infty} \frac{[y]}{y^{2+s}} \, dy \quad (6.11.72)
\]

\[
= \frac{\zeta(1+s)}{1+s} \quad (6.11.73)
\]

on account of (6.11.51).

Translating to get \( K_0(u - \mu) \) and \( K_0(u - \lambda) \) and then, because \( K_1 \) is \( L^1 \), taking the limit as \( \text{Re} \ s \downarrow 0 \), we find

\[
\hat{K}_1(k) = (2\pi)^{-1/2}(2 - e^{-ik\lambda} - e^{-ik\mu}) \frac{\zeta(1+ik)}{1+ik} \quad (6.11.74)
\]

Since \( \lim_{k \downarrow 0}[\zeta(1+ik)/(1+ik)](ik) = 1 \), we conclude that (6.11.69) holds. Moreover, \( \text{Re}(1 - e^{-ik\alpha}) \geq 0 \) and is 0 only if \( k\alpha \in 2\pi\mathbb{Z} \), we see that \( \mu/\lambda \) irrational implies \( (2 - e^{-ik\lambda} - e^{-ik\mu}) \neq 0 \) for all \( k \in \mathbb{R} \) so that (6.11.53) and (6.11.74) imply that \( \hat{K}_1(k) \neq 0 \) for all \( k \in \mathbb{R} \).
Notes and Historical Remarks. The $L^1$ Wiener Tauberian theorem is from Wiener [757]. Pitt’s extension is from [527] and Ingham’s Tauberian theorem from Ingham [333].

The proof of the special case of Wiener’s theorem on $L^1(\mathbb{R})$, where $(1+|x|)f \in L^1$, is due to Kac [358]. Actually, Kac required $(1+|x|^2)f \in L^1$ and uses $C^2$-functions of compact support where we use $C^1$. By the Riemann–Lebesgue lemma if $g \in L^1$, $g$ is $C^2$ and $g'' \in L^1$, then $|\hat{g}(k)| \leq C(1+k^2)^{-1}$, and so in $L^1$, which is what Kac uses. We instead use the slightly more subtle fact that, by using the Plancherel theorem, $g \in C^1$ with $g, g' \in L^2$ implies $\hat{g} \in L^1$, so we only need $(1+|x|)f \in L^1$. Actually, by using Hölder continuous functions, one only needs $(1+|x|^\alpha)f \in L^1$ for some $\alpha > \frac{1}{2}$ (see Problem 3).

The proof we give of the full Wiener $L^1(\mathbb{R})$ theorem is from Gel’fand–Raikov–Shilov [236].

The Wiener theorem holds for general LCA groups, that is, the result that $f \in L^1(G, d\mu)$ and its translates generate a dense subset of all of $L^1$ if and only if $\hat{f}(\chi) \neq 0$ for all $\chi \in \widehat{G}$. This is proven, for example, in Rudin [583]. The general $L^1(G, d\mu)$ result is due to Godement [253] and Segal [614].

The Wiener theorem can be translated to a statement about ideals in $\mathfrak{A} = L^1(G, d\mu)$, namely, the closure of the principal ideal $\{fg : g \in L^1\}$ generated by $f$ is either contained in a maximal proper ideal or is all of $\mathfrak{A}$. It is true and not too hard to extend this to the statement that every closed proper ideal in $\mathfrak{A}$ is contained in a maximal proper ideal (the analog for algebras with identity is easy).

There is a further generalization: Recall that the hull, $h(\mathcal{I})$, of an ideal $\mathcal{I} \subset \mathfrak{A} = L^1(G, d\mu)$ is $\{\chi \in \widehat{G} : \hat{f}(\chi) = 0 \text{ for all } f \in \mathcal{I}\}$. If $f \in \mathfrak{A}$, we set $Z(f)$, the zero set of $f$, to be the set of zeros of $\hat{f}$. Thus, $f \in \mathcal{I} \Rightarrow h(\mathcal{I}) \subset Z(f)$.

The general Wiener theorem (which some authors call the Wiener–Shilov theorem) says that if $\mathcal{I}$ is a closed ideal and (i) $h(\mathcal{I}) \subset Z(f)$; (ii) $\partial(Z(f)) \cap \partial(h(\mathcal{I}))$ contains no nonempty perfect set (recall perfect means closed with no isolated points), then $f \in \mathcal{I}$. Note that if $\mathcal{I}$ is the ideal generated by $g \in L^1$, where $\hat{g}$ is everywhere nonvanishing, then $h(\mathcal{I}) = \emptyset$ and (i), (ii) hold for all $f$, so $\mathcal{I} = \mathfrak{A}$. That is, this does generalize Wiener’s theorem. The theorem in this generality is due to Loomis [456] and Naimark [490]. For a detailed exposition, see the books of Rudin [583] or Hewitt–Ross [316 Vol. II]. We note that there were seminal papers by Ditkin [161] and Shilov [624] along the way—see [316] Sect. 39 Notes for many more references.

While on the subject of ideals in abelian Banach algebras, especially $L^1$, we should mention the issue of spectral synthesis, a subject related to
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the Wiener theorem and heavily studied in the middle of the twentieth century. Let \( E \subset \mathbb{A} \) be a closed set. If \( \mathbb{A} \) is regular, we’ve seen in Section 6.2 that \( E = h(k(E)) \) so \( E \) is the hull of a closed ideal in \( \mathbb{A} \). One says \( E \) is an \( S \)-set (\( S \) for synthesis) if there is a unique closed ideal, \( \mathcal{I} \), with \( E = h(\mathcal{I}) \). Wiener’s theorem says that the empty set, \( \emptyset \), is an \( S \)-set. The books of Rudin [583], Hewitt–Ross [316], and Benedetto [50] discuss spectral synthesis. (The name comes from the following: Associated to any ideal, \( \mathcal{I} \subset L^1 \), is the translation invariant subspace \( S \subset L^\infty \) of those \( \varphi \in L^\infty \) with \( \int \varphi(x)f(x)\,d\mu(x) = 0 \) for all \( f \in \mathcal{I} \). \( h(\mathcal{I}) \) is precisely the set of \( \chi \in S \) and is called the spectrum of \( S \). If the spectrum uniquely determines \( S \), we can “synthesize” \( S \) from its spectrum.)

There are two slightly different meanings to “Tauberian”: one as an “Abelian–Tauberian” pair and one as conditions under which convergence of a summability method implies convergence of the original sum. The Abelian–Tauberian pairing is named after the first example. In 1816, Abel [1] proved that if

\[
\sum_{n=0}^{N} a_n \to \alpha \tag{6.11.75}
\]

then

\[
\lim_{x \uparrow 1} \sum_{n=0}^{\infty} a_n x^n = \alpha \tag{6.11.76}
\]

Notice an example like \( a_n = (-1)^n \) has (6.11.76) with \( \alpha = \frac{1}{2} \) but not (6.11.75). Thus, (6.11.76) is called a summability method (indeed, it is abelian summation) and Abel’s theorem says that this method is a regular summability method. Hardy’s book, Divergent Series, [290] has an extensive discussion of summability methods and their history.

In 1897, Tauber [697] (the Notes to Section 13.0 of Part 2B have a little about his life) proved a kind of partial converse to Abel’s theorem, namely,

\[
a_n \to 0 + \alpha \Rightarrow (6.11.75) \Rightarrow (6.11.76) \tag{6.11.77}
\]

The name Tauberian theorem thus sometimes means there is a paired Abelian converse result where the conclusion implies that the asymptotic result in the hypotheses holds. But the term Tauberian theorem has also been used to describe a theorem that, under extra hypotheses, goes from a complicated asymptotic result to a simpler one.

As we stated it, Ingham’s Tauberian theorem (Theorem 6.11.9) is in the second category of Tauberian theorem. Since the hypothesis involves both \( a \) and \( b \) in (6.11.46) but the conclusion (6.11.47) involves only \( a \), one cannot hope to go backwards. But Ingham’s paper has a stronger result, namely,
he also concludes that
\[
\lim_{R \to \infty} \int_1^R \frac{f(x) - ax}{x^2} \, dx = b - a\gamma
\] (6.11.78)
(where \(\gamma\) is the Euler–Mascheroni constant) and (6.11.47) plus (6.11.78) do imply (6.11.46), providing an Abelian companion to Ingham’s theorem.

We conclude with a brief summary of the highlights of the history of Tauberian theorems. For much more, see the monumental monograph of Korevaar [404] (which exposes the theory itself) or the book review of Borwein [83]. In 1910, Hardy [288] proved that Cesàro summability plus a bound \(|a_n| \leq C/n\) implies summability and asked if the same was true for abelian summability. This was answered affirmatively by Littlewood [453] in 1911, that is, he proved
\[
|a_n| \leq \frac{C}{n} + \lim_{x \uparrow 1} \sum_{n=0}^{\infty} a_n x^n = \alpha \Rightarrow \lim_{N \to \infty} \sum_{n=0}^{N} a_n = \alpha
\] (6.11.79)
Littlewood’s proof was quite complicated and this was regarded as a very difficult result for twenty years until a big breakthrough in Tauberian theory by Karamata [371]. (Problems 4, 6, and 7 have a proof of (6.11.79) using a variant of Karamata’s proof due to Wielandt [755].) It also turns out that (6.11.79) also follows fairly easily from Pitt’s extension of the Wiener Tauberian theorem (see Problem 5).

Littlewood’s paper led to a long collaboration with Hardy (see the Notes to Section 2.3 of Part 3 for more on them and their collaboration), including a paper where they named “Tauberian” [291], and several others on the subject [292, 294, 295]. In his great 1932 paper, Wiener said: “I feel it would be far more appropriate to term these theorems Hardy–Littlewood theorems, were it not that usage has sanctioned the other appellation.” In particular, Hardy and Littlewood showed how some of their theorems implied the prime number theorem (PNT) [295], but their proof of this Tauberian theorem alas required results stronger than the PNT.

Ingham and Schmidt encouraged Wiener to look at the Tauberian theorems in his attempts to compare asymptotics, resulting in a 1928 breakthrough [756], a proof of the PNT by Wiener’s student, Ikehara [332], and then his great 1932 seminal paper [757] that eliminated restrictions he had earlier.

Problems.
1. A function, \(f\), on \(\partial \mathbb{D}\) (respectively, \(\mathbb{R}\)) is said to be locally in \(W(\partial \mathbb{D})\) (respectively, \(W(\mathbb{R})\)) at \(z_0\) if there is \(g \in W(\partial \mathbb{D})\) (respectively, \(W(\mathbb{R})\)) so that \(f(z) = g(z)\) in a neighborhood of \(z_0\). In the case of \(\mathbb{R}\), it is said to be locally in \(W(\mathbb{R})\) near infinity if there is \(g \in W(\mathbb{R})\) so that for some
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$R > 0$, $f(x) = g(x)$ for $|x| > R$. Prove that if $f$ is locally in $\mathcal{W}(\partial \mathbb{D})$ (respectively, $\mathcal{W}(\mathbb{R})$) at every $z_0 \in \partial \mathbb{D}$ (respectively, $z_0 \in \mathbb{R} \cup \{\infty\}$), then $f$ is in $\mathcal{W}(\partial \mathbb{D})$ (respectively, $\mathcal{W}(\mathbb{R})$). (Hint: Partition of unity.)

2. Prove Proposition 6.11.5 using the result in Problem 1.

3. Fix $\alpha \in \left(\frac{1}{2}, 1\right)$.
   (a) If $\int (1 + |x|^\alpha)|f(x)| \, dx < \infty$ prove that $\hat{f}$ is uniformly Hölder-continuous of order $\alpha$, that is, for some $C$ and all $k, \ell$ with $|k - \ell| \leq 1$,
   $$|\hat{f}(k) - \hat{f}(\ell)| \leq C|k - \ell|^\alpha$$
   (6.11.81)
   (b) If $\hat{f}$ is a continuous function of compact support and obeys (6.11.81), prove that $f \in L^1(\mathbb{R})$.
   (c) Extend the proof of Theorem 6.11.1 to the case where (6.11.80) holds.

4. This problem will lead the reader through a proof of Littlewood’s Tauberian theorem, (6.11.79), due to Wielandt (using ideas of Karamata; see the Notes). Without loss, by replacing $a_0$ by $a_0 - \alpha$, one can and we will suppose that $\alpha = 0$. Let $\mathcal{F}$ be the set of real-valued functions, $f$, on $[0, 1]$ so that $|f(x)| \leq D|x|$ for some $D$ and
   $$\lim_{x \uparrow 1} S(f, x) = 0, \quad S(f, x) = \sum_{n=0}^{\infty} a_n f(x^n)$$
   (6.11.82)
   (a) Show that if the characteristic function, $\chi$, of $[\frac{1}{2}, 1]$ lies in $\mathcal{F}$, then (6.11.79) holds. (Hint: For each $x$, $\sum_{n=0}^{\infty} a_n \chi(x^n)$ is a partial sum.)
   (b) Prove that any polynomial, $p$, lies in $\mathcal{F}$, assuming $f(x) = x$ is.
   (c) Prove that for each $\varepsilon$, there exist polynomials, $p_1$ and $p_2$, so that $p_1(x) \leq \chi(x) \leq p_2(x)$ for $x \in [0, 1]$ and
   $$\int_0^1 \frac{p_2(x) - p_1(x)}{x(1-x)} \, dx < \varepsilon$$
   (6.11.83)
   (d) Let
   $$q(x) = \frac{p_2(x) - p_1(x)}{x(1-x)}$$
   (6.11.84)
   Prove that (where $C = \sup n|a_n|$)
   $$|S(\chi, x) - S(p_1, x)| \leq C \sum_{n=0}^{\infty} \frac{x^n(1 - x^n)}{n} q(x^n)$$
   (6.11.85)
(e) Prove that
\[
(1 - x) \sum_{n=0}^{\infty} x^n q(x^n) \to \int_0^1 q(s) \, ds \tag{6.11.86}
\]
for any polynomial \(q\). \((Hint: \text{Check } q(x) = x^\ell.\))

(f) Prove that \(n^{-1}(1 - x^n) \leq (1 - x)\) and conclude that
\[
\limsup_{x \uparrow 1} |S(\chi, x)| \leq \varepsilon C \tag{6.11.87}
\]
so that \(\chi \in \mathcal{F}\).

5. This problem will prove Littlewood’s Tauberian theorem, \((6.11.79)\), using Pitt’s extension of Wiener’s Tauberian theorem—indeed, only the special case of Kac (since the function, \(K\), below is \(O(e^{-|x|})\) at infinity). We define
\[
S_n = \sum_{j=0}^{n} a_j, \quad F(x) = \sum_{n=0}^{\infty} a_n x^n \tag{6.11.88}
\]
(a) For \(0 < x < 1\), prove that
\[
|S_n - F(x)| \leq (1 - x) \sum_{j=0}^{n} |ja_j| + \frac{1}{n} \sum_{j=n+1}^{\infty} |ja_j|x^j \tag{6.11.89}
\]
\((Hint: \ (1 - x^n)/(1 - x) \leq n.)\)

(b) Prove that
\[
\left| S_n - F\left(1 - \frac{1}{n}\right) \right| \leq 2 \sup_j |ja_j| \tag{6.11.90}
\]
so that \(\sup_j |ja_j| < \infty\) and \(\lim_{x \uparrow} F(x) = 0\) implies \(S_n\) is bounded.

(c) Define
\[
s(x) = \sum_{n \leq x} a_n \tag{6.11.91}
\]
and show that
\[
F(e^{-t}) = t \int_0^\infty e^{-tx} s(x) \, dx \tag{6.11.92}
\]
(d) If
\[
K(y) = \exp(-y - e^{-y}), \quad \tilde{F}(u) = F(\exp(-e^{-u})), \quad \varphi(y) = s(e^y) \tag{6.11.93}
\]
prove that \((6.11.92)\) says that
\[
\tilde{F}(u) = \int_{-\infty}^{\infty} K(u - y) \varphi(y) \, dy \tag{6.11.94}
\]
\((Hint: \ x = e^j, \ t = e^{-u}.)\)
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(e) Prove that
\[ \int K(x)e^{-ixx} \, dx = \int_0^\infty v^{is}e^{-v} \, dv = \Gamma(1 + is) \]  \hspace{1cm} (6.11.95)

(Hint: \( v = e^{-x} \).)

(f) Using \( \sup_j |ja| < \infty \), prove that \( \varphi \) is slowly oscillating.

(g) Prove that \( \lim_{y \to \infty} \varphi(y) = 0 \) and conclude that (6.11.79) holds.

The next two problems involve an alternate way to provide the technicalities of the Karamata approach to proving the Littlewood Tauberian theorem. It still has the Karamata idea of using polynomial approximation (but here, polynomials in \( e^{-x} \)) and avoids the Wiener Tauberian theorem, but uses some soft measure theory in place of the sometimes tedious estimates of Problem [4]. This is an idea we learned from Aizenman and reported on in [647] in a somewhat different context. We need some preliminaries from Problem [5]. Namely, we suppose

\[ \lim_{t \downarrow 0} \int_0^\infty e^{-tx} s(x) \, dx = 0 \]  \hspace{1cm} (6.11.96)

and need to prove that

\[ \lim_{x \to \infty} s(x) = 0 \]  \hspace{1cm} (6.11.97)

given two facts:

(1) \( \|s\|_\infty < \infty \) \hspace{1cm} (6.11.98)

(2) \( s \) is slowly oscillating on exponential scale

\[ \forall \varepsilon \exists \delta, R \text{ s.t. } R < x < y < x(1 + \delta) \Rightarrow |s(y) - s(x)| < \varepsilon \]  \hspace{1cm} (6.11.99)

(which is (f) of Problem [5] and requires \( \sup_j |ja| < \infty \)). Problem [6] will show abelian limit + Littlewood bound \( \Rightarrow \) Cesàro limit, explicitly

\[ (6.11.96) + (6.11.98) \Rightarrow t^{-1} \int_0^t S(x) \, dx \Rightarrow 0 \]  \hspace{1cm} (6.11.100)

and Problem [7], a result of Hardy that predated and motivated Littlewood, that Cesàro limit + Littlewood bound \( \Rightarrow \) summability, explicitly

\[ (6.11.99) + t^{-1} \int_0^t s(x) \, dx \to 0 \Rightarrow (6.11.97) \]

6. Suppose \( s \) obeys (6.11.98) and (6.11.96). Let

\[ d\mu_t(y) = e^{-yS\left(\frac{y}{t}\right)} \, dy \]  \hspace{1cm} (6.11.101)

(a) Prove that for any \( n = 0, 1, 2, \ldots \),

\[ \lim_{t \to 0} \int_0^\infty e^{-ny} \, d\mu_t(y) = 0 \]  \hspace{1cm} (6.11.102)
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(b) Prove that for any \( g \) in \( C_\infty([0, \infty)) \) the continuous functions vanishing at \( \infty \), we have
\[
\lim_{t \to \infty} \int_0^\infty g(y) \, d\mu_t(y) = 0 \tag{6.11.103}
\]

(c) Let \( h(y) = e^y \chi_{[0,1]} \). For any \( \varepsilon \), show there is \( g \) continuous so that
\[
\sup_{t < 1} \int_0^\infty |h(y) - g(y)| \, d\mu_t(y) \leq \varepsilon \tag{6.11.104}
\]

(d) Conclude that
\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T s(y) \, dy = 0 \tag{6.11.105}
\]

7. Suppose \( s \) obeys (6.11.105) and (6.11.99).

(a) For any \( \delta > 0 \), prove that
\[
\lim_{T \to \infty} \frac{1}{\delta T} \int_{T}^{T+\delta T} s(y) \, dy = 0 \tag{6.11.106}
\]

(b) Prove that
\[
\lim_{y \to \infty} s(y) = 0 \tag{6.11.107}
\]

\( \text{(Hint: } |s(T) - \frac{1}{\delta T} \int_T^{T+\delta T} s(y) \, dy| \leq \sup_{T \leq y \leq T+\delta T} |s(y) - s(T)|. ) \)

6.12. The Prime Number Theorem via Tauberian Theorems

Recall that for any \( x \in (0, \infty) \), \( \pi(x) \) is the number of primes, \( p \), with \( p < x \). The celebrated prime number theorem is the assertion that
\[
\lim_{x \to \infty} \frac{\pi(x)}{x / \log x} = 1 \tag{6.12.1}
\]

In Section 13.5 of Part 2B, we proved this using complex variable methods. In this section, we’ll see it follows form Ingham’s Tauberian theorem.

Our proof in Part 2B used the function \((\mathcal{P} = \text{set of primes}) \)
\[
\theta(x) = \sum_{\substack{p \leq x \atop p \in \mathcal{P}}} \log p \tag{6.12.2}
\]

Our proof here will use the closely related
\[
\psi(x) = \sum_{\substack{p^n \leq x \atop p \in \mathcal{P}, \, n=1,2,...}} \log p \tag{6.12.3}
\]
Our proof will rely on three facts; we’ll show

1. \[ \lim_{x \to \infty} \frac{\pi(x)}{x / \log x} = 1 \Leftarrow \lim_{x \to \infty} \frac{\psi(x)}{x} = 1 \quad (6.12.4) \]

2. if

\[ F(x) = \sum_{n \leq x} \psi\left(\frac{x}{n}\right) \quad (6.12.5) \]

then for \( n \in \mathbb{Z}_+ \),

\[ F(n) = \log n! \quad (6.12.6) \]

3. that by Stirling’s approximation

\[ \log n! = n \log n - n + O(\log n) \quad (6.12.7) \]

(2) + (3) plus monotonicity of \( F \) will show (6.11.46) holds with \( a = 1, b = -1 \) and then Theorem 6.11.9 will imply \( \frac{\psi(x)}{x} \to 1 \) so that, by (6.12.4), we have (6.12.1). We begin with Step (1):

**Lemma 6.12.1.** (6.12.4) holds.

**Remark.** The argument is essentially the same as for Proposition 13.5.4 of Part 2B (where \( \psi \) is replaced by \( \theta \)).

**Proof.** For each prime \( p \leq x \), \( \log p \) occurs \( n \) times on \( \psi \) where \( n \) is the largest integer with \( p^n \leq x \), that is, \( n = \left\lfloor \frac{\log x}{\log p} \right\rfloor \) so

\[ \psi(x) = \sum_{p \leq x} \left\lfloor \frac{\log x}{\log p} \right\rfloor \log p \quad (6.12.8) \]

Since \( \lfloor y \rfloor \leq x \), we conclude

\[ \psi(x) \leq \pi(x) \log x \quad (6.12.9) \]

Thus (and similarly for \( \limsup \)’s),

\[ \liminf \frac{\psi(x)}{x} \leq \liminf \frac{\pi(x)}{x / \log x} \quad (6.12.10) \]

On the other hand, if \( 0 < \alpha < 1 \) and \( p \geq x^\alpha \), then \( \log p \geq \alpha \log x \) and \( \left\lfloor \frac{\log x}{\log p} \right\rfloor \log p \geq \log p \), so

\[ \psi(x) \geq \alpha [\pi(x) - \pi(x^\alpha)] \log x \geq \alpha [\pi(x) - \alpha x^\alpha] \log x \quad (6.12.11) \]

since \( \pi(x) \leq x \).

Since \( \log x x^\alpha x \to 0 \), (6.12.11) implies

\[ \liminf \frac{\psi(x)}{x} \geq \alpha \liminf \frac{\pi(x)}{x / \log x} \quad (6.12.12) \]

and similarly for \( \limsup \) (6.12.10)/(6.12.12) and the \( \limsup \) analogs imply (6.12.4). \( \square \)
Lemma 6.12.2. Let $F$ be given by (6.12.5). Then $F(1) = 0$ and
\[ F(n) - F(n - 1) = \log n \] (6.12.13)
so (6.12.6) holds.

Proof. Since $\psi(1) = 0$, $F(1) = 0$ is immediate. Note that $\psi(x)$ is monotone in $x$ and has jumps exactly at $x = p^n$ with
\[ \psi(p^n + 0) = \psi(p^n) = \log p + \psi(p^n - 0) \] (6.12.14)

Define $\Lambda$ on the integrals by
\[ \Lambda(m) = \begin{cases} 
\log p & \text{if } m = p^\ell, \ell = 1, 2, \ldots \\
0, & \text{otherwise}
\end{cases} \]

Then if $n$ and $m$ are integers, since $\frac{n}{m}$ and $\frac{n-1}{m}$ lie on opposite sides of a jump of $\psi$ if $\frac{n}{m} \in \mathbb{Z}$ and the size of the jump is $\Lambda\left(\frac{n}{m}\right)$.

Thus $(m | n$ says $m$ divides $n)$,
\[ F(n) - F(n - 1) = \sum_m \left[ \psi\left(\frac{n}{m}\right) - \psi\left(\frac{n-1}{m}\right) \right] = \sum_{m|n} \Lambda\left(\frac{n}{m}\right) \] (6.12.15)

If $n = p_1^{k_1} \ldots p_\ell^{k_\ell}$, then $\Lambda\left(\frac{n}{m}\right) \neq 0$ only if $\frac{n}{m} = p_j^{q_j}$, $q_j = 1, \ldots, k_j$. Thus,
\[ \sum_{m|n} \Lambda\left(\frac{n}{m}\right) = \sum_j k_j \log p_j = \log n \] (6.12.16)

proving (6.12.13).

Since $F(1) = 0$,
\[ F(n) = \sum_{j=0}^{n-2} [F(n - j) - F(n - j - 1)] = \log n + \log(n - 1) + \cdots + \log 2 = \log n! \quad \square \]

For completeness, we repeat the elementary argument for the leading log $n!$ behavior.

Lemma 6.12.3. (6.12.7) holds.

Proof. Since $\log x$ is monotone,
\[ \log j \leq \int_j^{j+1} \log x \, dx \leq \log(j + 1) \] (6.12.17)

Thus,
\[ \log n! \leq \int_1^n \log x \, dx + \log n \leq \log n! + \log n \]
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so

\[ \log n! = \int_1^n \log x \, dx + O(\log n) \quad (6.12.18) \]

But \( \int_1^n \log x \, dx = x \log x - x \int_1^n = n \log n - n \), so \( (6.2.18) \) is \( (6.12.7) \). \( \square \)

Theorem 6.12.4 (Prime Number Theorem). \( (6.12.1) \) holds.

Proof. Since \( \psi \) is monotone, so is \( F \) given by \( (6.12.5) \). Thus, if \( n \leq x < n + 1 \), we have

\[ \log n! \leq F(x) \leq \log n! + \log(n + 1) \quad (6.12.19) \]

so

\[ F(x) = F([x]) + O(\log x) \quad (6.12.20) \]

Similarly,

\[ x \log x - x = \int_1^x \log y \, dy = n \log n - n + O(\log n) \quad (6.12.21) \]

Therefore, by \( (6.12.6) \) and \( (6.12.7) \),

\[ F(x) = x \log x - x + O(\log x) \quad (6.12.22) \]

Since \( \psi \) is monotone, Ingham’s theorem, Theorem \( 6.11.9 \) applies. So since the coefficient of \( x \log x \) is 1, we have \( \lim_{x \to \infty} \frac{\psi(x)}{x} = 1 \).

By Lemma \( 6.12.1 \) we conclude that \( (6.12.1) \) holds. \( \square \)

Notes and Historical Remarks. Since the history of the Tauberian number theorems and Tauberian theorems are intertwined, we discussed this history in the last section. The proof in this section is from Ingham’s 1945 paper [333]. Ingham’s theorem is a strengthening of results of much earlier results of Landau [422, 423]. Motivated by Landau but not knowing of Ingham, arguments close to Ingham’s were rediscovered by Levinson [440].
Chapter 7

Bonus Chapter: Unbounded Self-adjoint Operators

The aim of science is to seek the simplest explanations of complex facts. We are apt to fall into the error of thinking that the facts are simple because simplicity is the goal of our quest. The guiding motto in the life of every natural philosopher should be, “Seek simplicity and distrust it.”

—A. N. Whitehead (1861-1947) [753]


The spectral theorem is so successful at helping us understand bounded self-adjoint operators that it is natural to see wider venues for its application. Moreover, the center of analysis is the differential and integral calculus. While integral operators have occurred earlier, differential operators are conspicuous in their absence. In this chapter, we give up boundedness of operators and develop a theory that applies to some important class of ordinary and partial differential operators. This introductory section will not be precise because it will explain the precise definitions we eventually use.

The first conceptual leap we face concerns domains of definition. The Hellinger–Toeplitz theorem (Theorem 5.4.18 of Part 1) says that if $A : \mathcal{H} \rightarrow \mathcal{H}$ is a linear map on Hilbert space with

$$\langle \varphi, A\psi \rangle = \langle A\varphi, \psi \rangle \quad (7.0.1)$$

for all $\varphi, \psi \in \mathcal{H}$, then $A$ is bounded. Since we want (7.0.1) to hold in some sense to consider $A$ to be self-adjoint, we will need to define $A$ not on all of $\mathcal{H}$ but only on a dense subspace. Of course, this shouldn’t be surprising. If $\varphi \in L^2(\mathbb{R}^\nu, d^\nu x)$ and we wish to make sense of $\Delta \varphi$, we already know we’ll want $\Delta \varphi$ to be the distributional derivative. But there is no reason that this distribution derivative lies in $L^2$. In fact, we’ll eventually show $\Delta$ on $\{\varphi \in L^2 \mid \Delta \varphi \in L^2 \text{ (distributional derivative)}\}$ is a self-adjoint operator and that this domain is only a subset of $L^2$.

The lodestone in deciding what self-adjoint should mean is the spectral theorem. Let $\mu$ be a measure on $\mathbb{R}$ whose support may not bounded. Thus, $\varphi \in L^2(\mathbb{R}, d\mu)$ may not imply $\int x^2|\varphi(x)|^2 \, d\mu(x) < \infty$. The “natural” domain for $x$ is

$$D(x) \equiv \left\{ \varphi \left| \int (1 + |x|^2)|\varphi(x)|^2 \, d\mu(x) < \infty \right. \right\} \quad (7.0.2)$$

Thus, the “right” definition of self-adjoint is an operator, $A$, unitarily equivalent to a direct sum of such multiplication operators (of course, we’ll have
to decide how to define the domain of such a direct sum. Giving this definition and proving the spectral theorem will be one major high point of the chapter.

There are two different subtleties connected to choice of domain. $D(x)$ in (7.0.2) is a kind of maximal domain on which $x$ can be defined. But one might as naturally take $D(x)$ to be $C^\infty_0(\mathbb{R})$, the $C^\infty$-functions of compact support, or $S(\mathbb{R})$ or various smaller domains than $D(x)$ which, intuitively, one might think are just as good. This issue will be addressed by the notion of operator closure. Given an operator, $A$, obeying (7.0.1) for all $\varphi, \psi \in D(A)$, there will be a natural “closed” operator, $B$, which extends $A$ to a bigger domain. For multiplication by $x$ on $C^\infty_0(\mathbb{R})$ or $S(\mathbb{R})$ in the above $L^2(\mathbb{R}, d\mu)$ setup, the closure will be multiplication $x$ on $D(x)$. Once we have a proper definition for “self-adjoint,” we’ll call $A$ “essentially self-adjoint” if the closure of $A$ is self-adjoint.

There is a second subtlety involving boundary conditions, illustrated most dramatically in the following. As a preliminary, we note that whatever the spectrum of an unbounded operator is, we expect the spectrum of multiplication by $x$ in (7.0.2) is a kind of maximal domain on which $x$ can be defined. But one might as naturally take $D(x)$ to be $C^\infty_0(\mathbb{R})$, the $C^\infty$-functions of compact support, or $S(\mathbb{R})$ or various smaller domains than $D(x)$ which, intuitively, one might think are just as good. This issue will be addressed by the notion of operator closure. Given an operator, $A$, obeying (7.0.1) for all $\varphi, \psi \in D(A)$, there will be a natural “closed” operator, $B$, which extends $A$ to a bigger domain. For multiplication by $x$ on $C^\infty_0(\mathbb{R})$ or $S(\mathbb{R})$ in the above $L^2(\mathbb{R}, d\mu)$ setup, the closure will be multiplication $x$ on $D(x)$. Once we have a proper definition for “self-adjoint,” we’ll call $A$ “essentially self-adjoint” if the closure of $A$ is self-adjoint.

**Example 7.0.1.** We want to look at $\frac{1}{i} \frac{d}{dx}$ on $L^2([0,1], dx)$ with various boundary conditions. We let $D_{\text{max}} = \{ f \text{ on } [0,1] | f(x) = a + \int_0^x g(y) dy \text{ for some } g \in L^2([0,1], dx) \}$. We define $A_{\text{max}} f = -ig$. We’ll let $A_0 = A_{\text{max}} \upharpoonright \{ f \in D_{\text{max}} \upharpoonright f(0) = 0 \}$, that is, $D(A_0) = \{ f \in D_{\text{max}} \upharpoonright f(0) = 0 \}$. Here is the shocker: $\sigma(A_{\text{max}}) = \mathbb{C}$, $\sigma(A_0) = \emptyset$!

For given $\lambda \in \mathbb{C}$, $f(x) = e^{i\lambda x}$ lies in $D_{\text{max}}$ and $A_{\text{max}} f = \lambda f$, that is, every $\lambda \in \mathbb{C}$ is an eigenvector. Whatever precise definition of $\sigma(A)$ we take, eigenvalues must be in the spectrum, so $\sigma(A_{\text{max}}) = \mathbb{C}$. On the other hand, given $\lambda \in \mathbb{C}$, let

$$
(K\lambda g)(x) = i \int_0^x e^{i\lambda(x-y)} g(y) dy \tag{7.0.3}
$$

Then clearly, $K\lambda g \in D(A_0)$, and by an easy calculation, $(A_0 - \lambda)K\lambda g = g$. By an integration by parts, if $g \in D(A_0)$, then $K\lambda (A_0 - \lambda)g = g$. Thus, $A_0 - \lambda$ has a two-sided inverse so, as claimed, $\sigma(A_0) = \emptyset$!

Of course, neither $A_{\text{max}}$ nor $A_0$ obeys (7.0.1) for all $\varphi, \psi$ in their domain. We eventually see that associated to $A_{\text{max}}$ are a one-parameter family of self-adjoint operators, $A_\theta$, with

$$
D(A_\theta) = \{ f \in D_{\text{max}} \upharpoonright f(1) = e^{i\theta} f(0) \}
$$

and $A_\theta = A_{\text{max}} \upharpoonright D(A_\theta)$. We also note that if $A_{00}$ has $D(A_{00}) = \{ f \in D_{\text{max}} \upharpoonright f(0) = f(1) = 0 \}$, then $A_{00}$ has (7.0.1) for all $\varphi, \psi$ in their domain, but it will not obey the condition we need for self-adjointness. Self-adjointness will
require a juggling act with boundary conditions: too few as with $A_{\text{max}}$ and (7.0.1) fails. Too many, as with $A_{00}$, and we don’t get the spectral theorem. Indeed, $\sigma(A_{00}) = \mathbb{C}$ also, as we’ll eventually see (Example 7.1.6).

Section 7.1 will spell out the basic definitions—graphs of operators will be a central notion. Operators obeying (7.0.1) for all $\varphi, \psi$ in their domain will be called Hermitian. Every such operator, $A$, will have an adjoint, $A^*$, suitably defined. $D(A) \subset D(A^*)$ and $A^* \upharpoonright D(A) = A$. The self-adjoint operators will be those with $A = A^*$. We’ll prove that $A$ is self-adjoint if and only if $\text{Ran}(A \pm i) = \mathcal{H}$—this fundamental criterion will be central to the remainder of the chapter.

Section 7.2 will prove the spectral theorem for self-adjoint operators. Once we know a self-adjoint operator, $A$, is a multiplication operator, we can define $F(A)$ for any bounded Borel function $F: \mathbb{R} \to \mathbb{C}$ and $F(A)$ will be a bounded operator. In particular, we can define $U_t = e^{-itA}$ for all $t \in \mathbb{R}$ and it will be a family of unitaries obeying $U_{t+s} = U_t U_s, U_0 = 1$, and $t \mapsto U_t$ is strongly continuous. Stone’s theorem, the goal of Section 7.3, will prove the converse: every such family of unitaries defines a self-adjoint operator.

Section 7.4 will look at which Hermitian operators have self-adjoint extensions and classify them, while Sections 7.5 and 7.6 will discuss methods of proving certain operators, especially differential operators, are self-adjoint. Sections 7.7–7.9 discuss further developments.

7.1. Basic Definitions and the Fundamental Criterion for Self-adjointness

In this section, we’ll define closed operators and operator closure and then self-adjoint and essentially self-adjoint. We’ll state the fundamental criterion for self-adjointness and use it to prove a basic perturbation result, the Kato–Rellich theorem. As an example, we prove Kato’s theorem on the essential self-adjointness of atomic Hamiltonians in quantum mechanics, one of the signature results of modern mathematical physics.

**Definition.** An *unbounded operator*, $A$, on a Hilbert space, $\mathcal{H}$, is a dense subspace, $D(A)$, the *domain* of $A$, and a linear map $A: D(A) \to \mathcal{H}$. The *graph*, $\Gamma(A)$, is the subspace of $\mathcal{H} \times \mathcal{H}$

$$\Gamma(A) = \{(\varphi, A\varphi) \mid \varphi \in D(A)\}$$

(7.1.1)

**Remarks.** 1. In (7.1.1), do not confuse $(\varphi, A\varphi)$, the ordered pair in $\mathcal{H} \times \mathcal{H}$ with $\langle \varphi, A\varphi \rangle$, the inner product.

2. $A$ can be bounded, so we should really say “perhaps unbounded operator.” We don’t want to just use “operator” since we’ve earlier implicitly used it for bounded operators.
3. \( \Gamma(A) \) is a subspace, \( S \), of \( \mathcal{H} \times \mathcal{H} \) with two properties, \( \pi_1: (\varphi, \psi) \mapsto \varphi \):
   (a) \( \pi_1[S] \) is dense \hfill (7.1.2)
   (b) \( \pi_1(s_1) = \pi_1(s_2) \Rightarrow s_1 = s_2 \), i.e., \( \pi_1 \upharpoonright S \) is injective \hfill (7.1.3)

A subset, \( S \), is called the \textit{graph of an operator} if it obeys (a), (b). It is then \( \Gamma(B) \) for a unique operator \( B \).

4. At times, we will drop the requirement that \( D(B) \) is dense. We’ll then refer to “perhaps not densely defined operator.” In such a case, it may be useful to think of \( B \) as a densely defined operator on the Hilbert (sub)space, \( \overline{D(B)} \).

**Definition.** An (unbounded) operator, \( A \), is called \textit{Hermitian} (aka \textit{symmetric}) if and only if
\[
\langle \varphi, A \psi \rangle = \langle A \varphi, \psi \rangle
\]
for all \( \varphi, \psi \in D(A) \).

Since our Hilbert spaces are complex, polarization shows
\[
A \text{ Hermitian} \iff \langle \varphi, A \varphi \rangle \in \mathbb{R} \text{ for all } \varphi \in D(A) \quad (7.1.5)
\]

A Hermitian implies, for \( x, y \in \mathbb{R} \) and \( \varphi \in D(A) \),
\[
\langle iy\varphi, (A-x)\varphi \rangle + \langle (A-x)\varphi, iy\varphi \rangle = 0
\]
so
\[
A \text{ Hermitian, } \varphi \in D(A), \ z = x + iy \in \mathbb{C}
\Rightarrow \|A - (x + iy)\| \varphi \| = \|A - x\| \varphi \| + |y| \| \varphi \| \quad (7.1.7)
\]

**Definition.** An operator, \( A \), is called \textit{positive} (written \( A \geq 0 \)) if
\[
\varphi \in D(A) \Rightarrow \langle \varphi, A \varphi \rangle \geq 0
\]

The number
\[
\inf_{\varphi \in D(A), \| \varphi \| = 1} \langle \varphi, A \varphi \rangle \equiv \gamma(A) \quad (7.1.9)
\]

is called the \textit{lower bound} of \( A \). If \( A + c \geq 0 \) for some \( c \in (0, \infty) \), we say \( A \) is \textit{bounded below} or \textit{semibounded}. \( \gamma \) is still defined by (7.1.9) but now can be negative.

By polarization (and the fact the our Hilbert spaces are complex), positive \( \Rightarrow \) Hermitian. If \( x \leq 0 \) and \( A \geq 0 \),
\[
\| (A-x) \varphi \|^2 = \| A \varphi \|^2 + |x|^2 \| \varphi \|^2 - 2x \langle \varphi, A \varphi \rangle \geq \| A \varphi \|^2 + |x|^2 \| \varphi \|^2
\]

Thus,
\[
A \geq 0, \ \varphi \in D(A), \ \text{Re} z \leq 0 \Rightarrow \| (A - z) \varphi \|^2 \geq \| A \varphi \|^2 + |z|^2 \| \varphi \|^2
\]

(7.1.10)
**Definition.** An (unbounded) operator, $A$, is called **closed** if and only if $\Gamma(A)$ is closed. $A$ is called **closable** if and only if $\overline{\Gamma(A)}$ is the graph of an operator, then called its closure, $\overline{A}$, that is,

$$\Gamma(\overline{A}) = \overline{\Gamma(A)} \quad (7.1.12)$$

If $A$ is a closed operator, $D_0 \subset D(A)$ and $\overline{A \upharpoonright D_0} = A$, we say $D_0$ is a core for $A$.

For a bounded operator, $A$, its adjoint is defined by

$$\langle A^* \eta, \varphi \rangle = \langle \eta, A \varphi \rangle \quad (7.1.13)$$

We’ll define adjoint by requiring (7.1.13) for the maximal set of $\eta$’s.

**Definition.** Let $A$ be an (unbounded) operator. $A^*$, the **adjoint** of $A$, is the perhaps not densely defined operator with

$$D(A^*) = \{ \eta \mid \exists c \text{ so that } |\langle \eta, A \varphi \rangle| \leq c \| \varphi \| \text{ all } \varphi \in D(A) \} \quad (7.1.14)$$

If $\eta \in D(A^*)$, $A^* \eta$ is the unique vector so that (7.1.13) holds.

**Definition.** If $A, B$ are two (unbounded) operators, we say $B$ is an **extension** of $A$, written $A \subseteq B$ if and only if

$$D(A) \subset D(B) \quad \text{and} \quad B \upharpoonright D(A) = A \quad (7.1.15)$$

Equivalently,

$$A \subseteq B \iff \Gamma(A) \subseteq \Gamma(B) \quad \text{(subspace containment)} \quad (7.1.16)$$

Notice

$$A \text{ is Hermitian } \iff A \subset A^* \quad (7.1.17)$$

**Definition.** $A$ is called **self-adjoint** if and only if $A = A^*$. $A$ is called **essentially self-adjoint** (esa) if and only if $A$ is closable and $\overline{A}$ is self-adjoint.

If $B$ is self-adjoint, $D(A) \subset D(B)$ so $\overline{B \upharpoonright D(A)} = B$, that is, $D(A)$ is a core for $B$; we also call it a **domain of essential self-adjointness**.

There is a deep connection between adjoints and closability of operators. It depends on its map $J: \mathcal{H} \times \mathcal{H} \to \mathcal{H} \times \mathcal{H}$ by

$$J(\eta, \psi) = (\psi, -\eta) \quad (7.1.18)$$

**Theorem 7.1.1.** Let $A$ be an (unbounded) operator on a Hilbert space, $\mathcal{H}$. Then

(a) $\Gamma(A^*) = J[\Gamma(A)\perp] = [J(\Gamma(A))]\perp \quad (7.1.19)$

(b) Let $A$ be a perhaps not densely defined operator. Then $\pi_1 \upharpoonright J[\Gamma(A)\perp]$ is one–one if and only if $D(A)$ is dense.
(c) A is closable if and only if $A^*$ is densely defined, and in that case, $A^*$ is closed and

$$\bar{A} = (A^*)^*$$ \hfill (7.1.20)

In particular, any Hermitian operator is closable.

(d) If $A$ is closable, then

$$A^* = A^{**} = A^{5*} = \ldots, \quad A^{**} = A^{4*} = \ldots$$ \hfill (7.1.21)

**Remark.** Thus, $A \text{esa} \iff A^* = A^{**}$ \hfill (7.1.22)

**Proof.** (a) Since $J$ is unitary, we have the second equality in (7.1.19). We note that

$$J(\eta, \psi) \in \Gamma(A) \perp \iff \forall \varphi \in D(A), \quad \langle \psi, \varphi \rangle + \langle -\eta, A\varphi \rangle = 0$$

$$\iff \eta \in D(A^*) \text{ and } A^*\eta = \psi$$

$$\iff (\eta, \psi) \in \Gamma(A^*)$$

(b) As we’ve just seen,

$$(\eta, \psi) \in J[\Gamma(A)] \perp \iff \forall \varphi \in D(A), \quad \langle \eta, A\varphi \rangle = \langle \psi, \varphi \rangle$$

Thus, $\eta$ determines a unique $\psi$ ($\eta = 0$ is always possible) if and only if $D(A) \perp = \{0\}$ if and only if $D(A)$ is dense.

(c) Since $J^2 = -1$ leaves subspaces fixed,

$$\overline{\Gamma(A)} = \Gamma(A) \perp \perp = J[J[\Gamma(A)] \perp] \perp = J[\Gamma(A^*)] \perp \perp$$ \hfill (7.1.23)

By (b), $\overline{\Gamma(A)}$ obeys (7.1.22) if and only if $D(A^*)$ is dense. Since $\Gamma(A) \subset \overline{\Gamma(A)}$, $D(A) = \pi_1[\Gamma(A)] \subset \pi_1[\overline{\Gamma(A)}]$. $\overline{\Gamma(A)}$ always obeys (7.1.12).

Since $\Gamma(A^*) = [J\Gamma(A)] \perp$, $A^*$ is always closed (if densely defined) and, by (7.1.23), we have (7.1.20). The final assertion follows from $D(A) \subset D(A^*)$, so $D(A^*)$ is dense.

(d) We have just seen that if $B$ is closable, $B = B^{**}$, which implies (7.1.7) given (c). \hfill \Box

Thus, $A$ Hermitian implies

$$A \subset \bar{A} = A^{**} \subset A^*$$ \hfill (7.1.24)

We’ll later see (see Section 7.4) that if $A$ has self-adjoint extensions, then $D(\bar{A})$ has even codimension, $2\ell$, in $D(A^*)$ ($\ell$ may be $\infty$), and the self-adjoint extensions, $B$, lie “exactly” in between in that $D(B)/D(\bar{A})$ and $D(A^*)/D(B)$ are each of dimension $\ell$. Since $A \subset B$, we have that $B^* \subset A^*$, it can happen that $A$ has self-adjoint extensions, indeed,

$$B \text{ a self-adjoint extension of } A \Rightarrow A \subset \bar{A} \subset B = B^* \subset A^*$$ \hfill (7.1.25)
Since $(A^*)^* = \bar{A}$, the definition of * provides the following characterization of $\bar{A}$:

**Theorem 7.1.2.** Let $A$ be a Hermitian operator. Then $\varphi \in D(\bar{A})$ if and only if $\varphi \in D(A^*)$ and

$$\forall \psi \in D(A^*): \langle \varphi, A^*\psi \rangle = \langle A^*\varphi, \psi \rangle$$

(7.1.26)

**Corollary 7.1.3.** Let $A$ be a closed Hermitian operator. Let $\varphi, \psi \in D(A^*)$ so that (7.1.26) fails. Then $\varphi, \psi \not\in D(A)$. If also $\langle \psi, A^*\psi \rangle$ and $\langle \varphi, A^*\varphi \rangle$ are real, then $\varphi, \psi$ are linearly independent in $D(A^*)/D(A)$.

**Proof.** If $\varphi \in D(A)$, (7.1.26) holds so we see that if (7.1.26) fails then $\varphi \not\in D(A)$. Since (7.1.26) is symmetric in $\varphi$ and $\psi$, $\psi \not\in D(A)$ also. If $\varphi, \psi$ are linearly dependent in $D(A^*)/D(A)$, then there are $c, d \in \mathbb{C}$, $(c, d) \neq (0, 0)$ and $\eta \in D(A)$ so $c\varphi + d\psi + \eta = 0$. Without loss, one can suppose $c = 1$ or $d = 1$. If $c = 1$, $\varphi = -d\psi - \eta$, so

$$\langle \varphi, A^*\psi \rangle - \langle A^*\varphi, \psi \rangle = -\bar{d}[\langle \psi, A^*\psi \rangle - \langle A^*\psi, \psi \rangle] = 0$$

so (7.1.26) holds. The case for $d = 1$ is similar. □

**Example 7.1.4** (Nonclosable Operator). Let $\ell$ be a densely defined not bounded linear functional on $\mathcal{H}$, for example, if $\{\varphi_n\}_{n=1}^\infty$ is an orthonormal basis, define $\ell$ with

$$D(\ell) = \left\{ \sum_{n=1}^\infty \alpha_n \varphi_n \mid \sum_{n=1}^\infty |\alpha_n| < \infty \right\}$$

(7.1.27)

with

$$\ell\left( \sum_{n=1}^\infty \alpha_n \varphi_n \right) = \sum_{n=1}^\infty \alpha_n$$

(7.1.28)

Define $A$ with $D(A) = D(\ell)$ and

$$A\varphi = \ell(\varphi)\varphi_1$$

(7.1.29)

Then

$$\langle \eta, A\varphi \rangle = \eta_1 \ell(\varphi)$$

(7.1.30)

$\eta \in D(A^*) \Leftrightarrow \varphi \mapsto \eta_1 \ell(\varphi)$ is bounded. If $\eta_1 \neq 0$, $\ell$ is not bounded. Thus,

$$D(A^*) = \{ \eta \mid \eta_1 = 0 \} = \{ \eta \mid \langle \varphi_1, \eta \rangle = 0 \}$$

is not dense and $A$ is not closable.

By the algebraic Hahn–Banach theorem (see Problem 11 of Section 5.5 of Part 1), $\ell$ has an extension to a linear functional on all of $\mathcal{H}$, so $D(A)$ can be $\mathcal{H}$, while $D(A^*)$ is not dense and $\Gamma(A)$ is not closed. (By the closed graph theorem, see Theorem 5.4.17 of Part 1, $A$ defined on $\mathcal{H}$ is closed if and only if $A$ is bounded.) □
Example 7.1.5 (Multiplication Operators). Let $\mathcal{H} = L^2(M, d\nu)$ for some ($\sigma$-finite) separable, measurable space. Let $F: M \to \mathbb{R}$ be a measurable function which is not in $L^\infty$. Define

$$D(A) = \{ \varphi \in \mathcal{H} \mid F\varphi \in L^2 \}, \quad (A\varphi)(x) = F(x)\varphi(x) \quad (7.1.31)$$

It is easy to see that $D(A)$ is dense, since $\bigcup_{k=1}^\infty \{ x \mid |F(x)| \leq k \} = M$. Suppose $(\eta, \psi) \in \Gamma(A^*)$. Then

$$\left| \int \eta(x) F(x)\varphi(x) d\mu(x) \right| \leq \|\psi\|\|\varphi\| \quad (7.1.32)$$

It follows that $\varphi \mapsto \int \eta F\varphi d\mu$ extends to a unique (bounded) linear functional on $\mathcal{H}$ (since $D(A)$ is dense), that is, $\hat{\eta} \in L^2$ and $\hat{\psi} = \hat{F}\eta$. Therefore, $(\eta, \psi) \in \Gamma(A^*) \iff \eta \in D(A)$ and $\psi = F\eta$. Thus, $A = A^*$ and these maximally defined multiplication operators are self-adjoint.

Of course, an example of special interest, given our expectations for the spectral theorem, is $M = \mathbb{R}$, $\nu = \mu$, and $F(x) = x$. But there are others.

For example, $\psi(k) \mapsto k^2\eta(k)$ defines a self-adjoint operator. Thus, since Fourier transform is unitary and the distributional derivative of $\psi$, $\hat{\Delta}\psi = k^2\hat{\psi}$, if

$$D(A) = \{ \psi \in L^2 \mid \Delta\psi \in L^2 \}, \quad A\psi = -\Delta\psi \quad (7.1.33)$$

then $A$ is self-adjoint. The same argument works for any constant coefficient partial differential operators, $P(\partial)$, which is formally self-adjoint, that is, $P(ik)$ is real for all $k$.

It is easy to show (Problem 1) that $C_0^\infty(\mathbb{R}^\nu)$ is a core for any such $P(\partial)$. \hfill $\square$

Example 7.1.6 ($i^{-1} \frac{d}{dx}$ on $L^2([0, 1], dx)$). Let $D(A) = C_0^\infty([0, 1])$, that is, $C^\infty$-functions supported in $(0, 1)$, and $Af = -if'$. Then one can show (Problem 4(a)) that if

$$Q = \{ f \in L^2([0, 1], dx) \mid f' \in L^2 \text{(distributional derivative)} \} \quad (7.1.34)$$

then any $f \in Q$ is a continuous function on $[0, 1]$ and (Problem 4(b)) $A$ is Hermitian and so closable with

$$D(\bar{A}) = \{ f \in Q \mid f(0) = f(1) = 0 \} \quad (7.1.35)$$

and $\bar{A}f = -if'$. Moreover (Problem 4(c))

$$D(A^*) = Q, \quad A^* f = -if' \quad (7.1.36)$$

For each $\beta \in \partial\mathbb{D}$, let

$$D(A_\beta) = \{ f \in D(A^*) \mid f(1) = \beta f(0) \} \quad (7.1.37)$$

Then (Problem 4(d)), $A^* \upharpoonright D(A_\beta)$ is self-adjoint. In this example, we see $\hat{A}$ has many self-adjoint extensions. We’ll see later (Theorem 7.4.1) this is...
the general rule: if a Hermitian operator \( A \) is not essentially self-adjoint, it either has no self-adjoint extension or uncountably many. We’ll also see (Example 7.3.4) that in this example, \( \{ A_\beta \}_{\beta \in \partial D} \) describes all self-adjoint extensions of \( A \). □

The following shows why closed operators are natural and why (7.1.7) plays an important role in the theory of Hermitian self-adjoint operators (take \( B = A - z \) with \( D(B) = \equiv D(A) \), \( A \) Hermitian and \( \text{Im} z \neq 0 \)).

**Proposition 7.1.7.** Let \( B \) be a densely defined operator on a Hilbert space, \( \mathcal{H} \), so that for some \( \varepsilon > 0 \) and all \( \varphi \in D(B) \),

\[
\| B \varphi \| \geq \varepsilon \| \varphi \| \tag{7.1.38}
\]

Then \( B \) is closed if and only if \( \text{Ran}(B) \) is closed.

**Proof.** Let \( \pi_2 : \mathcal{H} \times \mathcal{H} \to \mathcal{H} \) by \( \pi_2((\eta, \psi)) = \psi \). Then for all \( (\varphi, \psi) \in \Gamma(B) \), we have, by (7.1.38),

\[
\| \psi \| \leq \|(\varphi, \psi)\|_{\mathcal{H} \times \mathcal{H}} \leq (1 + \varepsilon^{-1}) \| \psi \| \tag{7.1.39}
\]

since \( (\varphi, \psi) \in \Gamma(B) \Rightarrow \| \psi \| \geq \varepsilon \| \varphi \| \Rightarrow \| \varphi \| \leq \varepsilon^{-1} \| \psi \| \). Thus, \( \pi_2 \) is a bijection of \( \Gamma(B) \) and \( \text{Ran}(B) \) and \( \| \pi_2(\cdot) \|_{\mathcal{H}} \) and \( \| \cdot \|_{\mathcal{H} \times \mathcal{H}} \) are equivalent norms. \( \Gamma(B) \) is complete if and only if \( \text{Ran}(B) \) is complete. And completeness of a subspace of a Hilbert space is equivalent to that subspace being closed. □

**Definition.** Let \( B \) be a closed operator on a Hilbert space, \( \mathcal{H} \). We say \( z \in \rho(B) \), the *resolvent* set of \( B \), if and only if there is a *bounded* operator \( C \) so that \( \text{Ran}(C) \subset D(B) \) and

\[
\varphi \in \mathcal{H} \Rightarrow (B - z)C\varphi = \varphi, \quad \varphi \in D(B) \Rightarrow C(B - z)\varphi = \varphi \tag{7.1.40}
\]

\( \mathbb{C} \setminus \rho(B) \) is called the *spectrum* of \( B \). Thus, \( B - z \) is a bijection of \( D(B) \) and \( \mathcal{H} \) and \( C \) is its inverse.

If \( z, w \in \rho(B) \), it is easy to see that

\[
(B - z)^{-1} - (B - w)^{-1} = (z - w)(B - z)^{-1}(B - w)^{-1} \tag{7.1.41}
\]

often called the *first resolvent equation* (for \( \text{Ran}(B - w)^{-1} \subset D(B) \) so we can insert \( B \)'s in between the two \((\ldots)^{-1} \) on the right so \( (z - w) = [(B - w) - (B - z)] \)).

Notice that \( (B - z)C\varphi = \varphi \) for all \( \varphi \) implies \( \text{Ran}(B - z) = \mathcal{H} \) if \( z \in \rho(B) \). Notice also that, by (7.1.7) and (7.1.11), we have

\[
A \text{ Hermitian}, \quad \text{Im} z \neq 0 \Rightarrow \text{Ran}(A - z) \text{ is closed} \tag{7.1.42}
\]

\[
A \geq 0, \quad \text{Re} z < 0 \Rightarrow \text{Ran}(A - z) \text{ is closed} \tag{7.1.43}
\]
Now let $A$ be Hermitian. For $z \in \mathbb{C} \setminus \mathbb{R}$ or $z \in \mathbb{C} \setminus [0, \infty)$ when also $A \geq 0$, we define the deficiency index

$$d(z) = \dim[\text{Ran}(A - z)]^\perp = \dim[\text{Ker}(A^* - \bar{z})]$$  \hspace{1cm} (7.1.44)

The second equality follows from

$$\forall \varphi \in D(A), \langle \psi, (A - z)\varphi \rangle = 0 \iff \psi \in D(A^*) \text{ and } \langle (A^* - \bar{z})\psi, \varphi \rangle = 0$$

$$\iff \psi \in D(A^*) \text{ and } (A^* - \bar{z})\psi = 0$$  \hspace{1cm} (7.1.45)

since $D(A)$ is dense. We are heading towards the next signpost:

**Theorem 7.1.8.** Let $A$ be Hermitian. There are two (but not necessarily different) nonnegative integers $d_{\pm}$ so

$$\pm \text{Im} \ z > 0 \Rightarrow d(z) = d_{\pm}$$  \hspace{1cm} (7.1.46)

If also $A \geq 0$, then $d_+ = d_-$ and $d(-x) = d_+$ if $x > 0$.

To prove this, we use

**Lemma 7.1.9.** (a) If $V, W$ are two closed subspaces with $V \cap W = \{0\}$, then

$$\dim(V) \leq \dim(W^\perp)$$  \hspace{1cm} (7.1.47)

(b) If $A$ is Hermitian, $\text{Im} \ z \neq 0$, then

$$|z - w| < \text{Im} \ z \Rightarrow d(w) \leq d(z)$$  \hspace{1cm} (7.1.48)

(c) If $A \geq 0$, $\text{Re} \ z < 0$, then

$$|z - w| < |z| \Rightarrow d(w) \leq d(z)$$  \hspace{1cm} (7.1.49)

**Proof.** (a) If $\dim(W^\perp)$ is infinite, there is nothing to prove. So suppose $\dim(W^\perp) = \ell < \infty$ and let $\psi_1, \ldots, \psi_\ell$ be an orthonormal basis. If $\dim(V) > \ell$, the map $T: V \to \mathbb{C}^\ell$ by $T(\varphi_j) = \langle \psi_j, \varphi \rangle$ has a nonzero kernel, that is, $\exists \varphi \in V \cap (W^\perp)^\perp = V \cap W$ with $\varphi \neq 0$, violating the assumption that $V \cap W = \{0\}$.

(b) By (a), it suffices to show that if

$$W = \text{Ran}(A - z), \quad V = \text{Ker}(A^* - \bar{w})$$  \hspace{1cm} (7.1.50)

then $W \cap V = \{0\}$. Let $\eta \in W \cap V$. Then for some $\varphi \in D(A),$

$$\eta = (A - z)\varphi$$  \hspace{1cm} (7.1.51)

By (7.1.7),

$$\|\eta\| \geq |\text{Im} \ z|\|\varphi\|$$  \hspace{1cm} (7.1.52)

Since $(A^* - \bar{w})\eta = 0$, $(A^* - \bar{z})\eta = (\bar{w} - \bar{z})\eta$. Thus,

$$\|\eta\|^2 = \langle \eta, (A - z)\varphi \rangle = \langle (A^* - \bar{z})\eta, \varphi \rangle = (\bar{w} - \bar{z})\langle \eta, \varphi \rangle$$  \hspace{1cm} (7.1.53)
so, by the Schwarz inequality and (7.1.6),
\[ ||\eta||^2 \leq |\bar{w} - \bar{z}| \|\eta\| \|\varphi\| \leq |w - z| |\text{Im} z|^{-1} \|\eta\|^2 \]  
(7.1.54)
This is only consistent with \( |w - z| < |\text{Im} z| \) if \( \|\eta\| = 0 \), that is, \( W \cap V = \{0\} \).
(c) the same as (b), except that (7.1.7)/(7.1.52) is replaced by (7.1.11) and
\[ \|\eta\| \geq |z|\|\varphi\| \]  
(7.1.55)
\[ \square \]

**Proof of Theorem 7.1.8** If \( |w - z| < \frac{1}{2}|\text{Im} z| \), then \( \text{Im} w \geq \frac{1}{2}|\text{Im} z| \) so \( |w - z| < |\text{Im} w| \). Thus, by Lemma 7.1.9(b), \( d(z) = d(w) \). A connectedness argument proves \( d(z) \) is constant on \( \mathbb{C}_+ \) and on \( \mathbb{C}_- \). If also \( A \geq 0 \), if \( x < 0 \), \( |z - x| < \frac{1}{2}|x| \Rightarrow |z - x| < |z| \), so again \( d(z) \) is constant on \( D_{\frac{1}{2}|x|}(x) \) which implies \( D(z) \) is constant on \( \mathbb{C} \setminus [0, \infty) \).
\[ \square \]

This implies the most important result of this section:

**Theorem 7.1.10** (Fundamental Criterion for Self-adjointness). Let \( A \) be a closed Hermitian operator. Then \( A = A^* \) if and only if \( d_+ = d_- = 0 \).

**Remark.** If \( A \) is only Hermitian, this result implies that \( A \) is essentially self-adjoint \( \Leftrightarrow d_+ = d_- = 0 \).

**Proof.** Suppose first \( A = A^* \). If \( \varphi \in \text{Ker}(A^* - z) \) with \( \text{Im} z \neq 0 \), then
\[ z\|\varphi\|^2 = \langle \varphi, A\varphi \rangle \text{ is real, so } \|\varphi\|^2 = 0, \text{ that is, } d(z) = 0. \text{ Therefore, } d_+ = d_- = 0. \]

Conversely, suppose \( A \) is closed and Hermitian and \( d_+ = d_- = 0 \). Given \( \varphi \in D(A^*), \) since \( \text{Ran}(A + i) = \mathcal{H} \) (since \( d(-i) = d_+ = 0 \)), find \( \eta \in D(A) \), so
\[ (A + i)\eta = (A^* + i)\varphi \]  
(7.1.56)
But \( A \subset A^* \), so
\[ (A^* + i)(\eta - \varphi) = (A + i)\eta - (A^* + i)\varphi = 0 \]  
(7.1.57)
Thus, \( \eta - \varphi \in \text{Ker}(A^* - i) = \{0\} \) since \( d(i) = d_+ = 0 \). Therefore, \( \varphi = \eta \in D(A) \). We have proven \( D(A^*) \subset D(A) \), so \( D(A^*) = D(A) \) and \( A = A^* \).
\[ \square \]

**Example 7.1.6 (revisited).** \( A^* f = zf \) is the differential equation \( f' = izf \) solved by \( f(x) = e^{izx} \). This lies in \( Q \) for any \( z \in \mathbb{C} \) and it is easy to see (Problem 5) that these are the only solutions. Thus, \( d_+(A) = d_-(A) = 1 \), so \( A \) is not self-adjoint.

An easy integration by parts proves each \( A_\beta \) is Hermitian. Moreover, if \( \beta = e^{i\theta} \) and \( \varphi_\beta(x) = e^{i\beta x} \), then \( D(A_\beta) = D(A) + [\varphi_\beta] \) (i.e., \( D(A_\beta) \) is the unique sum of \( D(A) \) and multiples of \( \varphi_\beta \)). Since \( \text{Ker}(A_\beta + i) = 0 \), \( (A_\beta + i)\varphi_\beta \) must be independent of \( \text{Ran}(A + i) \). Since \( \text{Ran}(A + i)^\perp \) is one-dimensional,
we conclude \( \text{Ran}(A_\beta + i) \) must be all of \( \mathcal{H} \), that is, \( d_+(A_\beta) = d_-(A_\beta) = 0 \), so \( A_\beta \) is self-adjoint.

\[ \square \]

The same argument that led to Theorem 7.1.10 implies

**Theorem 7.1.11.** Let \( A \) be a closed Hermitian operator and

\[ \mathcal{K}_\pm = \text{Ker}(A^* + i) \tag{7.1.58} \]

Then

\[ D(A^*) = D(A) \perp \mathcal{K}_+ \perp \mathcal{K}_- \tag{7.1.59} \]

in the sense that any \( \varphi \in D(A^*) \) can be written uniquely as

\[ \varphi = \varphi_0 + \varphi_+ + \varphi_-, \quad \varphi_0 \in D(A), \ \varphi_\pm \in \mathcal{K}_\pm \tag{7.1.60} \]

Moreover,

\[ A^*(\varphi_0 + \varphi_+ + \varphi_-) = A\varphi_0 + i\varphi_+ - i\varphi_- \tag{7.1.61} \]

\[ \text{Im}\langle (\varphi_0 + \varphi_+ + \varphi_-), A^*(\varphi_0 + \varphi_+ + \varphi_-) \rangle = \|\varphi_+\|^2 - \|\varphi_-\|^2 \tag{7.1.62} \]

**Proof.** If \( \varphi \in D(A^*) \) and \( \psi = (A^* + i)\varphi \), then since \( \text{Ran}(A + i) \) is closed, \( \psi = (A + i)\varphi_0 + \eta \), with \( \eta \in \text{Ran}(A + i)^\perp = \mathcal{K}_+ \). Let \( \varphi_+ = (2i)^{-1}\eta \). Then since \( A^* = i \) on \( \mathcal{K}_+ \), \( (A + i)(\varphi - \varphi_0 - \varphi_+ = 0) \). Therefore, \( \varphi_- \equiv \varphi - \varphi_0 - \varphi_+ \in \mathcal{K}_- \). Thus, any \( \varphi \in D(A^*) \) is such a sum.

To get uniqueness, suppose that

\[ \varphi \equiv \varphi_0 + \varphi_+ + \varphi_- = 0 \tag{7.1.63} \]

Applying \( (A^* + i) \) to this, we get

\[ (A + i)\varphi_0 + 2i\varphi_+ = 0 \tag{7.1.64} \]

Since \( \text{Ran}(A + i) \perp \mathcal{K}_+ \), we conclude \( \varphi_+ = (A + i)\varphi_0 = 0 \). Since \( \text{Ker}(A + i) = 0 \), \( \varphi_+ = \varphi_0 = 0 \) and thus, by (7.1.63), \( \varphi_- = 0 \), so we have uniqueness.

Since \( A^* = \pm i \) on \( \mathcal{K}_\pm \), (7.1.61) is immediate. (7.1.62) is a straightforward calculation (Problem 2) using \( \text{Re}(\langle \eta, \psi \rangle - \langle \psi, \eta \rangle) = 0 \) for all \( \eta, \psi \in \mathcal{H} \) and \( \langle A\varphi_0, \varphi_\pm \rangle = \langle \varphi_0, \pm i\varphi_\pm \rangle \).

We’ll eventually see \( d_+ = d_- \) is very useful when it holds. If \( A \geq 0 \), we’ve already seen that this is true. Here is another situation when it holds.

**Definition.** A *conjugation* on a Hilbert space, \( \mathcal{H} \), is an anti-unitary map \( C: \mathcal{H} \to \mathcal{H} \) so that \( C^2 = 1 \). Anti-unitary maps are defined at the end of Section 3.3 of Part 1.

If \( \{\varphi_n\}_{n=1}^\infty \) is an orthonormal basis, then \( C(\sum_{n=1}^\infty a_n\varphi_n) = \sum_{n=1}^\infty \overline{a_n}\varphi_n \) is a complex conjugation. Every conjugation has this form (Problem 3).
Theorem 7.1.12 (von Neumann’s Conjugation Result). Let $A$ be a closed Hermitian operator and $C$ a complex conjugation on $\mathcal{H}$. If
\[ C[D(A)] \subset D(A), \quad A(C\varphi) = CA\varphi \] (7.1.65)
then $d_+ = d_-$. 

Proof. It is easy to see $C[D(A^*)] \subset D(A^*)$ and $A^*C\psi = CA^*\psi$ and then that $C[Ker(A^* + i)] = Ker(A^* - i)$. □

The simplest application of the fundamental criterion is to show stability of self-adjointness under suitable small perturbations.

Definition. Let $A, B$ be densely defined operators on a Hilbert space, $\mathcal{H}$. We say $B$ is $A$-bounded (aka relatively bounded wrt $A$) if and only if
(i) $D(A) \subset D(B)$;
(ii) For some $\alpha, \beta \in [0, \infty)$ and all $\varphi \in D(A)$, we have
\[ \|B\varphi\| \leq \alpha\|A\varphi\| + \beta\|\varphi\| \] (7.1.66)
The inf over $\alpha$ for which (7.1.66) holds ($\beta$ may be $\alpha$-dependent and may go to $\infty$ as $\alpha \downarrow \inf$) is called the $A$-bound for $B$. Sometimes, if the $A$-bound is 0, we say $B$ is $A$-infinitesimal, aka infinitesimally bounded wrt $A$.

It is easy to show (Problem 6) that if $B$ is closed, it suffices to prove (7.1.66) for $\varphi$ in a core for $A$.

Proposition 7.1.13. Let $A$ be an operator and let $B$ be $A$-bounded with relative bound $\alpha < 1$. Then $A + B$ defined on $D(A)$ is closed if and only if $A$ is closed and the cores for $A$ are exactly the cores for $A + B$.

Proof. Define two norms on $D(A)$:
\[ \|\varphi\|_A = \|A\varphi\| + \|\varphi\| \] (7.1.67)
\[ \|\varphi\|_{A+B} = \|(A + B)\varphi\| + \|\varphi\| \] (7.1.68)
It is easy to see (Problem 7) that $A + B$ is closed if and only if $D(A)$ is complete in $\|\cdot\|_{A+B}$ and cores are exactly those $D_0 \subset D(A)$ dense in $\|\cdot\|_{A+B}$ (or $\|\cdot\|_A$ for cores of $A$).

Suppose for some $\alpha < 1$ and $\varphi \in D(A),
\[ \|B\varphi\| \leq \alpha\|A\varphi\| + \beta\|\varphi\| \] (7.1.69)
Then
\[ \|(A + B)\varphi\| \leq (1 + \alpha)\|A\varphi\| + \beta\|\varphi\| \] (7.1.70)
so
\[ \|\varphi\|_{A+B} \leq [1 + \max(\alpha, \beta)] \|\varphi\|_A \] (7.1.71)
Moreover,
\[\|A\varphi\| \leq \|(A + B)\varphi\| + \|B\varphi\| \leq \|(A + B)\varphi\| + \alpha\|A\varphi\| + \beta\|\varphi\| \] (7.1.72)
so
\[\|A\varphi\| \leq (1 - \alpha)^{-1}\|(A + B)\varphi\| + (1 - \alpha)^{-1}\beta\|\varphi\| \] (7.1.73)
Thus,
\[\|\varphi\|_A \leq \max[(1 - \alpha)^{-1}, (1 - \alpha)^{-1}\beta + 1]\|\varphi\|_{A+B} \] (7.1.74)
Therefore, \(\|\cdot\|_A\) and \(\|\cdot\|_{A+B}\) are equivalent norms. \(D(A)\) is complete in both or neither and the dense subspaces are the same. \(\square\)

**Theorem 7.1.14** (Kato–Rellich Theorem). Let \(A\) be a self-adjoint operator and let \(B\) be \(A\)-bounded with \(A\) bound \(\alpha < 1\). Suppose \(B \upharpoonright D(A)\) is Hermitian. Then \(A + B\) as an operator on \(D(A)\) is self-adjoint. The cores of \(A\) and \(A + B\) are the same.

**Proof.** We begin by noting that (for \(y\) real and \(\varphi \in D(A)\))
\[\|(A + iy)\varphi\|^2 = \|A\varphi\|^2 + y^2\|\varphi\|^2 \] (7.1.75)
With \(\varphi = (A + iy)^{-1}\eta\), this implies
\[\|A(A + iy)^{-1}\| \leq 1, \quad \|(A + iy)^{-1}\| \leq |y|^{-1} \] (7.1.76)
Suppose \(D(A) \subset D(B)\) and
\[\|B\varphi\| \leq \alpha\|A\varphi\| + \beta\|\varphi\| \] (7.1.77)
Applying to \(\varphi = (A + iy)^{-1}\eta \in D(A) \subset D(B)\) and using (7.1.76), we see
\[\|B(A + iy)^{-1}\| \leq \alpha + \beta|y|^{-1} \] (7.1.78)
Since \(\alpha < 1\), we can pick \(y\) so \(\alpha + \beta|y|^{-1} < 1\). Thus,
\[C = 1 + B(A + iy)^{-1} \] (7.1.79)
is invertible. In particular, \(\text{Ran}(1 + C) = \mathcal{H}\). Since \(\text{Ran}(A + iy) = \mathcal{H}\), we see as a map from \(D(A)\) to \(\mathcal{H}\),
\[\text{Ran}((1 + C)(A + iy)) = \mathcal{H} \] (7.1.80)
But
\[(1 + C)(A + iy) = A + iy + B \] (7.1.81)
so \(d_{A+B}(iy) = 0\). Similarly, \(d_{A+B}(-iy) = 0\). By the invariance of \(d_{A+B}(z)\) in each half-plane, \(A + B\) is self-adjoint as an operator on \(A\). The core statement follows from Proposition 7.1.13. \(\square\)
One other significant fact about relatively bounded perturbations with relative bound $\alpha < 1$ is that they preserve semiboundedness:

**Theorem 7.1.15.** Let $A, B$ be Hermitian operators with $A$ self-adjoint and bounded below. If (7.1.69) holds for all $\varphi \in D(A)$ and some $\alpha < 1$, then $A + B$ is bounded below.

**Remark.** Our proof shows that
\[
\gamma(A + B) \geq \gamma(A) - \frac{\beta}{1 - \alpha}
\]

**Proof.** We use the facts that
(1) If $A$ is self-adjoint semibounded, then
\[
\sigma(A) \subset [\gamma(A), \infty)
\]
and $\|A(A - \gamma(A) + c)^{-1}\| \leq 1$ and
\[
\|(A - \gamma(A) + c)^{-1}\| \leq c^{-1}
\]
for any $c > 0$ (see Problem [7(a) of Section 7.2].

(2) If $C$ is self-adjoint and $(-\infty, \gamma) \subset \mathbb{C} \setminus \sigma(C)$, then $C$ is semibounded and
\[
\gamma(C) \geq \gamma
\]
(see Problem [7(b) of Section 7.2].

If $c > 0$, then by (7.1.69), (7.1.83), and (7.1.84),
\[
\|B(A - \gamma(A) + c)^{-1}\| \leq \alpha + \beta c^{-1}
\]
if $c > \beta(1 - \alpha)^{-1}$, then this norm is less than 1, and as in the last proof, $D \equiv 1 + B(A - \gamma(A) + c)^{-1}$ is bounded and invertible (with inverses given by a geometric series). Thus, $(A - \gamma(A) + c)^{-1}D^{-1}$ is an inverse for $A + B - \gamma(A) + c$, so $\sigma(A + B) \subset [\gamma(A) - \beta(1 - \alpha)^{-1}, \infty)$. By (2) above, $A + B$ is semibounded.

The following is related to the Kato–Rellich theorem:

**Theorem 7.1.16.** Let $A$ be a closed symmetric operator and $B$ a symmetric operator which is relatively $A$-bounded with relative bound less than 1. Then
\[
d_\pm(A + B) = d_\pm(A)
\]

**Proof.** Introduce the symbol $C \prec \alpha D$ for arbitrary operators
\[
C \prec \alpha D \Leftrightarrow D(D) = D(C) \& (\varphi \in D(D) \Rightarrow \|C\varphi\| \leq \alpha\|D\varphi\|)
\]

We first claim that $C, D$ closed plus
\[
(C - D) \prec \alpha D \& \alpha < \frac{1}{2} \Rightarrow \text{Ran}(D)^\perp \cap \text{Ran}(C) = \{0\}
\]
For suppose $\varphi \in \text{Ran}(D)^\perp \cap \text{Ran}(C)$ and the left side of (7.1.88) holds. Then $\varphi = C\eta$ for some $\eta \in D(D)$ and
\[
\langle \varphi, \varphi \rangle = \langle \varphi, (D + C - D)\eta \rangle = \langle \varphi, (C - D)\eta \rangle
\]
so by the Schwarz inequality,
\[ \| \varphi \| \leq \|(C - D)\eta\| \leq \alpha \|D\eta\| \] (7.1.90)

On the other hand, since \( D\eta = \varphi - (C - D)\eta \),
\[ \|D\eta\| \leq \|\varphi\| + \|(C - D)\eta\| \leq 2\|(C - D)\eta\| \leq 2\alpha \|D\eta\| \] (7.1.91)
Thus, \( 2\alpha < 1 \Rightarrow \|D\eta\| = 0 \Rightarrow \|\varphi\| = 0 \Rightarrow \varphi = 0 \), proving (7.1.88).

By the argument that led to (7.1.78), if \( B \) is \( A \)-bounded with relative bound \( a \), there is \( Y \in (0, \infty) \) so \( |y| > Y \) implies \( B \prec a(A + iy) \). This plus (7.1.88) plus Lemma 7.1.9 shows that (if \( A, B \) are symmetric)
\[ C \text{ is } A\text{-bounded and } A + C\text{-bounded} \]
with relative bounds \( < \frac{1}{2} \Rightarrow d_\pm(A + C) = d_\pm(A) \). (7.1.92)

By Problem 16 if \( B \) is \( A \)-bounded with relative bound \( \alpha < 1 \), there is \( \gamma \) so that for all \( \lambda \in [0, 1] \), \( B \) is \( A + \lambda B \)-bounded with relative bound \( r_\lambda \leq \gamma \).
Pick \( m \) an integer so that \( m > 2\gamma \) and let \( C = \frac{B}{m} \). Then for \( j = 0, \ldots, m, \)
\( C \) is \( A + \frac{j}{m} B \)-bounded with relative bound less than \( \frac{1}{m} < \frac{1}{2} \). Thus, by (7.1.92),
\[ d_\pm\left( A + \frac{j}{m} B \right) = d_\pm\left( A + \left( \frac{j-1}{m} \right) B \right), \quad j = 1, 2, \ldots, m \] (7.1.93)
which proves (7.1.86).

We turn next to examples, focusing mainly on \( A = -\Delta \) on \( L^2(\mathbb{R}^\nu) \)
and \( B = V(x) \), that is, multiplication by an unbounded function of \( x \). We should note that, often, operator bounded perturbations have relative bound zero and we’ll see that here. One reason for this is that relatively compact perturbations (a notion we’ll define in Section 7.8) also have relative bound zero; see Problem 4 of Section 7.8. This said, we see below if \( \nu \geq 5, B = \) multiplication by \( |x|^{-2} \) is a relatively bounded perturbation of \(-\Delta\) but with nonzero relative bound.

**Example 7.1.17.** Recall Sobolev estimates (see Section 6.3 of Part 3 and Theorem 1.5.10) which in one form say that if
\[ q \leq \infty, \quad \nu = 1, 2, 3 \]
\[ q < \infty, \quad \nu = 4 \] (7.1.94)
\[ q \leq \frac{2\nu}{\nu - 4}, \quad \nu \geq 5 \]
then there is \( c_{q,\nu} \) so for all \( \varphi \in \mathcal{S}(\mathbb{R}^\nu) \), we have
\[ \|\varphi\|_q \leq c_{q,\nu}[\|\Delta\varphi\|_2 + \|\varphi\|_2] \] (7.1.95)
Define $p$ so that $q^{-1} + p^{-1} = \frac{1}{2}$, that is,

\begin{align}
    & p \geq 2, \quad \nu = 1, 2, 3 \\
    & p > 2, \quad \nu = 4 \\
    & p \geq \nu \frac{\nu}{2}, \quad \nu \geq 5
\end{align}

(7.1.96)

Then, by Hölder’s inequality, if $V \in L^p$,

\[ \|V \varphi\|_2 \leq c_{q, \nu} \|V\|_p (\|\Delta \varphi\|_2 + \|\varphi\|_2) \]

(7.1.97)

so multiplication by $V$ is $-\Delta$-bounded.

In fact, the relative bound is zero. For if $p < \infty$ and

\[ V^{(N)}(x) = \begin{cases} V(x) & \text{if } |V(x)| \leq N \\ 0 & \text{if } |V(x)| > N \end{cases} \]

(7.1.98)

then $\|V - V^{(N)}\|_p \to 0$ by the dominated convergence theorem, so for any $\varepsilon$, one can write $V = V_{1, \varepsilon} + V_{2, \varepsilon}$ with $\|V_{1, \varepsilon}\|_p \leq \varepsilon c_{q, \nu}^{-1}$ and $\|V_{2, \varepsilon}\|_{\infty} < \infty$, so

\[ \|V \varphi\|_2 \leq \varepsilon \|\Delta \varphi\|_2 + (\varepsilon + \|V_{2, \varepsilon}\|_{\infty}) \|\varphi\|_2 \]

(7.1.99)

In particular, if $\nu = 3$, $V(x) = |x|^{-1} \in L^2 + L^\infty$, so $|x|^{-1}$ has relative bound zero, proving $-\Delta + |x|^{-1}$, the hydrogen atom Hamiltonian of elementary quantum theory, is essentially self-adjoint on $C_0^\infty(\mathbb{R}^3)$ (and self-adjoint on $D(-\Delta)$). We summarize the above below.

\[ \boxed{\text{Theorem 7.1.18. Let } p \text{ obey (7.1.96). Then multiplication by any } V \in L^p(\mathbb{R}^\nu) + L^\infty(\mathbb{R}^\nu) \text{ is } -\Delta \text{-bounded with relative bound zero and } -\Delta + V \text{ is self-adjoint on } D(-\Delta).} \]

\[ \boxed{\text{Remarks. 1. The above is fine for } V \text{'s going to zero at infinity but not for singular } V \text{'s which are periodic or almost periodic. For example, for } \nu = 3, \text{ one would expect}} \]

\[ V(x) = \sum_{v \in \mathbb{Z}^\nu} |x - v|^{-1} e^{-|x - v|} \]

(7.1.100)

to be $-\Delta$-bounded also. In fact, a localization argument (Problem 8) proves the result below.

2. $(-\Delta)^{-1}$ is convolution with $c_{\nu}|x - y|^{-(\nu - 2)}$ if $\nu \geq 2$ and $(-\Delta)^{-2}$ with $c_{\nu}|x - y|^{-(\nu - 4)}$. There is an alternate to $L^p$-conditions called Stummel conditions. If $\nu > 4$, it is defined by

\[ \lim_{\alpha \downarrow 0} \sup_x \int_{|x - y| \leq \alpha} |V(y)|^2 |x - y|^{-(\nu - 4)} \, dy = 0 \]

(7.1.101)

Such $V$’s are said to lie in the Stummel class, $S_\nu$. $V$’s obeying (7.1.101) are relatively $-\Delta$-bounded with relative bound zero. Conversely, if for some
7.1. Fundamental Criterion for Self-adjointness

$a, b > 0$ and $\delta \in (0, 1)$, one has for all $\varepsilon > 0$ and $\varphi \in D(\Delta)$ that
\[
\|V \varphi\|_2 \leq \varepsilon \|\Delta \varphi\|_2 + a \exp(b\varepsilon^{-\delta})\|\varphi\| \tag{7.1.102}
\]
then $V$ obeys \((\text{7.1.101})\). This is discussed further in the Notes and Problem 9.

Here is the promised result that the reader will prove in Problem 8.

**Definition.** $L^p_u(\mathbb{R}^\nu)$, the uniformly $L^p$-functions, are those $V$ with
\[
\|V\|_{p,u} = \sup_{x \in \mathbb{R}^\nu} \left(\int_{|x-y| \leq 1} |V(y)|^p \, d'y y\right)^{1/p} < \infty \tag{7.1.103}
\]

**Theorem 7.1.19.** Let $p_c = 2$ if $\nu \leq 4$ and $\nu/2$ if $\nu \geq 5$. Then if $V \in L^p_u(\mathbb{R}^\nu)$ with $p > p_c$, then multiplication by $V$ is $-\Delta$-bounded with relative bound zero. If $p = p_c$ and $\nu \neq 4$, multiplication by $V$ is $-\Delta$-bounded.

One defect of the $L^p$-results above is that $p_c$ is $\nu$-dependent. If one wants to consider multiparticle Coulomb quantum Hamiltonians as arise in atomic and molecular physics,
\[
H = \sum_{j=1}^{N} -(2m_j)^{-1}\Delta_j + \sum_{j<k} e_j e_k |r_j - r_k|^{-1} \tag{7.1.104}
\]
on $L^2(\mathbb{R}^{3N})$ with $r \in \mathbb{R}^{3N}$ is written $(r_1, \ldots, r_N)$, $r_j \in \mathbb{R}^3$, and $\Delta_j$ is the Laplacian for $r_j$, then $|r_j - r_k|^{-1} \in L^p_u(\mathbb{R}^n)$ so long as $p < n$, so $p > p_c$ only if $3N/2 < 3$, that is, $N = 1$! Since $r_j - r_k$ is really only a three-dimensional variable, one would expect 3, not $3N$, is the relevant dimension. Tensor product ideas resolve this problem.

**Theorem 7.1.20.** Let $\mathcal{H}_1, \mathcal{H}_2$ be two Hilbert spaces. Let $A$ be self-adjoint on $\mathcal{H}$ and $B$ Hermitian and $A$-bounded. Then $A \otimes 1$ on $\mathcal{H}_1 \otimes \mathcal{H}_2$ with domain the span of $\{\varphi \otimes \psi \mid \varphi \in D(A), \psi \in \mathcal{H}_2\}$ and $(A \otimes 1)(\varphi \otimes \psi) = A\varphi \otimes \psi$ is essentially self-adjoint and the closure of $B \otimes 1$ on $D(A)$ is relatively bounded with respect to $A \otimes 1$ with the same relative bound.

**Remarks.** 1. See Section 3.8 of Part 1 for discussion of tensor products.

2. The straightforward proof is left to the reader (Problem 11).

This result implies (Problem 12) that if $f \in L^p(\mathbb{R}^\nu)$, $p > p_c$, $T: \mathbb{R}^\mu \to \mathbb{R}^\nu$ a linear surjection and $V(x) = f(Tx)$, then $V$ is a relatively bounded perturbation (with relative bound zero) of $-\Delta_{\mathbb{R}^\nu}$ acting on $L^2(\mathbb{R}^\mu)$. Since $(-\Delta_{\mathbb{R}^\nu})^2 \leq (-\Delta_{\mathbb{R}^\mu})^2$, we see $V$ is a relatively bounded perturbation of $-\Delta_{\mathbb{R}^\mu}$ with bound zero. We have thus proven:

**Theorem 7.1.21** (Kato’s Theorem). The Hamiltonian \((7.1.104)\) is essentially self-adjoint on $C^\infty_0(\mathbb{R}^{3N})$. 

---
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Example 7.1.22 \((|x|^{-2} \text{ as a perturbation of } -\Delta)\). It follows from the Stein–Weiss inequality (see Theorem 6.2.2 of Part 3) that if \(\nu \geq 5\) then \(|x|^{-2}(-\Delta + 1)^{-1}\) (where \(|x|^{-2}\) is multiplication by \(|x|^{-2}\)) is bounded on \(L^2\). It follows that \(|x|^{-2}\) is \(\Delta\)–bounded, that is, for some \(\alpha, \beta\) and \(\varphi \in S(\mathbb{R}^n)\),

\[
\| |x|^{-2} \varphi \| \leq \alpha \| \Delta \varphi \| + \beta \| \varphi \| \tag{7.1.105}
\]

In fact (Problem 15), if (7.1.105) holds, then \(\beta = 0\) (same \(\alpha\)) and this implies \(\alpha\) cannot be arbitrarily small. Indeed (see Problem 10 in Section 7.4), the optimal \(\alpha\) is known and is known as Rellich’s inequality. Thus, \(|x|^{-2}\) is \(\Delta\)-bounded but the relative bound is not 0. We’ll show (see Example 7.4.26) that for \(\lambda\) large enough, \(-\Delta - \lambda|x|^{-2}\) is not essentially self-adjoint on \(D(-\Delta)\).

□

Notes and Historical Remarks.

I have often wondered why it took so long for this fundamental question to be answered. As Kato remarks in his Wiener Prize acceptance, the proof is “rather easy.” In modern terminology it is a combination of a Sobolev estimate and the theorem of Kato and F. Rellich on stability of self-adjointness under certain kinds of perturbations. . . . One factor could have been von Neumann’s attitude. V. Bargmann told me of a conversation he had with von Neumann in 1948 in which von Neumann asserted that the multiparticle result was an impossibly hard problem and even the case of hydrogen was a difficult open problem (even though the hydrogen case can be solved by separation of variables and the use of H. Weyl’s 1912 theory, which von Neumann certainly knew!). Perhaps this is a case like the existence of the Haar integral, in which von Neumann’s opinion stopped work by the establishment, leaving the important discovery to the isolated researcher unaware of von Neumann’s opinion. Another factor surely was the Second World War. . . . In his Wiener Prize acceptance, Kato remarks dryly: “During World War II, I was working in the countryside of Japan.” In fact, from a conversation I had with Kato one evening at a conference, it was clear that his experiences while evacuated to the countryside and in the chaos immediately after the war were horrific. He barely escaped death several times, and he caught tuberculosis.

—Barry Simon [131]

The theory of unbounded self-adjoint operators was developed by three young (all turned 26 in 1929, the central year of the birth of the theory) mathematicians, John von Neumann (1903–1954) (his central work was a long paper [720]), Marshall Stone (1903–1989) (he had several papers but his masterpiece was a book [670]), and Aurel Wintner (1903–1958) (also a book [761]). Von Neumann and Wintner were motivated by the development of quantum mechanics and the need to make sense of its mathematics; indeed, some of the theory appeared in von Neumann’s book [723] on the foundations of quantum mechanics. Stone was following up on von Neumann, but his applications and clear exposition had long-lasting impact.

Somewhat earlier, Carleman in his book [102] on singular integral equations, had to cope with unbounded operators and had some partial progress.
Wintner’s work had less impact because he used the language of matrices and the language of operators used by von Neumann and Stone was more flexible. Since the Heisenberg approach to quantum mechanics was matrix-based, von Neumann wrote a paper \cite{721} on the matrix theory and its equivalence to the operator theory.

There are some who feel that Wintner deserves greater credit for foundational work on unbounded operators including the spectral theorem and results on self-adjoint extensions. He was slightly earlier than von Neumann with some of the basic results. Unfortunately, the work was hard for his contemporaries to absorb (see \cite{693}). von Neumann’s clarity of exposition and the scope of his work have resulted in his getting the bulk of the credit for this theory.

von Neumann’s paper had the basics: the notions of closed operators and closure (in terms of sequences rather than graphs) and of self-adjoint (which he attributed to Schmidt), deficiency indices, the spectral theorem and the theory of self-adjoint extensions that we present in Section \ref{sec:7.4} with its consequences for positive operators (he had what we call the Krein extension in Section \ref{sec:7.5}), and for operators commuting with a complex conjugate. It did not have the idea of using graphs to simplify the analysis—that appeared in a 1932 paper of von Neumann \cite{724}.

During the 1927–1930 period, von Neumann developed this theory and its applications to quantum mechanics which included his work on quantum measurement and quantum statistical mechanics. This is an impressive opus for a life’s work, let alone a three-year period. But the remarkable thing is that he was doing a lot of other mathematics at the same time. Among this was his joint work with Wigner on eigenvalue crossing and on embedded bound states, the continuation of his earlier work on the foundations of mathematics (set theory), his founding of the subject of game theory and the first work on the existence of equilibria in economics, and his discovery that the Banach–Tarski paradox was connected to the nonamenability of the rotation group in three or more dimensions.

John von Neumann was born János Neumann in Budapest. His father, a wealthy Jewish banker, purchased a title when János was 10 and eventually, János added the German “von”. János was Johann when he worked in Germany and after coming to the United States became John, universally called Johnny. von Neumann is not related to Carl Neumann (1832–1925), the German mathematician after whom Neumann boundary conditions and Neumann series are named (see the Notes to Section 3.6 of Part 3).

Johnny was a child prodigy and his father arranged tutoring—the stories say that both Szegő and Fekete tutored him and both were very impressed.
He was the ultimate double major. He registered as a math student in Budapest and at the same time studied chemistry, first in Berlin and later in Zürich, returning to Budapest only to ace his math exams. And he didn’t hesitate to discuss math, for example, with Weyl in Zürich when he was officially a chemistry student.

In 1926, von Neumann got a diploma in chemistry from the ETH and a Ph.D. from Budapest for revolutionary work in set theory including formulating the now standard definition of infinite ordinal numbers. He then moved to be a privatdozent in Berlin and then Hamburg having spent a year during that period in Göttingen studying with Hilbert. In 1930, uneasy with both the limited job market in Germany and the unstable political situation, he went to the US initially as a visitor, then Professor at Princeton University and from 1933 until his death at the Institute for Advanced Study. He died of cancer at the age of only 53.

Besides an array of work done in the 1920s mentioned above, he founded the theory of operator algebras, was the initiator of modern ergodic theory, and he did work on Haar measure. He coauthored a basic book on mathematical economics, did foundational work in lattice theory, and was a founder, arguable, the founder, of modern computer science (the standard architecture of modern digital computers is named after him). He did numerical analysis (Monte Carlo method), hydrodynamics, and work on cellular automata.

He was a key figure in the development of nuclear energy, initially as an important leader in the Manhattan Project. It was his calculations that led to the decision to detonate the atomic bombs dropped on Japan at high altitude to cause maximum damage. After the war, he did joint work with Teller and Ulam that led to the nuclear physics behind the H-bomb, and, finally, as a member of the US Atomic Energy Commission, he was involved in key decisions in the years before his death.

His speed at calculation and finding proofs are legendary. Halmos and Ulam have readable biographical notes that attempt to capture his remarkable personality.

The Kato–Rellich theorem (Theorem 7.1.14) was found by Rellich in 1939 and rediscovered by Kato (see the further discussion of Kato’s paper below). This theorem requires $\alpha < 1$—and this is not coincidental. There are examples (see Example 7.4.26) with $\alpha > 1$ where $A + B$ is not even essentially self-adjoint on $D(A)$. Wüst has proven that if (7.1.60) holds with $\alpha = 1$, then $A + B$ is essentially self-adjoint on $D(A)$—it may not be self-adjoint as the example $B = -A$ shows (earlier, Kato had proven essential self-adjointness under the stronger
condition $\|B\varphi\|^2 \leq \|A\varphi\|^2 + b^2\|\varphi\|^2)$. Problem 14 has another extension of Theorem 7.1.14.

Kato’s theorem (Theorem 7.1.21 and the implicit (7.1.19)–(7.1.21)) is from his 1951 paper [373]. This represents one of the signal results of modern mathematical physics. Given Stone’s theorem (see Theorem 7.3.1), it asserts the solvability of the time-dependent Schrödinger equation with Coulomb forces for any regular initial condition ($\varphi \in D(A)$ suffices for classical solutions, $\varphi \in L^2$ for weak solutions). The analogous question for classical Newtonian gravitation (solvability for almost every boundary condition) remains open for $N$-body systems with $N \geq 5$! Kato’s theorem also represents the birth of a new focus of mathematical nonrelativistic quantum mechanics—before Kato, almost all the mathematical work focused on the formalism of quantum theory; since then, on the specific models of concrete Hamiltonians.

The quote at the top gives some background about this paper. Kato was trained as a physicist and knew of von Neumann’s book, but not Rellich’s work. He found this theorem in 1944, but in the aftermath of the war (and his need to get his Ph.D. degree, which was on convergence of eigenvalue perturbation theory), it was only in 1948 when he submitted to Physical Review (!), which had no idea how to handle it. Eventually, they consulted von Neumann who had it transferred to Transactions of the AMS where it was finally published three years after submission. Along the way, in an era before electronic versions or even xerox copies, the manuscript was lost by the journal several times!

Tosio Kato (1917–1999) was made a faculty member in physics at Tokyo University, becoming a professor in 1958. He visited the US, including NYU and Berkeley in 1954–55 and was appointed to a position at Berkeley in 1962 where he spent the rest of his career. He was fortunate that when he needed a visa to accept the Berkeley offer that mathematical physicist, Charles Dolph, was attaché in the US Embassy in Japan, since the visa was initially denied because of Kato’s wartime brush with TB.

Besides his work on perturbation theory and self-adjointness that we mentioned and his work on quadratic forms and on Kato’s inequality that appear later in the chapter, Kato is known for his work in nonlinear PDEs, including the KdV and Navier–Stokes equations. His book [380] on perturbation theory published in 1966 has been a standard reference for fifty years. His students include E. Balslev, J. Howland, T. Ikebe, and S. Kuroda.

There are two forms of implementing when multiplication operators on $L^2(\mathbb{R}^\nu)$ are $-\Delta$-bounded, just as there are two versions of “Sobolev” inequalities. One is the $L^p$-approach discussed here. The other exploits convolution with $|x-y|^{-(\nu-4)}$, that is, the integral kernel of $(\Delta)^{-2}$. This latter
approach goes back to Stummel \[674\], after whom Stummel conditions are named. The relation to (7.1.102) goes back to Cycon et al. \[144\] who mimicked an analogous idea for form boundedness in Aizenman–Simon \[9\]; see Problem 9.

Problems

1. Prove that \(C_0^\infty(\mathbb{R}^\nu)\) is a domain of essential self-adjoint for \(P(i\partial)\) for any real polynomial in \(\nu\) variables. (Hint: Use \(j*f\) to approximate \(f\) for suitable \(f\) and \(j\).)

2. Prove (7.1.62).

3. Let \(C\) be a conjugation on a complex Hilbert space, \(\mathcal{H}\), and let \(\mathcal{H}_r\) be the real Hilbert space obtained by viewing \(\mathcal{H}\) as a vector space over the reals with inner product \(\langle \varphi, \psi \rangle_r = \text{Re}\langle \varphi, \psi \rangle\). Let \(J: \mathcal{H}_r \rightarrow \mathcal{H}_r\) by \(J\varphi = i\varphi\).
   (a) Prove \(C^2 = 1, J^2 = -1, JC = -JC\).
   (b) Prove \(\mathcal{H}_r = \mathcal{H}_r^+ \oplus \mathcal{H}_r^-\) with \(\mathcal{H}_r^\pm = \{\psi \mid C\psi = \pm\psi\}\). (Hint: Prove that \(\frac{1}{2}(1 \pm C)\) are projections.)
   (c) Prove \(J\) is a bijection of \(\mathcal{H}_r^+\) to \(\mathcal{H}_r^-\).
   (d) Let \(\{\varphi_j^{(r)}\}_{j=1}^N\) be a real orthogonal basis of \(\mathcal{H}_r^+\). Prove that the \(\varphi_j\) are orthonormal in \(\mathcal{H}\) and a basis.
   (e) Show \(C(\sum_{j=1}^N a_j \varphi_j) = \sum_{j=1}^N \bar{a}_j \varphi_j\).

4. (a) Let \(f \in \mathbb{L}^1([0, 1], dx)\) so that its distribution derivative is also in \(\mathbb{L}^1\). Prove that \(f\) is continuous and then conclude the same if \(\mathbb{L}^1\) is replaced by \(\mathbb{L}^2\). (Hint: First show that if \(g' = 0\) (distributional derivative), then \(g\) is constant, and apply to \(g(x) = f(x) - \int_0^x f'(y) dy\).)
   (b) Verify (7.1.36) is the closure of \(A\) given on \(C_0^\infty\).
   (c) Verify (7.1.36).
   (d) Check each \(A_\beta\) given by (7.1.37) is Hermitian.

5. Let \(Q\) be given by (7.1.34). If \(f \in \ell^2\) and \(f' = izf\) (distributional derivative), prove that \(f(x) = ce^{izx}\). (Hint: If \(g = e^{-izx}f\), prove that \(g' = 0\).)

6. Let \(A\) be self-adjoint, \(B\) a closed operator, and \(D \subset D(A) \cap D(B)\), a core for \(A\). If (7.1.66) holds for \(\varphi \in D\), prove \(D(A) \subset D(B)\) and (7.1.66) holds for all \(\varphi \in D(A)\).

7. Let \(A\) be an operator with domain \(D(A)\) and define \(\|\cdot\|_A\) on \(D(A)\) by (7.1.67).
7.1. Fundamental Criterion for Self-adjointness

(a) Prove that \( A \) is a closed operator if and only if \( D(A) \) is complete in \( \| \cdot \|_A \).

(b) Prove that \( D_0 \subset D(A) \) is a core if and only if \( D_0 \) is \( \| \cdot \|_A \)-dense in \( D(A) \).

In several of the following problems, it will help to have the following notation: If \( D(B) \subset D(A) \) and for all \( \varphi \in D(A) \), we have

\[
\| B\varphi \| \leq \alpha \| A\varphi \| + B\| \varphi \| \tag{7.1.106}
\]

we say \( B \) is \( \beta_1(\alpha, \beta) \) bounded. If

\[
\| B\varphi \|^2 \leq \alpha^2 \| A\varphi \|^2 + \beta^2 \| \varphi \|^2 \tag{7.1.107}
\]

we then say \( B \) is \( \beta_2(\alpha, \beta) \) bounded.

8. (a) Let \( k \in \mathbb{Z}^n \) and \( \Delta_k = \{ x \in \mathbb{R}^n \mid |x_j - k_j| \leq \frac{1}{2} \} \), the unit cube centered at \( k \). Prove there is \( j \in C_c^\infty(\mathbb{R}^n) \), \( j \geq 0 \), with \( \text{supp}(j) \in \bigcup_{|k| \leq 1} \Delta_k \), \( \inf_{x \in \Delta_0} j(x) > 0 \), and so if \( j_k(x) = j(x - k) \), then

\[
\sum_{k \in \mathbb{Z}^n} j_k(x)^2 = 1 \tag{7.1.108}
\]

(b) Prove for every \( \varepsilon > 0 \), there is \( \tilde{\varepsilon} \) so

\[
\| \Delta(j \varphi) \|^2 \leq (1 + \varepsilon) \| j(\Delta \varphi) \|^2 + \tilde{\varepsilon} \sum_{|k| \leq 1} \| k \varphi \|^2 \tag{7.1.109}
\]

(c) Let \( \chi_k \) be the characteristic function of \( \bigcup_{|j| \leq 1} \Delta_{k+j} \). Suppose for some fixed \( \alpha, \beta \) and all \( k \), \( V\chi_k \) is a \( \beta_2(\alpha, \beta) \) bounded perturbation of \( -\Delta \). Prove that for all \( \varepsilon > 0 \), there is \( \beta_2^\varepsilon \) so that \( V \) is a \( \beta_2(\alpha + \varepsilon, \beta^\varepsilon) \) bounded perturbation of \( -\Delta \). (Hint: \( \| V\varphi \|^2 = \sum_k \| V\chi_k j_k \varphi \|^2 \).)

(d) If \( p > p_\varepsilon \) and \( V \in L_p^b(\mathbb{R}^n) \), prove that \( V \) is \( -\Delta \)-bounded.

(e) Prove the relative bound is zero. (Hint: Show that if \( q < p < \infty \), then \( V = V_1,\varepsilon + V_2,\varepsilon \), where \( V_1,\varepsilon \) is bounded and \( \| V_2,\varepsilon \chi_k \|_q \leq \varepsilon \| V_2,\varepsilon \chi_k \|_p \).)

9. (a) Prove that \( V \in S_p \) (see \( \text{(7.1.101)} \)) if and only if

\[
\lim_{E \to \infty} \| (-\Delta + E)^{-2} |V|^2 \|_{\infty, \infty} = 0 \tag{7.1.110}
\]

where \( \infty, \infty \) means a map from \( L^\infty \) to \( L^\infty \).

(b) If \( \text{(7.1.102)} \) holds, prove that

\[
(\exp(t\Delta) |V|^2)(y) \leq C(\varepsilon t^{-2} + a \exp(-b\varepsilon^{-\delta})) \tag{7.1.111}
\]

(Hint: Pick \( \varphi(x) = \exp(t\Delta)(x, y) \)^{1/2}.)

(c) Prove that \( \text{(7.1.111)} \) implies \( \text{(7.1.110)} \) and thus, \( \text{(7.1.102)} \) implies \( V \in S_p \). (Hint: Write \( (-\Delta + E)^{-2} \) as an integral of \( e^{t\Delta} \) over \( t \) and pick \( \varepsilon \) in \( \text{(7.1.111)} \) \( t \)-dependent.)
10. (a) If $B$ is a $\beta_1(\alpha, \beta)$ bounded perturbation of $A$, prove that it is a $\beta_2(\alpha, \beta)$ bounded perturbation.

(b) If $B$ is a $\beta_2(\alpha, \beta)$ bounded perturbation of $A$, prove that, for any $\varepsilon > 0$, it is a $\beta_1(\alpha(1 + \varepsilon), \beta(1 + \varepsilon^{-1}))$ bounded perturbation. (*Hint:* $2uv \leq u^2 + v^2$.)

**Remarks.** 1. The relative bounds can be defined with or without the square.
   2. This explains why Wüst’s result is stronger than the one in Kato’s book.

11. Prove Theorem 7.1.20. (*Hint:* If $\{\psi_j\}_{j=1}^\infty$ is an orthonormal basis for $\mathcal{H}_2$, $\|\sum \varphi_j \otimes \psi_j\|^2 = \sum \|\varphi_j\|^2$ for any $\{\varphi_j\}_{j=1}^\infty \subset \mathcal{H}_1$.)

12. If $f : \mathbb{R}^\mu \to \mathbb{R}$ is a real-valued function, $T : \mathbb{R}^\nu \to \mathbb{R}^\nu$ is linear, and $V(x) = f(Tx)$, then prove that if $f$ is $-\Delta_\mu$-bounded, then $V$ is $-\Delta_\nu$-bounded.

13. This will prove Wüst’s theorem mentioned in the Notes. Suppose $B$ is $\beta(1, \beta)$ bounded and $(A + B + i)^* \gamma = 0$.
   (a) Show that for $t \in (0, 1)$, there exists $\varphi_t$ so $\|\varphi_t\| \leq \|\gamma\|$ and $(A + tB + i)\varphi_t = \gamma$.
   (b) Define $\psi_t = \gamma - (t - 1)B\varphi_t$. Prove that
   
   $$(1 - t)\|A\varphi_t\| \leq \|(A + iB)\varphi_t\| + t\beta\|\varphi_t\|$$
   
   (c) Prove that $(1 - t)\|A\varphi_t\|$, $(1 - t)\|B\varphi_t\|$, and $\|\psi_t\|$ are bounded as $t \uparrow 1$.
   (d) If $\eta \in D(A)$, prove $(\psi_t - \gamma, \eta) \to 0$ as $t \uparrow 1$, and conclude $\gamma$ is the weak limit of $\psi_t$.
   (e) Prove $|\psi_t, h| = 0$ and conclude $h = 0$.
   (f) Conclude that $A + B$ is essentially self-adjoint on $D(A)$.

14. The reader will prove that if $A$ and $C$ are Hermitian operators, $D \subset D(A) \cap D(C)$ and for some $\alpha < 1$, $\beta > 0$, and all $\varphi \in D$, we have
   
   $$\|(A - C)\varphi\| \leq \alpha(\|A\varphi\| + \|C\varphi\|) + \beta\|\varphi\| \quad (7.1.112)$$
   
   that $A \upharpoonright D$ is essentially self-adjoint if and only if $C \upharpoonright D$ is essentially self-adjoint (this essentially extends the Kato–Rellich theorem).
   (a) Let $C(\lambda) = C + \lambda(A - C)$. Prove that for any $\varphi \in D$, we have for all $\lambda \in (0, 1)$ that
   
   $$\|(A - C)\varphi\| \leq \frac{2\alpha}{1 - \alpha} \|C(\lambda)\varphi\| + \frac{\beta}{1 - \alpha} \|\varphi\|$$
   
   (b) Find $k$ and $0 = \lambda_1, \ldots, \lambda_k = 1$ so that $C(\lambda_{j+1})$ is essentially self-adjoint on $D$, if and only if $C(\lambda_j)$ is. (*Hint:* Kato–Rellich.)
   (c) Conclude the claimed result.
15. Prove (7.1.105) for some $\alpha, \beta$ and all $\varphi \in \mathcal{S}(\mathbb{R}^\nu)$ implies (7.1.105) for the same $\alpha$ and $\beta$ and all $\varphi \in \mathcal{S}(\mathbb{R}^\nu)$. (Hint: Consider $\varphi(\lambda x)$ for $\lambda \in (0, \infty).$)

16. (a) If $\|B\varphi\| \leq \alpha\|A\varphi\| + \beta\|\varphi\|$ and $0 < \alpha < 1$, prove that

$$\|A\varphi\| \leq (1 - \alpha)^{-1}\|A + B\|\varphi\| + \beta\|\varphi\|$$

(b) If $B$ is $A$-bounded with relative bound $\alpha < 1$, prove that for all $\lambda \in [0, 1]$, $B$ is $(A + \lambda B)$-bounded with relative bound at most $\alpha(1 - \alpha)^{-1}$.

### 7.2. The Spectral Theorem for Unbounded Operators

In this section, we’ll prove a version of the spectral theorem for unbounded self-adjoint operators. We’ll do this by considering the map (Cayley transform)

$$U = (A - i)(A + i)^{-1}$$

(7.2.1)

We’ll prove this is unitary when $A$ is self-adjoint and a partial isometry if $A$ is Hermitian. The spectral theorem for unitary operators will then yield a spectral theorem for $A$. In Section 7.4, we use the fact that this relates self-adjoint extensions of Hermitian operators to unitary extensions of partial isometries to present von Neumann’s theory of self-adjoint extensions.

Once we have the spectral theorem, we’ll explore some of its most significant consequences.

As an indication towards where we are heading, we have

**Theorem 7.2.1.** Let $\{\mu_j\}_{j=1}^N$ be a finite or infinite sequence of probability measures on $\mathbb{R}$. Let $\mathcal{H} = \bigoplus_{j=1}^N L^2(\mathbb{R}, d\mu_j)$ and let $A$ be the operator on $\mathcal{H}$ with

$$D(A) = \left\{ \{\varphi_j\}_{j=1}^N \bigg| \sum_{j=1}^N \int (1 + x^2)|\varphi_j(x)|^2 d\mu_j(x) < \infty \right\}$$

(7.2.2)

$$A\varphi_j(x) = x\varphi_j(x)$$

(7.2.3)

Then $A$ is self-adjoint.

**Proof.** It is easy to see $A$ is Hermitian. If $\psi = \{\psi_j\}_{j=1}^N \in \mathcal{H}$ and $(\varphi_{\pm})_j(x) = (x + i)^{-1}\psi_j(x)$, then it is immediate that $\varphi_{\pm} \in \mathcal{H}, \varphi_{\pm} \in D(A)$, and $(A \pm i)\varphi = \psi$. Thus, $\text{Ran}(A \pm i) = \mathcal{H}$, so $A$ is self-adjoint by Theorem 7.1.10.

Our goal is to show every self-adjoint $A$ is unitarily equivalent to an $A$ of the form (7.2.2)/(7.2.3).

If $A$ is Hermitian and closed, one has for $\varphi \in D(A)$

$$\|(A + i)\varphi\|^2 = \|A\varphi\|^2 + \|\varphi\|^2 = \|(A - i)\varphi\|^2$$

(7.2.4)
Thus, if \( \phi = (A + i)^{-1} \psi \), we see
\[
\| \psi \| = \| (A - i)(A + i)^{-1} \psi \|^2 \tag{7.2.5}
\]
This leads to the

**Definition.** Let \( A \) be a closed Hermitian operator. Its *Cayley transform*, \( U \), is defined as the linear operator with
\[
U \psi = \begin{cases} 
(A - i)(A + i)^{-1} \psi & \text{if } \psi \in \text{Ran}(A + i) \\
0 & \text{if } \psi \in \text{Ran}(A + i)^\perp = \text{Ker}(A^* - i)
\end{cases}
\]

**Theorem 7.2.2.** Let \( A \) be a closed Hermitian operator and \( U \) its Cayley transform. Then
(a) \( U \) is a partial isometry with initial subspace, \( \text{Ran}(A + i) \), and final subspace, \( \text{Ran}(A - i) \).
(b) \( A \) is self-adjoint if and only if \( U \) is unitary.
(c) \( U^* \psi = \begin{cases} 
(A + i)(A - i)^{-1} \psi & \text{if } \psi \in \text{Ran}(A - i) \\
0 & \text{if } \psi \in \text{Ran}(A - i)^\perp
\end{cases} \tag{7.2.6}
\]
(d) \( \phi \) is cyclic for \( U \) if and only if it is cyclic for \( (A + i)^{-1} \).
(e) \( U \psi = \psi \) has no solution.

**Remark.** We'll see later that any unitary \( U \) obeying (e) is the Cayley transform of a self-adjoint \( A \).

**Proof.** (a) [7.2.5] implies \( U \) is an isometry on \( \text{Ran}(A + i) \) so \( U \) is a partial isometry. Clearly, \( \text{Ran}(A + i) \) is the initial space. Since \( (A \pm i) \) is a bijection of \( D(A) \) and \( \text{Ran}(A \pm i) \), \( U \) maps \( \text{Ran}(A + i) \) onto \( \text{Ran}(A - i) \).

(b) This is just a restatement of the fundamental criterion that \( A \) is self-adjoint if and only if \( \text{Ran}(A + i) = \text{Ran}(A - i) = \mathcal{H} \).

(c) If \( \phi \in \text{Ran}(A + i) \), \( \psi \in \text{Ran}(A - i) \) and \( \phi = (A + i) \eta \), \( \psi = (A - i) \gamma \), then by self-adjointness,
\[
(\psi, U \phi) = (\psi, (A - i) \eta) \\
= ((A - i) \gamma, (A - i) \eta) \tag{7.2.7} \\
= (A \gamma, A \eta) + (\gamma, \eta)
\]
and if \( V \) is the right side of [7.2.6], the same calculation shows
\[
(V \psi, \phi) = (A \gamma, A \eta) + (\gamma, \eta) \tag{7.2.8}
\]
On the other hand, if either \( \phi \in \text{Ran}(A + i)^\perp \) or \( \psi \in \text{Ran}(A - i)^\perp \), it is easy to see that \( (\psi, U \phi) = 0 = (V \psi, \phi) \).

(d) Immediate if we note that
\[
U = 1 - 2i(A + i)^{-1} \tag{7.2.9}
\]
Thus, this is a special case of the next proposition. □

Proposition 7.2.3. Let $U$ be a Cayley transform of a closed Hermitian operator, $A$, and $C$ an arbitrary "extension" of $U$, that is, $C \in \mathcal{L}(\mathcal{H})$ so that $C \upharpoonright \text{Ran}(A + i) = U \upharpoonright \text{Ran}(A + i)$. Then $C^* \psi = \psi \Rightarrow \psi = 0$.

Proof. Let $\eta \in D(A)$. Then
\[
0 = \langle (C^* - 1)\psi, (A + i)\eta \rangle = \langle \psi, [C(A + i) - (A + i)]\eta \rangle \\
= \langle \psi, [(A - i) - (A + i)]\eta \rangle = -2i\langle \psi, \eta \rangle
\] (7.2.10)
Thus, $\psi \in D(A)^\perp = \{0\}$. □

The inverse map of $F(z) = (z - i)(z + i)^{-1}$ is $F^{-1}(w) = i(1 + w)/(1 - w)$ or $F^{-1}(e^{i\theta}) = -\cot(\theta/2)$. If $\mu$ is a measure on $\partial \mathbb{D}$ with $\mu(\{1\}) = 0$, then we define $\mu^\sharp$, a measure on $\mathbb{R}$, by
\[
\mu^\sharp(E) = \mu(F[E]), \quad \int f(x) \, d\mu^\sharp(x) = \int f\left(-\cot\left(\frac{\theta}{2}\right)\right) \, d\mu(e^{i\theta})
\] (7.2.11)

Lemma 7.2.4. Let $\mu$ be a probability measure on $\partial \mathbb{D}$ with
\[
\mu(\{1\}) = 0
\] (7.2.12)
Let $U$ be a unitary operator on $L^2(\partial \mathbb{D}, d\mu)$
\[
(U\varphi)(e^{i\theta}) = e^{i\theta}\varphi(e^{i\theta})
\] (7.2.13)
Let $A$ be the self-adjoint operator on $L^2(\mathbb{R}, d\mu^\sharp)$ with $\mu^\sharp$ given by (7.2.11):
\[
D(A) = \{\psi \in L^2 \mid x\psi \in L^2\}, \quad (A\psi)(x) = x\psi(x)
\] (7.2.14)
Let $V : L^2(\mathbb{R}, \mu^\sharp) \to L^2(\partial \mathbb{D}, d\mu)$ by
\[
V\psi(e^{i\theta}) = \psi\left(-\cot\left(\frac{\theta}{2}\right)\right)
\] (7.2.15)
Then $V$ is unitary and the Cayley transform of $VAV^{-1}$ is $U$.

Proof. That $V$ is an isometry is immediate from (7.2.11). That $V$ is onto all of $L^2(\partial \mathbb{D}, d\mu)$ follows from (7.2.12). The Cayley transform result follows from the fact that $(A - i)(A + i)^{-1}$ at $x = -\cot(\theta/2)$ is multiplication by $e^{i\theta}$. □

Theorem 7.2.5 (Spectral Theorem—Multiplication Operator Form). Let $B$ be a (possibly unbounded) operator on a Hilbert space, $\mathcal{H}$. Then there exist measures $\{\mu_j\}_{j=1}^N$ on $\mathbb{R}$ and $W : \mathcal{H} \to \bigoplus_{j=1}^N L^2(\mathbb{R}, d\mu_j), N \in \mathbb{Z}_+ \cup \{\infty\}$, unitary, so if $A$ is multiplication by $x$, then $W[D(B)] = D(A)$, and if $\varphi \in D(B)$, then
\[
WB\varphi = AW\varphi
\] (7.2.16)
Proof. Let $V$ be the Cayley transform of $A$. By the spectral theorem for unitary operators (see Theorems 5.2.1 and 5.5.1), there are measures $\{\gamma_j\}_{j=1}^N$ on $\partial \mathbb{D}$ and a unitary $\tilde{W} : \mathcal{H} \to \oplus_{j=1}^N L^2(\partial \mathbb{D}, d\gamma_j)$ so

$$ (\tilde{W} V \varphi)_j(e^{i\theta}) = e^{i\theta} (V \varphi)_j(e^{i\theta}) \quad (7.2.17) $$

By Lemma 7.2.4, $\tilde{W}V$ is the Cauchy transform of a direct sum of multiplication operators. Chasing through the various unitaries and uniqueness of Cauchy transform (by (7.2.9)), we obtain this result. □

This argument also implies:

**Theorem 7.2.6.** Any unitary $U$ with $U \psi = \psi \Rightarrow \psi = 0$ is the Cayley transform of a self-adjoint operator.

Once we have the spectral theorem in multiplication operator form, we can do multiplicity theory as in Section 5.4. We can define $F(B)$ for $F$ a bounded Borel function on $\sigma(B)$ (which is easily seen to be $\bigcup_{j=1}^N \text{supp}(d\mu_j)$) by

$$ (WF(B)W^{-1}\varphi)_j = F(x) \varphi_j(x) \quad (7.2.18) $$

Then $F(B)$ is bounded. Indeed,

$$ \|F(B)\| \leq \sup |F(x)| \quad (7.2.19) $$

In fact, it is equal to $\text{ess sup}|F(x)|$, where essential sup means over a.e. $x$ with respect to $\sum_{j=1}^N 2^{-j} d\mu_j$. Among the most important functions are $\chi_S$, characteristic functions for Borel sets $S \subset \mathbb{R}$; then $\chi_S(B) = P_S(B)$, the spectral projections. In particular, $E_t(B) = P_{[\infty, t]}(B)$ is a resolution of the identity. The other two forms of the spectral theorem then read:

**Theorem 7.2.7 (Spectral Theorem—Resolution of Identity Form).** Let $A$ be a (possibly unbounded) self-adjoint operator on a Hilbert space, $\mathcal{H}$. Then there is a resolution of the identity, $\{E_t\}_{t \in \mathbb{R}}$, so that

$$ A = \int t \, dE_t \quad (7.2.20) $$

in the sense that

$$ D(A) = \left\{ \varphi \bigg| \lim_{R \to \infty} \left\| \int_{-R}^R t \, dE_t \right\| \varphi \right\} < \infty \right\} \quad (7.2.21) $$

and for $\varphi \in D(A)$,

$$ A\varphi = \lim_{R \to \infty} \left[ \int_{-R}^R t \, dE_t \right] \varphi \quad (7.2.22) $$
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Remarks. 1. It is easy to see that there is a converse: Every spectral resolution defines a self-adjoint operator via (7.2.21)/(7.2.22).

2. \( t \to \|E_t \varphi \|^2 \) is monotone increasing and so define a Stieltjes integral and (7.2.22) can be rewritten

\[
D(A) = \{ \varphi \mid \int_\mathbb{R} (1 + t^2) \, d\|E_t \varphi \|^2 < \infty \} \tag{7.2.23}
\]

**Theorem 7.2.8 (Spectral Theorem—Functional Calculus Form).** Let \( A \) be a possibly unbounded self-adjoint operator on a Hilbert space, \( \mathcal{H} \). Let \( \mathcal{B}(\mathbb{R}) \) be the bounded Borel functions on \( A \). Let

\[
id_R(x) = \begin{cases} x, & |x| \leq R \\ 0, & |x| > R \end{cases} \tag{7.2.24}
\]

Then there exists \( \Phi_B : \mathcal{B}(\mathbb{R}) \to \mathcal{L}(\mathcal{H}) \) which is a \(*\)-homomorphism with \( \Phi_B(1) = 1 \) and

\[
D(B) = \{ \varphi \mid \lim_{R \to \infty} \|\Phi_B(id_R)\varphi\| < \infty \} \tag{7.2.25}
\]

\[
B \varphi = \lim_{R \to \infty} \Phi_B(id_R)\varphi \text{ if } \varphi \in D(B) \tag{7.2.26}
\]

Moreover,

\[
\|\Phi_B(f)\| \leq \|f\|_\infty, \quad \|f - f_n\| \to 0 \Rightarrow \|\Phi_B(f_n) - \Phi_B(f)\| \to 0 \tag{7.2.27}
\]

\[
f_n(x) \to f(x) \text{ for all } x \text{ and } \sup_{n,x} |f_n(x)| < \infty \Rightarrow \text{s-lim } \Phi_B(f_n) = \Phi_B(f) \tag{7.2.28}
\]

In terms of the spectral representation of Theorem 7.2.5, one defines the spectral measure, \( \mu_{\varphi}^{(A)} \), for operator \( A \) and vector \( \varphi \) as

\[
d\mu_{\varphi}^{(A)}(x) = \sum_{j=1}^{N} |(W \varphi)_j(x)|^2 \, d\mu_j(x) \tag{7.2.29}
\]

For bounded self-adjoint \( A \), this agrees with the measure \( d\mu_{\varphi}^{(A)} \) of Theorem 5.1.7. It is related to the objects above by

\[
\langle \varphi, E_t \varphi \rangle = \mu_{\varphi}^{(A)}((-\infty, t]) \tag{7.2.30}
\]

and

\[
\langle \varphi, f(A) \varphi \rangle = \int f(x) \, d\mu_{\varphi}^{(A)}(x) \tag{7.2.31}
\]

for all bounded Borel functions, \( f \). If \( f \) is unbounded,

\[
\varphi \in D(f(A)) \Leftrightarrow \int |f(x)|^2 \, d\mu_{\varphi}^{(A)}(x) \tag{7.2.32}
\]
and then (7.2.31) still holds. Once we have \( e^{itA} \) below, we’ll also have the Fourier transform of \( \mu_\varphi^{(A)} \) via the special case of (7.2.31):

\[
\langle \varphi, e^{itA} \varphi \rangle = \int e^{itx} d\mu_\varphi^{(A)}(x) \tag{7.2.33}
\]

Another important class of bounded functions are \( x \mapsto e^{itx} \) for \( t \in \mathbb{R} \). The associated \( e^{itA} \equiv U_t \) are unitary since \( U_{-t} U_t = U_t U_{-t} = 1 \) and \( U_t^* = U_{-t} \).

**Definition.** A one-parameter unitary group is a map, \( t \mapsto U_t \), from \( \mathbb{R} \) to \( \mathcal{L}(\mathcal{H}) \) so that

\[
U_{t+s} = U_t U_s \quad U_0 = 1, \quad U_t^* = U_{-t} \tag{7.2.34}
\]

\( t \mapsto U_t \) is strongly continuous \( \tag{7.2.35} \)

Since \( U_t U_t^* = U_t^* U_t = U_{-t} U_t = U_0 = 1 \), each \( U_t \) is unitary. By Theorem 6.8.3, since \( \mathcal{H} \) is separable, weak measurability implies strong continuity.

**Theorem 7.2.9.** If \( A \) is a (possibly unbounded) self-adjoint operator on a Hilbert space, \( U_t \equiv e^{itA} \) is a one-parameter unitary group.

The main result of the next section is that this theorem has a converse.

Theorem 5.1.12 has an analog for unbounded self-adjoint operators. Once one has the spectral theorem which we’ve just proven, the proof is identical.

As we’ve seen, \( (f, A) \mapsto f(A) \) is continuous in \( f \) (in two senses) for \( A \) fixed. Our final topic in this section is to explore continuity in \( A \).

**Definition.** Let \( \{A_n\}_{n=1}^\infty \), \( A \) be possibly unbounded self-adjoint operators. We say \( A_n \) converges to \( A \) in **norm-resolvent sense**, written \( A_n \xrightarrow{\text{nrs}} A \), if and only if

\[
\|(A_n \pm i) - (A \pm i)^{-1}\| \to 0 \tag{7.2.36}
\]

We say \( A_n \) converges to \( A \) in **strong resolvent sense**, written \( A_n \xrightarrow{\text{srs}} A \), if and only if for all \( \varphi \in \mathcal{H} \),

\[
\|(A_n \pm i)^{-1} \varphi - (A \pm i)^{-1} \varphi\| \to 0 \tag{7.2.37}
\]

**Remarks.** 1. Since \( B \) self-adjoint implies \( [(B + i)^{-1}]^* = (B - i)^{-1} \), one only a priori needs \(+\) and not \( \pm \) in (7.2.36). In fact, this is also true for (7.2.37) because, remarkably, weak convergence of \( (A_n + i)^{-1} \) to \( (A + i)^{-1} \) implies strong convergence of \( (A_n \pm i)^{-1} \varphi \) to \( (A \pm i)^{-1} \varphi \) (Problem \( \text{II} \)).

2. We’ll see shortly these convergence results (for resolvents) at \( \pm i \) imply the same for resolvents for all \( z \) with \( \text{Im} \ z \neq 0 \).
Theorem 7.2.10. Let $A_n$ be (possibly unbounded) self-adjoint operators. Then
(a) $A_n \xrightarrow{n\text{rs}} A \Rightarrow f(A_n) \xrightarrow{n\text{rs}} f(A)$ for all $f \in C_\infty(\mathbb{R})$, the continuous functions on $\mathbb{R}$ vanishing at $\infty$.
(b) $A_n \xrightarrow{n\text{rs}} A \Rightarrow f(A_n) \xrightarrow{n\text{rs}} f(A)$ for all $f \in C(\mathbb{R})$, the bounded continuous functions on $\mathbb{R}$.

Remark. Picking $f(x) = (x - z)^{-1}$, we see norm (respectively, strong) convergence of resolvents for $z \in \mathbb{C} \setminus \mathbb{R}$.

Proof. (a) Writing
\[(A\pm i)^{-m} - (A_n \pm i)^{-m} = \sum_{j=0}^{m-1} (A\pm i)^{-j}[(A\pm i)^{-1} - (A_n \pm i)^{-1}](A\pm i)^{-(m-j-1)}\]
and using $\|(A_n \pm i)^{-1}\| \leq 1$, we see (7.2.38) implies $p(A_n) \to p(A)$ in $\|\cdot\|$ for any polynomial in $(x+i)^{-1}$ or $(x-i)^{-1}$. Repeated use of $(x+i)^{-1}(x-i)^{-1} = \frac{i}{2}[(x+i)^{-1} - (x-i)^{-1}]$ shows any polynomial in $(x+i)^{-1}$ and $(x-i)^{-1}$ is a sum of polynomials in $(x+i)^{-1}$ or $(x-i)^{-1}$. By the Stone–Weierstrass theorem (see Theorem 2.5.7 of Part 1), the polynomials in $(x+i)^{-1}$ and $(x-i)^{-1}$ are dense in $C_\infty(\mathbb{R})$, so we get $f(A_n) \xrightarrow{n\text{rs}} f(A)$ (Problem 2).

(b) By mimicking the argument in (a), if $f \in C_\infty(\mathbb{R})$ and $A_n \xrightarrow{n\text{srs}} A$, $f(A_n) \to f(A)$ strongly (just note that for each $\varphi$ and $m$ and $j \leq m-1$, $[(A \pm i)^{-1} - (A_m \pm i)^{-1}](A \pm i)^{-(m-j-1)}\varphi \to 0$ and use (7.2.38)).

Fix $f \in C(\mathbb{R})$. For each $M = 1, 2, \ldots$, let $g_M$ be the function
\[g_M(x) = \begin{cases} 1, & |x| \leq M \\ M + 1 - |x|, & M \leq |x| \leq M + 1 \\ 0, & |x| \geq M + 1 \end{cases} \quad (7.2.39)\]
Since as $M \to \infty$, $g_M \to 1$ pointwise and $\sup_{x,M}|g_M(x)| = 1$, we have that $g_M(A)\varphi \to \varphi$ for all $\varphi$. Given $\varepsilon$, pick $M$ so that
\[\|g_{M_0}(A)\varphi - \varphi\| \leq \frac{\varepsilon}{4(1 + \|f\|_\infty)} \quad (7.2.40)\]
Since $fg_{M_0}$ and $g_{M_0}$ lie in $C_\infty(\mathbb{R})$, pick $N_0$ so that for $n \geq N_0$,
\[\|[(g_{M_0}(A_n) - g_{M_0}(A))\varphi]\| \leq \frac{\varepsilon}{4(1 + \|f\|_\infty)} \quad (7.2.41)\]
\[\|[(fg_M)(A_n) - (fg_{M_0})(A))\varphi]\| \leq \frac{\varepsilon}{4} \quad (7.2.42)\]
By (7.2.39)/(7.2.40) and $\|f(B)\| \leq \|f\|_\infty$, we see that
\[\|(fg_{M_0})(A)\varphi - f(A)\varphi\| \leq \frac{\varepsilon}{4}, \quad \|fg_{M_0}(A_n)\varphi - f(A_n)\varphi\| \leq \frac{\varepsilon}{2} \quad (7.2.43)\]
This plus (7.2.42) shows that
\[ \| f(A)\varphi - f(A_n)\varphi \| \leq \varepsilon \] (7.2.44)
Since \( \varepsilon \) is arbitrary, \( f(A_n)\varphi \to f(A)\varphi \). □

We leave some further results on continuity to the problems, including
(1) (Trotter) \( A_n \xrightarrow{srs} A \) if and only if for all \( t \in \mathbb{R} \), \( e^{itA_n} \xrightarrow{s} e^{itA} \) (Problem 3). \( \xrightarrow{s} \) is shorthand for convergence in the strong operator topology (later, we’ll use similar notation for weak operator convergence).
(2) If \( \mu \notin \sigma(A) \) and \( A_n \xrightarrow{\text{nrs}} A \), then for all large \( n \), \( \mu \notin \sigma(A_n) \) (Problem 4).
(3) If \( A_n \xrightarrow{srs} A \) and \( \alpha < \beta \) are real, with \( \alpha \) and \( \beta \) not eigenvalues of \( A_i \), then \( P_{(\alpha, \beta)}(A_n) \xrightarrow{s} P_{(\alpha, \beta)}(A) \) (Problems 5 and 6).

Here is one way to prove strong resolvent convergence:

**Theorem 7.2.11.** Let \( \{A_n\}_{n=1}^{\infty} \) and \( A_\infty \) be self-adjoint operators. Suppose that
\[ \mathcal{D} \subset D(A_\infty) \cap \bigcap_{n=1}^{\infty} D(A_n) \] (7.2.45)
that \( \mathcal{D} \) is a core for \( A_\infty \), and for all \( \varphi \in \mathcal{D} 
\[ \| (A_n - A_\infty)\varphi \| \to 0 \] (7.2.46)
as \( n \to \infty \). Then \( A_n \xrightarrow{srs} A_\infty \).

**Proof.** Let \( \varphi \in \mathcal{D} \) and \( \eta = (A_\infty + i)\varphi \). Then
\[ [(A_n + i)^{-1} - (A_\infty + i)^{-1}]\eta = (A_n + i)^{-1}(A_\infty - A_n)\varphi \] (7.2.47)
goes to zero in norm, since \( \| (A_n + i)^{-1} \| \leq 1 \). Since \( \mathcal{D} \) is a core for \( A_\infty \), \( \text{Ran}(A_\infty + i) \) is dense in \( \mathcal{H} \), so (7.2.46) holds for all \( \varphi \). The proof of \( (A_n - i)^{-1} \) is similar. □

**Notes and Historical Remarks.** von Neumann realized that it was necessary to extend Hilbert’s spectral theorem to unbounded self-adjoint operators in order to make mathematical sense of quantum mechanics. He did this in 1929 in [720]. We follow his idea of using the Cayley transform to deduce this from the spectral theorem for unitary operators (that he also had to prove).

Consideration of what we call norm and strong resolvent convergence goes back to Rellich [556, part III]. It was raised to an art in Kato [380].

**Problems**
1. (a) If \( A \) is self-adjoint, prove that
\[ \| (A \pm i)^{-1}\varphi \|^2 = \text{Im} \langle \varphi, (A + i)^{-1}\varphi \rangle \] (7.2.48)
(b) Let \( \{A_n\}_{n=1}^{\infty} \) be self-adjoint operators. Prove that if \( (A_n + i)^{-1} \xrightarrow{w} (A + 1)^{-1} \), then for all \( \varphi \),
\[
\| (A_n \pm i)^{-1} \varphi \| \to \| (A \pm i)^{-1} \varphi \| \tag{7.2.49}
\]
(c) If \( (A_n + i)^{-1} \xrightarrow{w} (A + i)^{-1} \), prove that \( (A_n \pm i)^{-1} \xrightarrow{s} (A \pm i)^{-1} \).
\[\text{(Hint: See Theorem 3.6.2 of Part 1.)}\]

2. (a) Prove polynomials in \((x + i)^{-1}\) and \((x - i)^{-1}\) which vanish at \(\infty\) are dense in \(C_\infty(\mathbb{R})\).

(b) Complete the final step in the proof of Theorem 7.2.10(a).

3. (a) If \( A_n \xrightarrow{srs} A \), prove that for any \( t \in \mathbb{R} \), \( e^{itA_n} \xrightarrow{s} e^{itA} \).

(b) Suppose for all \( t \), \( e^{itA_n} \xrightarrow{s} e^{itA} \). Prove \( A_n \xrightarrow{srs} A \). (Hint: Compute \( \int_0^\infty e^{-t}(e^{\pm itA} \varphi) \, dt \).)

4. (a) Let \( A_n \xrightarrow{srs} A \) and \( \mu \notin \sigma(A) \). For large \( n \), prove that \( \mu \notin \sigma(A_n) \).
\[\text{(Hint: Prove that } (-\varepsilon, \varepsilon) \cap \sigma(A) = \emptyset \text{ if and only if } \| (A + i\varepsilon)^{-1} \| \leq \varepsilon^{-1}/\sqrt{2}.)\]

(b) Find \( A_n, A \) bounded so \( A_n \xrightarrow{s} A \) (which implies \( A_n \xrightarrow{srs} A \)), so \( 0 \notin \sigma(A) \) but \( 0 \in \sigma(A_n) \) for all \( n \). (Hint: Consider infinite diagonal matrices.)

5. (a) Let \( P_n, P \) be self-adjoint projections. Prove that \( P_n \xrightarrow{w} P \) if and only if \( P_n \xrightarrow{s} P \). (Hint: See Theorem 3.6.2 of Part 1.)

(b) Let \( d\mu^{(A)}_\varphi \) be the spectral measure for \( A \) on the cyclic subspace of \( \varphi \), that is, \( \langle \varphi, f(A) \varphi \rangle = \int f(x) \, d\mu^{(A)}_\varphi \). If \( A_n \xrightarrow{srs} A \), prove \( d\mu^{(A_n)}_\varphi \to d\mu^{(A)}_\varphi \) weakly as functionals on \( C_\infty(\mathbb{R}) \).

(c) Let \( A_n \xrightarrow{srs} A \) for self-adjoint operators. Suppose \( a, b \) are not eigenvalues of \( A \). Prove that \( P_{(a,b)}(A_n) \to P_{(a,b)}(A) \). (Hint: See Theorem 4.5.7 of Part 1.)

6. Show the result of Problem 5(c) can fail if \( a \) is an eigenvalue of \( A \).

7. Let \( A \) be a self-adjoint operator with \( (-\infty, \gamma) \cap \sigma(A) = \emptyset \).

(a) Prove \( (7.1.8) \).

(b) Prove that \( A \geq \gamma \).

### 7.3. Stone’s Theorem

Our goal in this section is to prove:

**Theorem 7.3.1 (Stone’s Theorem).** Let \( \{U_t\}_{t \in \mathbb{R}} \) be a one-parameter unitary group on a Hilbert space, \( \mathcal{H} \). Then there is a self-adjoint operator, \( A \),
so that
\[ U_t = e^{itA} \quad (7.3.1) \]
for all \( t \in \mathbb{R} \).

**Remarks.** 1. Theorem 7.2.8 is a converse to this. Stone’s theorem is often stated as both sides, that is, there is a one–one correspondence between one-parameter groups and self-adjoint operators via (7.3.1).

2. \( A \) is called the *generator* of \( U_t \).

3. As we’ll explain in the Notes, this theorem is a fundamental part of quantum mechanics—quantum dynamics is given by a unitary group—its generator is the Hamiltonian operator. Other group generators in quantum theory include momentum and angular momentum.

We’ll provide two proofs which illuminate different aspects. In particular, the second will describe \( D(A) \) explicitly in terms of differentiability of \( U_t \) in \( t \) and will provide one way to show that \( D_0 \subset D(A) \) is a core. The first proof relies on Bochner’s theorem (see Theorem 6.6.6 of Part 1). Indeed, as we’ll see, in a sense, Bochner’s theorem and Stone’s theorem are equivalent.

**First Proof of Theorem 7.3.1.** Given \( \varphi \in \mathcal{H} \), define
\[ T(t) = \langle \varphi, U_t \varphi \rangle \quad (7.3.2) \]
Then \( T \) is continuous because \( U \) is, and for \( t_1, \ldots, t_n \in \mathbb{R}, \zeta_1, \ldots, \zeta_n \in \mathbb{C}, \)
\[
\sum_{j,k=1}^{n} \bar{\zeta}_j \zeta_k T(t_j - t_k) = \sum_{j,k=1}^{n} \bar{\zeta}_j \zeta_k \langle U_{-t_j} \varphi, U_{-t_k} \varphi \rangle \\
= \left\| \sum_{k=1}^{n} \zeta_k U_{-t_k} \varphi \right\|^2 \\
\geq 0 \quad (7.3.3)
\]
Thus, \( T \) is positive definite. Therefore, by Bochner’s theorem (Theorem 6.6.6 of Part 1), there is a measure \( d\mu_\varphi(x) \) on \( \varphi \) so
\[ \langle \varphi, U_t \varphi \rangle = \int e^{itx} \, d\mu_\varphi(x) \quad (7.3.5) \]
It follows that if
\[ f_t(x) = e^{itx} \in L^2(\mathbb{R}, d\mu_\varphi) \quad (7.3.6) \]
then
\[
\langle U_t \varphi, U_s \varphi \rangle = \langle \varphi, U_{s-t} \varphi \rangle \\
= \int e^{i(s-t)} \, d\mu_\varphi(\varphi) \\
= \langle f_t, f_s \rangle \quad (7.3.7)
\]
Let $H_\varphi$ be the closed subspace generated by $\{U_t\varphi\}_{t \in \mathbb{R}}$. (7.3.8) implies if for $\zeta_1, \ldots, \zeta_n \in \mathbb{C}$,

$$V \left( \sum_{j=1}^{n} \zeta_j U_t \varphi \right) = \sum_{j=1}^{n} \zeta_j f_t$$

(7.3.9)

then $V$ is a well-defined unitary map of $H_\varphi$ onto $L^2(\mathbb{R}, d\mu)$. It is easy to see that the span of the $f_t$ is all of $L^2(\mathbb{R}, d\mu_\varphi)$, so $V$ is a unitary map of $H_\varphi$ onto $L^2(\mathbb{R}, d\mu_\varphi)$.

The same cyclic vector construction that we used in Theorem 5.2.1 lets us find an orthonormal set $\{\varphi_j\}_{j=1}^{N}$ so $H_{\varphi_j} \perp H_{\varphi_k}$ for $j \neq k$ and $H = \bigoplus_{j=1}^{N} H_{\varphi_j}$. By the above, extending $V$ to that direct sum shows $U_t$ is unitarily equivalent to multiplication by $e^{itx}$ on $\bigoplus_{j=1}^{N} L^2(\mathbb{R}, d\mu_{\varphi_j})$. If $A$ is the self-adjoint operator of multiplication by $x$ with $D(A) = \{\{f_j\}_{j=1}^{N} | \sum_{j=1}^{N} \int (1 + |x|^2)|f_j(x)|^2 \, d\mu_j(x) < \infty\}$, then $U_t = e^{itA}$.

□

Remarks. 1. It is not hard to go in the opposite direction and prove Bochner’s theorem by combining Stone’s theorem and the spectral theorem.

2. Remarkably, we did not use the spectral theorem in this proof and we obtained the spectral theorem for the generator $A$! The only reason this doesn’t prove the spectral theorem in general is that, without that theorem, we don’t know how to define $e^{itA}$. But if $A$ is bounded, we can define $e^{itA} = \sum_{n=0}^{\infty} \frac{(it)^n}{n!} A^n$ and deduce the spectral theorem from this.

To start the second proof, we define

$$D(A) = \{ \varphi \in H \mid \lim_{t \to 0} t^{-1}(U_t - 1)\varphi \text{ exists} \}$$

(7.3.10)

$$A\varphi = \lim_{t \to 0} (it)^{-1}(U_t - 1)\varphi$$

(7.3.11)

We note that if $A \geq 0$, in terms of the form domain language of Section 7.5, we have that

$$Q(A) = \{ \varphi \in H \mid \lim_{t \to 0} \langle \varphi, t^{-1}(1 - e^{-tA}) \varphi \rangle \text{ exists} \}$$

(7.3.12)

$$q_A(\varphi) = \lim_{t \to 0} \langle \varphi, t^{-1}(1 - e^{-tA})\varphi \rangle$$

(7.3.13)

We also define for $f \in \mathcal{S}(\mathbb{R})$ and $\varphi \in H$,

$$\varphi_f = \int f(s)(U_s\varphi) \, ds$$

(7.3.14)

**Proposition 7.3.2.** (a) $\{\varphi_f \mid f \in \mathcal{S}(\mathbb{R}), \varphi \in H\}$ is dense in $H$.

(b) $\{\varphi_f \mid f \in \mathcal{S}(\mathbb{R}), \varphi \in H\} \subset D(A)$ and

$$A\varphi_f = i\varphi_f$$

(7.3.15)

(c) $A$ is Hermitian.
(d) If \( \varphi \in D(A) \), then for all \( s \), \( U_s \varphi \in D(A) \) and
\[
A(U_s \varphi) = U_s (A \varphi) \quad (7.3.16)
\]
(e) If \( B \) is self-adjoint and \( U_t = e^{itB} \), then \( A \) defined by \((7.3.10)\)/(7.3.11) is equal to \( B \).  

**Proof.** (a) Since \( U, \varphi \) is strongly continuous and bounded, if \( j_n \) is an approximate identity (see Theorem 3.5.11 of Part 1), then \( \varphi j_n \rightarrow \varphi \).

(b) Let \( f_t(s) = f(s - t) \). Then
\[
U_t \varphi_f = \int f(s) U_{t+s} \varphi \, ds = \int f_t(s) U_s \varphi \, ds \quad (7.3.17)
\]
so
\[
t^{-1}[U_t \varphi_f - \varphi_f] = \int t^{-1}[f_t(s) - f(s)] U_s \varphi \, ds \rightarrow - \int f'(s) U_s \varphi \, ds \quad (7.3.18)
\]
proving \( \varphi_f \in D(A) \) and \((7.3.15)\).

(c) Immediate from \( U_t^* = U_{-t} \) via
\[
\langle \psi, t^{-1}(U_t - 1) \varphi \rangle = \langle t^{-1}(U_{-t} - 1) \psi, \varphi \rangle \quad (7.3.19)
\]
which implies if \( \psi, \varphi \in D(A) \) that
\[
\langle \psi, iA \varphi \rangle = \langle -iA \psi, \varphi \rangle \quad (7.3.20)
\]
(d) Since \( U_s(U_t - 1) = (U_t - 1)U_s \) and \( U_s \) is bounded, this is immediate.

(e) By the spectral theorem, it suffices to prove this when \( B \) is multiplication by \( x \) on \( L^2(\mathbb{R}, d\mu) \). In that case, if \( \varphi \in D(B) \), we have
\[
|t|^{-1}|e^{ixt} - 1| \leq |t|^{-1}\left|\int (ix)e^{ixs}, ds\right| \leq |x| \quad (7.3.21)
\]
so \((it)^{-1}(e^{ixt} - 1) \varphi \rightarrow B \varphi \) by the dominated convergence theorem. Thus, \( D(B) \subset D(A) \) and \( A \varphi = B \varphi \).

Conversely, if \( \varphi \in D(A) \), for any \( R \in (0, \infty) \),
\[
\|t^{-1}(U_t - 1)\varphi\|^2 \geq \int_{-R}^{R} \|t|^{-1}(e^{ixt} - 1)\varphi\|^2 \, d\mu(x) \rightarrow \int_{-R}^{R} |x|^2 |\varphi(x)|^2 \, d\mu(x)
\]
by the dominated convergence theorem again. Thus, for all \( R \),
\[
\int_{-R}^{R} |x|^2 |\varphi(x)|^2 \, d\mu \leq \limsup \|t^{-1}(U_t - 1)\varphi\|^2 \quad (7.3.22)
\]
so \( \varphi \in D(A) \Rightarrow \varphi \in D(B) \). \( \square \)
Once we have Stone’s theorem, the following is of independent interest.

**Theorem 7.3.3.** Let \( \{U_t\}_{t \in \mathbb{R}} \) be a one-parameter unitary group on a Hilbert space, \( \mathcal{H} \). Define \( A \) by \( (7.3.10) / (7.3.11) \). Let \( D \subset D(A) \) be dense in \( \mathcal{H} \) with
\[
U_t[D] \subset D
\]
for all \( t \). Then \( A \upharpoonright D \) is essentially self-adjoint.

**Proof.** Let \( C = A \upharpoonright D \). Since \( A \) is Hermitian, so is \( C \). Suppose \( C^* \psi = \pm i \psi \). Then for any \( \varphi \in D \) and all \( t \), \( U(t) \varphi \) is \( C^1 \) (by Proposition 7.3.2) and if
\[
f(t) = \langle \psi, U(t) \varphi \rangle
\]
then
\[
f'(t) = \langle \psi, (iA)U(t) \varphi \rangle
\]
\[
= \langle \psi, (iC)U(t) \varphi \rangle
\]
\[
= i(C^* \psi, U(t) \varphi)
\]
\[
= \mp i \langle \psi, U(t) \varphi \rangle
\]
\[
= \pm f(t)
\]
where \( (7.3.26) \) uses the fact that \( U(t) \varphi_0 \in D \). Thus,
\[
f(t) = e^{\pm t} f(0)
\]
Since \( |f(t)| \leq \|\varphi\| \|\psi\| \), \( (7.3.28) \) can only hold for all \( t \) if \( f(0) = 0 \), that is, if \( \psi \in D^\perp = \{0\} \). Thus, \( \text{Ker}(C^* \mp i) = \{0\} \) and \( C \) is essentially self-adjoint by the fundamental criterion (Theorem 7.1.10). \( \square \)

**Second Proof of Theorem 7.3.1** By Theorem 7.3.3 if \( B \) is the closure of \( A \), \( B \) is self-adjoint. Let \( \varphi \in D(A) \) and
\[
g(t) = e^{-itB} U_t \varphi
\]
Since \( U_t \varphi \in D(A) \subset D(B) \), \( g(t) \) is \( C^1 \) and
\[
g'(t) = (-iB)e^{-itB} U(t) \varphi + e^{-itB} (iA)U(t) \varphi
\]
\[
= [e^{-itB}(-iB + iA)U(t)] \varphi = 0
\]
since \( U(t) \varphi \in D(A) \) and \( B \upharpoonright D(A) = A \). Thus, since \( D(A) \) is dense, \( e^{-itB} U_t \) so
\[
U_t = e^{-itB}
\]
By Proposition 7.3.2(e), \( B = A \) so we have proven \( (7.3.1) \) and given the domain of the generator. \( \square \)
Notes and Historical Remarks. Stone’s theorem was announced in his 1929 paper \[668\] and proven in his 1932 paper \[669\]. It is central to both quantum mechanics and to the representations of Lie groups. In quantum theory, the dynamics provides a one-parameter unitary group and the generator is the Hamiltonian (energy operator). \((7.3.11)\) is the Schrödinger equation.

7.4. von Neumann’s Theory of Self-adjoint Extensions

In this section, we’ll consider a closed Hermitian operator, \(A\), with domain, \(D(A)\), dense in a Hilbert space, \(\mathcal{H}\). We define

\[
K_\pm = \text{Ker}(A^* \mp i) = \text{Ran}(A \pm i)^\perp, \quad d_\pm = \dim(K_\pm)
\]

For any closed symmetric operator, \(B\), we’ll use \(U_B\) for the Cayley transform \((B - i)(B + i)^{-1}\) extended to \(\mathcal{H}\) by setting it to 0 on \(\text{Ran}(B + i)^\perp\). Here is the main result:

**Theorem 7.4.1** (von Neumann’s Extension Theorem). Let \(A\) be a closed Hermitian operator. There is a one–one correspondence between closed symmetric extensions, \(B\), of \(A\) and partial isometries, \(V\), with initial space \(\mathcal{H}_I(V) \subset K_+\) and final space \(\mathcal{H}_F(V) \subset K_−\). This correspondence is given by

\[
U_B = U_A + V \quad \text{or by} \quad D(B) = \{\varphi + \psi + V\psi \mid \varphi \in D(A), \psi \in \mathcal{H}_I(V)\}, \quad B = A^* \upharpoonright D(B) \quad (7.4.1)
\]

\(B\) is self-adjoint if and only if

\[
\mathcal{H}_I(V) = K_+, \quad \mathcal{H}_F(V) = K_− \quad (7.4.3)
\]

In particular, \(A\) has self-adjoint extensions if and only if \(d_+ = d_–\) and, in that case, \(U \mapsto A_U\) from the unitary maps of \(K_+\) to \(K_–\) to the associated self-adjoint is continuous if \(U\) is given the norm (respectively, strong) topology and \(A\) the topology of norm (respectively, strong) resolvent convergence. Thus, if \(d_+ < \infty\), the set of self-adjoint extensions is a \(d_+^2\)-dimensional real manifold (in the topology of norm-resolvent convergence).

**Remark.** A Hermitian operator, \(A\), is called maximal Hermitian if it has no proper Hermitian extensions. This theorem implies \(A\) is maximal Hermitian if and only if \(d_+ = 0\) or \(d_– = 0\), so there are maximal Hermitian operators which are not self-adjoint (namely, if \(d_\pm = 0\) but \(d_\mp \neq 0\)). In some literature prior to 1960, what we call self-adjoint was called hypermaximal Hermitian.
Proof. Given $V$ a partial isometry from $\mathcal{K}_+$ to $\mathcal{K}_-$, define $B$ by \eqref{eq:7.4.2}. By \eqref{eq:7.1.62}, for any $\varphi \in D(A)$, $\psi \in \mathcal{H}_I(V)$, we have

$$\text{Im}( (\varphi + \psi + V\psi), A^*(\varphi + \psi + V\psi)) = (\|\psi\|^2 - \|V\psi\|^2) = 0 \quad (7.4.4)$$

Thus, by polarization, $B = A^* \upharpoonright D(A)$ is Hermitian. Moreover, by an easy calculation (Problem 1)), for this $B$, \eqref{eq:7.4.1} holds.

On the other hand, if $B$ is a symmetric extension of $A$ and $\varphi = (A + i) \eta$, then $U_B \varphi = (A - i) \eta = U_A \varphi$, so $U_B \upharpoonright \text{Ran}(A + i) = U_A$. Thus, $U_B$ on $\mathcal{K}_+$ must be a partial isometry, and to preserve the need for $U_B$ to preserve orthogonality on $\mathcal{H}_I(U_B)$, $U_B[\mathcal{K}_+] \subset \mathcal{K}_-$. Thus, \eqref{eq:7.4.1} holds for some partial isometry, $V$, with $\mathcal{H}_I(V) \in \mathcal{K}_+$, $\mathcal{H}_F(V) \in \mathcal{K}_-$. If $B_V$ is the “$B$” associated to $V$ by \eqref{eq:7.4.2}, we also have \eqref{eq:7.4.1} so $U_B = U_{B_V}$, which implies that $B = B_V$, that is, we have the claimed one–one correspondence.

Since

$$\begin{align*}
(A^* + i)(\varphi + \psi + V\psi) &= (A + i)\varphi + 2i\psi \\
(A^* - i)(\varphi + \psi + V\psi) &= (A - i)\varphi - 2iV\psi
\end{align*} \quad (7.4.5) \quad (7.4.6)$$

we see $\text{Ran}(B + i) = \text{Ran}(A + i) + \mathcal{H}_F(V)$, $\text{Ran}(B - i) = \text{Ran}(A - i) + \mathcal{H}_F(V)$, so these are both $\mathcal{H}$ if and only if \eqref{eq:7.4.3} holds. Thus, by the fundamental criterion, $B$ is self-adjoint if and only if \eqref{eq:7.4.3} holds.

By \eqref{eq:7.2.9}, norm-resolvent convergence of self-adjoint operators is equivalent to norm convergence of their Cayley transforms. Thus, the map $V \mapsto B_V$ (given by \eqref{eq:7.4.2}) is continuous if $V$ is given the topology of norm convergence for unitary maps of $\mathcal{K}_+$ to $\mathcal{K}_-$ and $B_V$ the topology of norm-resolvent convergence. In particular, if $d_+ = d_- < \infty$ and $V_0$ is a unitary map of $\mathcal{K}_+ \to \mathcal{K}_-$, then $V = (V_{V_0}^{-1})V_0$ provides a homeomorphism of unitary maps of $\mathcal{K}_+$ to $\mathcal{K}_-$ and unitary maps on $\mathcal{K}_-$, that is, $\mathbb{U}(d_+)$, the group of unitary $d_+ \times d_+$ unitaries which is a manifold of dimension $d_+^2$. A similar analysis works for strong resolvent convergence. □

Corollary 7.4.2. If $A$ is a closed Hermitian operator and $A \geq 0$, then $A$ has self-adjoint extensions.

Remark. We’ll say much more about this in Section 7.5; in particular, we’ll prove there that $A$ has positive self-adjoint extensions.

Proof. By Theorem 7.1.8 $d_+ = d_-$. □

Corollary 7.4.3. Let $A$ be a closed Hermitian operator so there is a conjugation obeying \eqref{eq:7.1.65}. Then $A$ has self-adjoint extensions.

Proof. By Theorem 7.1.12 $d_+ = d_-$. □
**Example 7.4.4** (Example 7.1.6 (continued)). Let \( A \) be \(-i\frac{d}{dx}\) on \( C_0^\infty([0,1]) \) in \( L^2([0,1],dx) \). Then \( A \) is given by \( (7.4.35)/(7.4.36) \) and \( A^* \) is given by \( (7.4.36) \). \( \mathcal{K}_\pm \) are multiples of the unique distributional solutions (up to constants) of \( u' = \mp u \), that is, \( e^{\pm x} \). We thus define

\[
\varphi_+(x) = e^{1-x}, \quad \varphi_-(x) = e^x \tag{7.4.7}
\]

so \( \|\varphi_+\| = \|\varphi_-\| \). Self-adjoint extensions are parametrized by \( e^{i\psi} \in \partial \mathbb{D} \) via

\[
D(B_\psi) = \{g + w(\varphi_+ + e^{i\psi} \varphi_-) \mid g \in D(A), w \in \mathbb{C}\}, \quad B_\psi = A^* \upharpoonright D(B_\psi) \tag{7.4.8}
\]

Since \( g \) is continuous on \([0,1]\) and vanishes at 0 and 1 if \( f \in B_\psi \), then

\[
f(0) = w(e + e^{i\psi}), \quad f(1) = w(1 + e^{i\psi}e) = e^{-i\psi}f(0) \tag{7.4.9}
\]

Moreover, if \( f \in D(A^*) \) so \( f \) is continuous on \([0,1]\), it is easy to see that if \( f(1) = e^{-i\psi}f(0) \), then \( f \in D(B_\psi) \). Thus, in the notation of Example 7.1.6

\[
B_\psi = A_\theta \quad \text{if} \quad \theta = -\psi \tag{7.4.10}
\]

We have found that all the self-adjoint extensions are \( \{A_\theta\}_{e^{i\theta} \in \partial \mathbb{D}} \). \( \square \)

There is an alternate approach to self-adjoint extensions that depends on looking at, for \( \varphi, \psi \in D(A^*) \),

\[
D(\varphi, \psi) = \langle \varphi, A^*\psi \rangle - \langle A^*\varphi, \psi \rangle \tag{7.4.11}
\]

\[
S(\varphi, \psi) = \langle \varphi, A^*\psi \rangle \tag{7.4.12}
\]

Here is a part of this approach.

**Proposition 7.4.5.** (a) Let \( \varphi_1, \varphi_2, \psi_1, \psi_2 \in D(A^*) \). If \( \varphi_1 - \varphi_2, \psi_1 - \psi_2 \) are in \( D(A) \), then

\[
D(\varphi_1, \psi_1) = D(\varphi_2, \psi_2) \tag{7.4.13}
\]

(b) If \( \varphi_1, \varphi_2 \in D(A^*) \) and \( \varphi_1 - \varphi_2 \in D(A) \), then

\[
S(\varphi_2, \varphi_2) - S(\varphi_1, \varphi_1) \in \mathbb{R} \tag{7.4.14}
\]

(c) \( D(\varphi, \varphi) = 0 \Leftrightarrow S(\varphi, \varphi) \) is real.

**Proof.** (a) This follows from sesquilinearity of \( D \), the fact that

\[
D(\varphi, \psi) = \overline{D(\psi, \varphi)} \tag{7.4.14}
\]

and that if \( \varphi \in D(A^*) \) and \( \eta \in D(A) \), then

\[
D(\varphi, \eta) = \langle \varphi, A\eta \rangle - \langle A^*\varphi, \eta \rangle = 0 \tag{7.4.15}
\]

(b) Let \( \varphi_2 - \varphi_1 = \eta \). Then

\[
S(\varphi_2, \varphi_2) - S(\varphi_1, \varphi_1) = S(\eta, \eta) + S(\eta, \varphi_1) + S(\varphi_1, \eta)
\]

\[
= \langle \eta, A\eta \rangle + \langle \eta, A^*\varphi_1 \rangle + \langle \varphi_1, A^*\eta \rangle
\]

\[
= \langle \eta, A\eta \rangle + \langle A\eta, \varphi_1 \rangle + \langle \varphi_1, A\eta \rangle
\]

is real since \( \langle \eta, A\eta \rangle \) is real and \( \langle A\eta, \varphi_1 \rangle = \overline{\langle \varphi_1, A\eta \rangle} \).
(c) $D(\varphi, \varphi) = 0 \iff \langle \varphi, A^* \varphi \rangle = \langle A^* \varphi, \varphi \rangle$. Since $\langle A^* \varphi, \varphi \rangle = \overline{\langle \varphi, A^* \varphi \rangle}$, this equality is equivalent to reality of $\langle \varphi, A^* \varphi \rangle$. \hfill \ensuremath{\Box}

**Theorem 7.4.6.** Let $A$ be a closed Hermitian operator and let $B$ be an extension of $A$. Then $B$ is symmetric if and only if

(i) $D(B) \subset D(A^*)$ and $B = A^* \upharpoonright D(B)$.

(ii) $S(\varphi, \varphi)$ is real for all $\varphi \in D(B)$.

For (ii) to be true, it is sufficient that $S(\varphi, \varphi)$ is real for a subspace, $\mathcal{D} \subset D(B) \setminus D(A)$ so $\mathcal{D} + D(A) = D(B)$.

**Proof.** If $B$ is symmetric, $A \subset B = B^*$ implies $B = B^* \subset A^*$, proving (i). $B$ symmetric clearly implies $D(\varphi, \varphi) = 0$, so $S(\varphi, \varphi)$ is real.

Conversely, if (i), (ii) hold, $S(\varphi, \varphi)$ real implies $D(\varphi, \varphi)$ is real, so by polarization, $B$ is symmetric.

The final statement follows from (b) of the last proposition. \hfill \ensuremath{\Box}

We’ve discussed this in part to be able to present the explicit form for the deficiency index $(1, 1)$ case.

**Theorem 7.4.7.** Let $A$ be a closed symmetric operator with deficiency indices $(1, 1)$. Let $\varphi, \psi \in D(A^*)$ be independent over $D(A)$ (i.e., not multiples of each other in $D(A^*)/D(A)$) and so that $S(\varphi, \varphi)$, $S(\psi, \psi)$, $S(\varphi, \psi)$, and $S(\psi, \varphi)$ are all real. Then

(a) $S(\varphi, \psi) \neq S(\psi, \varphi)$ \hfill (7.4.16)

(b) For each $t \in \mathbb{R} \cup \{\infty\}$, let $D(B_t) = D(A) + [\varphi + t\psi]$ if $t \in \mathbb{R}$, $D(B_\infty) = D(A) + [\psi]$, and $B_t = A^* \upharpoonright D(B_t)$. Then each $B_t$ is self-adjoint and these are all the self-adjoint extensions.

**Proof.** (a) We have for $z, w \in \mathbb{C}$ that

$S(z\varphi + w\psi, z\varphi + w\psi)$

$= |z|^2 S(\varphi, \varphi) + |w|^2 S(\psi, \psi) + (S(\varphi, \psi) + S(\psi, \varphi)) \text{Re}(\bar{z}w)$

$+ i(S(\varphi, \psi) - S(\psi, \varphi)) \text{Im}(\bar{z}w)$ \hfill (7.4.17)

If (7.4.16) fails, $S(\eta, \eta) = 0$ for all $\eta \in D(A^*)$. Since there are $\eta_0 \neq 0$ with $A^*\eta_0 = i\eta_0$, so $S(\eta_0, \eta_0) = i\|\eta_0\|^2$, we would have a contradiction. Thus, (7.4.16) holds.

(b) By (7.4.16) and (7.4.17),

$S(z\varphi + w\psi, z\varphi + w\psi) \in \mathbb{R} \iff \text{Im}(\bar{z}w) = 0$

Thus, either $w = tz$ with $t \in \mathbb{R}$ or $z = 0$.

Since $D(A^*) = D(\eta) + [z\varphi + w\psi \mid z, w \in \mathbb{C}]$ and $D(B)/D(A)$ has dimension 1 for any self-adjoint extension, $D(B) = D(A) + [\psi]$ for some
η = zφ + wψ with $S(η, η) \in \mathbb{R}$. By the above, any such $D(B)$ is some $D(B_t)$.

Conversely, $D(B)$ is symmetric for each $t$ by Theorem 7.4.6 and so, since the codimension is 1, $B_t$ is self-adjoint. □

We turn now to the operator

$$D(A) = C_0^\infty(a,b), \quad Aφ = -φ'' + Vφ$$

(7.4.18)

where $V \in L^2_{loc}(a,b)$, that is,

$$\int_c^d |V(y)|^2 dy < \infty, \quad \text{all } c, d \text{ with } [c, d] \subset (a, b)$$

(7.4.19)

Each of $a$ or $b$ may be infinite or finite. What we will discuss is called the Weyl limit point/limit circle theory (we’ll explain the name in the Notes).

We remark that while we develop the Weyl limit point/limit circle theory for $L^2_{loc}$, it can be extended to $V$ in $L^1_{loc}$ without too much extra work. We begin by describing $D(A^*)$. We need

**Lemma 7.4.8.** Let $φ \in \mathcal{D}(a,b)$, the ordinary distributions on $(a,b)$. Suppose that $φ'$ is a locally $L^1$-function. Then $φ$ is continuous, and for any $c \in (a,b)$, we have

$$φ(x) = φ(c) + \int_c^x φ'(y) dy$$

(7.4.20)

**Proof.** Fix $c \in (a,b)$ and let

$$η(x) = \int_c^x φ'(y) dy$$

(7.4.21)

Then it is easy to see that $η$ is continuous and $η' = φ'$ as distributions, so by Problem 14 of Section 6.2 of Part 1, $(φ - η)$ is constant, namely, $φ(c) - η(c) = φ(c)$. □

**Definition.** A $φ$ obeying (7.4.20) for an $L^1$-function $φ'$ is called an absolutely continuous function. The name comes from the fact that such $φ'$’s are locally precisely the functions of bounded variation with $dφ$ an absolutely continuous measure.

**Proposition 7.4.9.** Let $V \in L^2_{loc}(a,b)$ be real-valued and $A$ given by (7.4.18). Let $\mathcal{D}^{(2)}_{loc}(a,b)$ be given by

$$\mathcal{D}^{(2)}_{loc}(a,b) = \{ φ \mid φ \text{ is } C^1 \text{ on } (a,b) \text{ and } φ' \text{ is absolutely continuous} \}$$

(7.4.22)

Then

$$D(A^*) = \{ φ \in \mathcal{D}^{(2)}_{loc}(a,b) \cap L^2(a,b) \mid -φ'' + Vφ \in L^2(a,b) \}$$

(7.4.23)
and
\[ A^* \varphi = -\varphi'' + V \varphi \]  
(7.4.24)

**Remark.** Since \( \varphi' \) is absolutely continuous, \( \varphi'' \) is a function, and since \( \varphi \) is continuous and \( V \in L^2_{\text{loc}}, V \varphi \in L^2_{\text{loc}} \). Thus, \(-\varphi'' + V \varphi \in L^1_{\text{loc}} \) and the condition \(-\varphi'' + V \varphi \in L^2(a,b) \) make sense.

**Proof.** \( \varphi \in D(A^*) \) if and only if \( \varphi \in L^2 \) and there is \( \eta \in L^2 \) with
\[ \langle \varphi, -\psi'' + V \psi \rangle = \langle \eta, \psi \rangle \]  
(7.4.25)
for all \( \psi \in C_0^\infty(a,b) \). (7.4.25) says that as distributions, \( \overline{\eta} = -\varphi'' + V \varphi \).

Since \( \varphi \in L^2 \) and \( V \in L^2_{\text{loc}}, V \varphi \in L^1_{\text{loc}} \), so \( V \varphi \) is a distribution as \(-\varphi'' + V \varphi \) makes sense as a distributional sum. It follows that RHS of (7.4.23) \( \in D(A^*) \) and \( A^* \) is given by (7.4.24).

For the converse, if \(-\varphi'' + V \varphi \in L^2 \), then \(-\varphi'' \in L^1_{\text{loc}} \) so \( \varphi' \) is absolutely continuous, so \( \varphi \) is continuous given by (7.4.20) and that \( \varphi \) is \( L^1 \) so \( \varphi \in \mathcal{D}^{(2)}_{\text{loc}}(a,b) \cap L^2 \), that is, \( D(A^*) \) is given by (7.4.23). \( \square \)

When \([a,b]\) is a bounded interval, it will be useful to define \( \mathcal{D}^{(2)}(a,b) \) as those \( \varphi \in \mathcal{D}^{(2)}_{\text{loc}}(a,b) \) with \( \varphi'' \in L^1(a,b) \) (rather than just \( L^1_{\text{loc}} \)). By Lemma 7.4.8, \( \varphi \) and \( \varphi' \) are continuous on \([a,b]\).

**Example 7.4.10.** Let \([c,d]\) be a bounded interval in \( \mathbb{R} \). Define
\[ A_0 = -\frac{d^2}{dx^2} \]
\[ D(A_0) = \{ \varphi \in \mathcal{D}^{(2)}(c,d) \mid \varphi(c) = \varphi(d) = \varphi'(c) = \varphi'(d) = 0, \varphi'' \in L^2(a,b) \} \]  
(7.4.26)
Here we use the fact that, by Lemma 7.4.8, \( \varphi \) is \( C^1 \) and \( \varphi \) and \( \varphi' \) have limits as \( x \downarrow c \) or \( x \uparrow d \). As above, \( A_0 \) is closed and
\[ A_0^* = -\frac{d^2}{dx^2}, \quad D(A_0^*) = \mathcal{D}^{(2)}(c,d) \cap \{ \varphi \mid \varphi'' \in L^2(a,b) \} \]  
(7.4.27)
As in the analysis of Example 7.4.4 one can find solutions of \((A_0 \pm i) \varphi = 0\) and conclude \( A_0 \) has deficiency indices \((2,2)\). If we let \( B_0 \) be the operator with \( \varphi'(d) = 0 \) dropped, then \( B_0 \) has deficiency indices \((1,1)\). \( \square \)

**Proposition 7.4.11.** Let \([c,d]\) be a bounded interval in \( \mathbb{R} \) and \( V \in L^2([c,d],dx) \). Let \( A_0 \) be given by (7.4.20) and
\[ A = A_0 + V, \quad D(A) = D(A_0) \]  
(7.4.28)
Then \( D(A^*) = D(A_0^*) \) and \( A^* = A_0^* + V \). \( A \) has deficiency indices \((2,2)\). If \( B \) is the operator with \( \varphi'(d) = 0 \) dropped, then \( B \) has deficiency indices \((1,1)\).
Proof. By Theorem 7.1.18 $V$ is $A_0$-relatively bounded with relative bound zero. The deficiency results follow from the theory in Section 7.4 which implies that if $A \subset B \subset B^*$, then $d_+(B) = d_+(A) - \dim(B \setminus A)$. □

We now need some results on solutions of

$$-\varphi'' + V\varphi = z\varphi \quad (7.4.29)$$

for $z \in \mathbb{C}$, as we studied in Example 15.5.5 of Part 2B. We proved there:

1. For any $(a, b)$, $(7.4.29)$ has, for each $(\alpha, \beta) \in \mathbb{C}^2$, unique solutions with

$$\varphi(c) = \alpha, \quad \varphi'(c) = \beta \quad (7.4.30)$$

2. If there is one $z \in \mathbb{C}$ so that $(7.4.30)$ has all its solutions $L^2$ at $b$, that is true for all $z \in \mathbb{C}$, in which case we say $(7.4.29)$ is limit circle at $b$. Otherwise, we say $(7.4.29)$ is limit point at $b$.

Here is the main result on $-\frac{d^2}{dx^2} + V$ on $L^2(a, b)$:

**Theorem 7.4.12** (Weyl Limit Point/Limit Circle Theorem). Let $V \in L^2_{\text{loc}}(a, b)$ and $A$ given by (7.4.18). Then $\tilde{A}$ has deficiency indices:

1. $(2, 2)$ if $(7.4.29)$ is limit circle at both $a$ and $b$.
2. $(1, 1)$ if $(7.4.29)$ is limit point at one of $a, b$ and limit circle at the other.
3. $(0, 0)$ if $(7.4.29)$ is limit point at both ends.

In particular, $A$ is essentially self-adjoint if and only if $(7.4.29)$ is limit point at both ends.

**First Part of Proof.** (i) If both sides are limit circle, all solutions of $-\varphi'' + V\varphi = \pm i\varphi$ are $L^2$ at both ends, so $L^2$. Thus, dim Ker$(A^* + i)$ is 2.

(ii) As a preliminary, we show for $z \in \mathbb{C} \setminus \mathbb{R}$, there is a nonzero solution of

$$-\varphi'' + V\varphi - z\varphi = 0 \quad (7.4.31)$$

which is $L^2$ at $a$ (and also one $L^2$ at $b$). Pick $[c, d] \subset (a, b)$, a closed bounded interval in $(a, b)$. By Proposition 7.4.11 $B \equiv -\frac{d^2}{dx^2} + V$ on $[c, d]$ with $\varphi(c) = \varphi'(c) = \varphi(d) = 0$ boundary conditions has deficiency indices $(1, 1)$ so, since $C^\infty_0([c, d])$ is dense in $L^2([c, d], dx)$, there must be $\eta \in C^\infty_0$ with $\eta \notin \text{Ker}(B - z)$.

Let $\tilde{A}$ be $-\frac{d^2}{dx^2} + V$ on $L^2(a, d)$ with $D(\tilde{A}) = \{ \varphi \in D^2_{\text{loc}}(a, d) \mid \varphi(x) = 0 \text{ for } x \in (a, a + \varepsilon) \text{ for some } \varepsilon > 0 \text{ and } \varphi(d) = 0 \}$. Let $C$ be a self-adjoint extension of $\tilde{A}$ which exists since $\tilde{A}$ commutes with $\varphi \to \tilde{\varphi}$. It is easy to show (Problem 11) that $\varphi \in D(C)$ has $\varphi(d) = 0$.

Let $\psi \in D(C)$ obey $(C - z)\psi = \eta$. We claim $\psi$ is not identically zero on $(a, c)$. For if it is, since $\psi$ is $C^1$, we have $\psi(c) = \psi'(c) = 0$ and $\psi(d) = 0$ by the above. Thus, $\tilde{\psi} \equiv \psi \upharpoonright [c, d] \in D(B)$ and $(B - z)\tilde{\psi} = \eta$, contrary to the
choice of $\eta \notin \operatorname{Ran}(B - z)$. Since $\psi \neq 0$ on $(a, c)$, $\psi \upharpoonright (a, c)$ extended to $[c, b]$ by solving \eref{7.4.31} is $L^2$ near $a$.

Since $A$ is limit circle at $b$, all solutions of \eref{7.4.31} are $L^2$ at $b$, so since there is some solution $L^2$ near $a$, \eref{7.4.31} has a solution in $L^2(a, b)$.

Thus, $\dim \ker(A^* \pm i) > 0$. Since it is not limit circle at both ends, not all solutions of \eref{7.4.31} are $L^2$ so $\dim \ker(A^* \pm i) < 2$. Thus, $\dim \ker(A^* \pm i) = 1$. \hfill \qed

The case that remains is $A$ is limit point at both $a$ and $b$. There are solutions of $-\varphi'' + V\varphi = \pm i$ which are $L^2$ at each side and we don’t a priori know they aren’t the same. Instead of showing this directly, we prove that $A^*$ is Hermitian. A main tool is the Wronskian

$$W(x; \varphi, \psi) = \varphi(x)\psi'(x) - \varphi'(x)\psi(x)$$ \hfill (7.4.32)

which is defined for $x \in (a, b)$ if $\varphi, \psi \in D^{(2)}(a, b)$.

**Proposition 7.4.13.** If $\varphi, \psi \in D^{(2)}(a, b)$ and $[c, d] \subset (a, b)$, then

(a) $W(x; \varphi, \psi)$ is absolutely continuous and

$$W(d; \varphi, \psi) - W(c; \varphi, \psi) = \int_c^d [\varphi(y)\psi''(y) - \varphi''(y)\psi(y)] \, dy$$ \hfill (7.4.33)

(b) If $\varphi, \psi \in D(A^*)$, then $\lim_{x \downarrow a} W(x; \varphi, \psi)$ and $\lim_{x \uparrow b} W(x; \varphi, \psi)$ exist and

$$W(b; \varphi, \psi) - W(a; \varphi, \psi) = \langle \varphi, A^* \psi \rangle - \langle A^* \varphi, \psi \rangle$$ \hfill (7.4.34)

**Proof.** It is easy to see (Problem 2) that if $f, g$ are absolutely continuous, so is $fg$ and Leibniz’s rule holds. Thus, $W$ is absolutely continuous and $W' = \varphi\psi'' - \varphi''\psi$. This proves \eref{7.4.33}.

Since $V\varphi\psi \in L^2_{\text{loc}}$, we can add/subtract it in \eref{7.4.33} to see, if $\varphi, \psi \in D(A^*)$, that

$$W(d; \varphi, \psi) - W(c; \varphi, \psi) = -\int_c^d [A^*\varphi(y)\psi(y) - \varphi(y)(A^*\psi)(y)] \, dy$$ \hfill (7.4.35)

Since the integral lies in $L^1(a, b)$, the claimed limits exist as $d \uparrow b$ or $c \downarrow a$ and \eref{7.4.34} holds. \hfill \qed

We say $a$ is a regular point (and similarly for $b$) if and only if $a$ is finite and $\int_a^c |V(x)|^2 \, dx < \infty$ for all $c \in (a, b)$.

**Proposition 7.4.14.** If $a$ is a regular point and $\varphi \in D(A^*)$, then $\lim_{x \downarrow a} \varphi(x)$ and $\lim_{x \uparrow a} \varphi'(x)$ exist (we call them $\varphi(a)$ and $\varphi'(a)$). If $\varphi \in D(\hat{A})$, these limits are zero. $A$ is limit circle at $a$.

**Remark.** It can also be shown (Problem 3) that $\varphi'(a) = \lim_{\varepsilon \downarrow 0} (\varphi(a + \varepsilon) - \varphi(a))/\varepsilon$. 
Proof. $V \varphi$ is $L^1$ near $a$, so $\varphi'' = -A^* \varphi + V \varphi$ is $L^1$. Thus, by (7.4.20) for $\varphi'$, $\lim_{x \downarrow a} \varphi'(x)$ exists. Since $a$ is finite, $\varphi'$ is bounded and so $L^1$ near $a$, so by (7.4.20) for $\varphi$, $\lim_{x \downarrow 0} \varphi(x)$ exists.

The argument above shows that $\varphi \to (\varphi(a), \varphi'(a))$ is continuous in the $\|\varphi\| + \|A^* \varphi\|$ norm. Thus, since $(\varphi(a), \varphi'(a)) = (0, 0)$ for $\varphi$ in $A$, it holds for $\varphi \in D(A)$.

Since $a$ is finite and any $\varphi$ in $D(A^*)$ is bounded at $a$, it is $L^2$ there, so $a$ is limit circle. □

Proposition 7.4.15. Let $a$ be a regular point and $b$ limit point. Then $A$ has a self-adjoint extension, $B$, so that for some fixed $(\alpha, \beta) \in \mathbb{R}^2 \setminus \{0\}$, all $\varphi \in D(B)$ have

$$\alpha \varphi(a) + \beta \varphi'(a) = 0 \quad (7.4.36)$$

Remark. We’ll see shortly that every self-adjoint extension has an $(\alpha, \beta) \in \mathbb{R}^2 \setminus \{0\}$.

Proof. Let $\psi \in \ker(A^* + i)$. Then $\varphi_0 = \psi + \bar{\psi}$ is real, so $(\varphi_0(a), \varphi_0'(a))$ obeys (7.4.36) for some real $(\alpha, \beta) \neq (0, 0)$. Since $A$ has deficiency indices $(1, 1)$, there is a self-adjoint extension with $D(B) = \{ \lambda \varphi_0 + \eta \mid \eta \in D(\bar{A}) \lambda \in \mathbb{C} \}$. □

Proposition 7.4.16. If $a$ is a regular point and $b$ a limit point, we have

$$W(b; \bar{\varphi}, \bar{\psi}) = 0 \quad (7.4.37)$$

for all $\varphi, \psi \in D(A^*)$.

Proof. Let $B$ be the extension of $\bar{A}$ of the last proposition. We first claim (7.4.37) holds for $\varphi, \psi \in D(B)$. For, by (7.4.36) and the fact that $(\alpha, \beta)$ are real, we have $W(a; \bar{\varphi}, \bar{\psi}) = 0$. (7.4.34) and $B = A^*$ shows that

$$0 = \langle \varphi, B \psi \rangle - \langle B \varphi, \psi \rangle = W(b; \bar{\varphi}, \bar{\psi}) - W(a; \bar{\varphi}, \bar{\psi}) \quad (7.4.38)$$

so we have (7.4.37).

Now pick $\eta_0$ which is $C^\infty$ on $(a, b)$ and vanishing on $[c, b)$ for some $c < b$ so that $\eta_0$ does not obey (7.4.36). Then $\eta_0 \in D(A^*)$ but $\eta_0 \notin D(B)$. Since $A$ has deficiency indices $(1, 1)$, $\dim(D(A^*)/D(B))$ is one, that is, any $\varphi \in D(A^*)$ has the form

$$\varphi = \bar{\varphi} + \lambda \eta_0 \quad (7.4.39)$$

with $\lambda \in \mathbb{C}$ and $\bar{\varphi} \in D(B)$. Similarly,

$$\psi = \bar{\psi} + \mu \eta_0 \quad (7.4.40)$$

For $x > c$, $\eta_0(x) = \eta_0'(x) = 0$, so $x > c \Rightarrow W(x; \bar{\varphi}, \bar{\psi}) = W(x; \bar{\varphi}, \bar{\psi}) \to 0$ as $x \uparrow b$, proving (7.4.37) in general. □
Suppose \(A\) is limit point at \(a\) and \(b\). Pick \(c \in (a,b)\). Then \(c\) is a regular point for \(-\frac{d^2}{dx^2} + V\) on \((c,b)\) or \((a,c)\). If \(\varphi \in D(A^*)\), then \(\varphi \upharpoonright (c,b)\) lies in \(D((A^2)^*)\), the adjoint of the operator on \(C_0^\infty(c,b)\) (since \(\varphi \upharpoonright (c,b)\) lies in \(D(2)\)) and

\[-\varphi'' + V\varphi \upharpoonright (c,d) = -\varphi'' + V\varphi\]  

(7.4.41)

as distributions on \((c,d)\). Since \(W\) is locally defined, we conclude, by Proposition 7.4.16, that for \(\varphi, \psi \in D(A^*)\),

\[W(b;\bar{\varphi},\psi) = 0.\]  

The same argument implies \(W(a;\bar{\varphi},\psi) = 0\). Therefore, by (7.4.34), \(A^*\) is Hermitian. Thus, \(\text{Ker}(A^* \pm i) = \{0\}\), so the deficiency indices are \((0,0)\). \(\square\)

Using the same ideas as we used in the discussion of Sturm–Liouville equations on \([0,1]\) in Section 3.2, we can write down an explicit formula for \((A-e)^{-1}\) as an integral operator. \(A\) will be \(-\frac{d^2}{dx^2} + V(x)\) on \(L^2((a,b))\) where one of the following hold:

(i) \(A\) is limit point at \(a\) and \(b\). We required this if both \(|a|\) and \(|b|\) are \(\infty\).

(ii) \(A\) is limit point at \(a\) or \(b\) and limit circle at the other point and a boundary condition is picked at that point; say if the limit circle end is \(a\),

\[
(\cos(\theta_a) \varphi(a) + (\sin(\theta_a)) \varphi'(a) = 0
\]  

(7.4.42)

We require a limit point at \(a\) (respectively, \(b\)) if \(a = -\infty\) (respectively, \(b = \infty\)).

(iii) \(A\) is limit circle at both ends and a boundary condition of the form (7.4.42) is picked at each of the points \((\theta_a\) or \(\theta_b)\) different.

As we’ll see in case (ii), (7.4.42) describes all boundary conditions but in case (iii), there is a four-dimensional family of boundary conditions, so the ones we pick are special and are called separated boundary conditions.

Suppose \(e \notin \sigma(A)\). We pick unique (up to a constant) functions \(u^\pm\) solving

\[-(u^\pm)'' + Vu^\pm = eu^\pm\]  

(7.4.43)

If \(a\) is limit point, \(u^-\) is the unique solution which is \(L^2\) at \(a\) (which exists as above) or if \(a\) is limit circle, it is the solution obeying the boundary conditions at \(a\). Similarly, \(u^+\) is set by the boundary condition at \(b\). Note that \(W(u^+, u^-)\) is constant. If \(W(u^+, u^-) = 0\), \(u^+ = u^-\) (up to a constant) and \(e\) is an eigenvalue of \(A\), so \(e \notin \sigma(A) \Rightarrow W(u^+, u^-) = 0\). We define the Green’s function at \(e\) to be

\[G_e(x, y) = u^-(x<)u^+(x>)W(u^+, u^-)^{-1}\]  

(7.4.44)

where

\[x_\leq = \min(x, y), \quad x_\geq = \max(x, y)\]  

(7.4.45)
The calculation of Proposition 3.2.8 applies without change to get

**Theorem 7.4.17.** Let \( A = -\frac{d^2}{dx^2} + V(x) \) on \( L^2(a,b) \) with boundary condition (i), (ii), or (iii) above. Let \( e \notin \sigma(A) \) and \( u^\pm \) as described above. Let \( G_e(x,y) \) be given by (7.4.44). Then \( G_e(x,y) \) is the integral kernel of \((A - \epsilon)^{-1}\) in the sense that for any \( f \in L^2(a,b) \),

\[
g(x) = \int_a^b G_e(x,y) f(y) \, dy
\]

(or, in \( D(A) \) and \((A - \epsilon)g = f\)).

**Example 7.4.18.** Let \( V \) be limit point at \( b \) and regular at \( a \). For \( \theta \in [0, \pi) \), define

\[
D(A_\theta) = \{ \varphi \in D(A^*) \mid (\cos \theta)\varphi(a) + (\sin \theta)\varphi'(a) = 0 \}, \quad A_\theta = A^* \upharpoonright D(A_\theta)
\]

(7.4.46)

We claim each \( A_\theta \) is self-adjoint and every self-adjoint extension of \( A \) is an \( A_\theta \) for some \( \theta \in [0, \pi) \).

If \( \varphi, \psi \in D(A_\theta) \), clearly \( W(a; \bar{\varphi}, \psi) = 0 \) since \( \bar{\varphi} \) lies in \( D(A_\theta) \). Since \( W(b; \varphi, \psi) = 0 \) by Proposition 7.4.16, we conclude, by (7.4.34), that \( A_\theta \) is Hermitian. If \( \varphi \in C^\infty([a, c)) \) for \( c < b \), \( \varphi \in D(A^*) \) so there exist \( \varphi \in D(A_\theta) \) with \((\varphi(a), \varphi'(a)) \neq (0, 0)\). Thus, \( D(A_\theta) \neq D(\bar{A}) \). Since \( A_\theta \) is Hermitian and \( \bar{A} \) has deficiency indices \((1,1)\), \( D(A_\theta) \neq D(A^*) \). Since \( \dim(D(A^*)/D(\bar{A})) \)

is 2, \( A_\theta \) is self-adjoint since its deficiency indices are \( (0,0) \) by dimension counting.

Now let \( B \) be a self-adjoint extension of \( \bar{A} \). If \((\varphi(a), \varphi'(a)) = (0,0)\) for all \( \varphi \in D(B) \), then \( D(B) \subset D(A_\theta) \) for all \( \theta \), so \( B = A_\theta \) for all \( \theta \). This is impossible, so there is \( \varphi_0 \in D(B) \) with \((\varphi_0(a), \varphi_0'(a)) \neq (0,0)\).

Since \( W(b; \bar{\varphi}, \varphi) = 0 \) by Proposition 7.4.16, we must have \( W(a; \bar{\varphi}, \varphi) = \langle B \varphi, \varphi \rangle - \langle \varphi, B \bar{\varphi} \rangle = 0 \).

Either \( \varphi(a) = 0 \) or else

\[
0 = \frac{W(a; \varphi, \varphi)}{|
\varphi(a)\|^2} = \frac{\varphi'(a)}{\varphi(a)} - \frac{\varphi'(a)}{\varphi(a)}
\]

(7.4.47)

which implies \( \varphi'(a)/\varphi(a) \) is real, that is, replacing \( \varphi \) by \( \varphi(x)/\varphi(a) \), we get a \( \varphi \) with \((\varphi(a), \varphi'(a)) \in \mathbb{R}^2 \setminus \{0\} \). It follows that \( \varphi \in D(A_\theta) \) for some \( \theta \). Since \( \dim(D(B)/D(\bar{A})) = 1 \), we see \( D(B) \subset D(A_\theta) \), so \( B = A_\theta \). \( \square \)

**Remarks.** 1. Thus, in this case with \( C\varphi = \bar{\varphi} \), we see every self-adjoint extension \( A_\theta \) has \( C[D(A_\theta)] = D(A_\theta) \). This is no coincidence. For every deficiency index \((1,1)\) operator in the general context of Corollary 7.4.3, all self-adjoint extensions, \( B \), have \( C[D(B)] = D(B) \) (Problem 4(b)). For deficiency index \((d,d)\) with \( d \geq 2 \), this is no longer true (Problem 4(d)).
2. More generally, if $b$ is limit point and $a$ is limit circle, the self-adjoint extensions, $B$, are described by picking some $\varphi_0 \in D(A^*)$ with $W(a; \varphi_0, \varphi_0) = 0$. Then $D(B) = \{ \varphi \in D(A^*) \mid W(a; \varphi; \varphi_0) = 0 \}$ (Problem 5).

**Theorem 7.4.19.** Let $V(x) \geq 0$ and $b = \infty$. Then $-\frac{d^2}{dx^2} + V(x)$ is limit point at $\infty$.

**Proof.** Consider the solution of $-u'' + Vu = 0$ with $u'(c) = 1$, $u(c) = 0$. It can be seen (Problem 6) that $u \geq 0$ on $[c, \infty)$, so $u'(x) \geq 1$ there so $u(x) \geq (x - c)$ which is not $L^2$. □

**Corollary 7.4.20.** Let $V \in L^2_{\text{loc}}(\mathbb{R})$ with $V(x) \geq 0$. Then $-\frac{d^2}{dx^2} + V(x)$ is essentially self-adjoint on $C_0^\infty(\mathbb{R})$.

**Remarks.** 1. It is known (see the Notes) that $V(x) \geq 0$ can be replaced by $V(x) \geq -\alpha - \beta x^2$ for some $\alpha, \beta \in \mathbb{R}$.
2. We’ll prove an extension of this corollary to $\mathbb{R}^\nu$ in Theorem 7.6.1
3. It is known that rather than $V \geq 0$, it suffices that for all $\varphi \in C_0^\infty(\mathbb{R})$, that $||\varphi'||^2 + \langle \varphi, V \varphi \rangle \geq 0$ for the limit point condition to hold.

**Theorem 7.4.21.** Let $V$ be $C^2$ on $(a, \infty)$ so that for some $c \in (a, \infty)$,

(i) $V(x) \to -\infty$ as $x \to \infty$; $V(x) \leq -1$ if $x \geq c$.

(ii) $\int_c^\infty \left[ \frac{|V'(x)|^2}{|V(x)|^{5/2}} + \frac{|V''(x)|}{|V(x)|^{3/2}} \right] dx < \infty$ (7.4.48)

Then $-\frac{d^2}{dx^2} + V$ is limit point at $\infty$ if and only if

$$\int_c^\infty \frac{1}{|V(x)|^{1/2}} dx = \infty$$ (7.4.49)

**Remarks.** 1. If the integral in (7.4.49) is finite, this says the operator is limit circle at $\infty$.
2. See the Notes for a quantum mechanical interpretation of (7.4.49).
3. While (7.4.48) looks complicated, if $V$ is nonoscillatory in that $|V'(x)|/|V(x)| = O(x^{-1})$ and $|V''(x)|/|V(x)| = O(x^{-2})$, it holds.

**Proof.** We use Theorem 15.5.14 of Part 2B. It implies $-u'' + Vu = 0$ has a basis of solutions so that

$$\lim_{x \to \infty} \frac{|u(x)|}{|V(x)|^{-1/4}} = 1$$ (7.4.50)

Thus, (7.4.49) implies there is a basis of solutions with $\int_c^\infty |u(x)|^2 dx = \infty$, and if the integral is finite, a basis with $\int_c^\infty |u(x)|^2 dx < \infty$. □
Example 7.4.22. Let $V(x) = -|x|^\alpha$. Then (7.4.49) holds at $\infty$ and $-\infty$ if and only if $\alpha \leq 2$ and the integral is finite if $\alpha > 2$. Thus, $-\frac{d^2}{dx^2} - |x|^{-\alpha}$ is essentially self-adjoint on $C_0^\infty(\mathbb{R})$ if and only if $\alpha \leq 2$. \hfill $\square$

We finally turn to the situation where $a$ is finite but $V$ is not $L^2$ at $a$; a prime example we’ll consider is $V(x) = \beta|x|^{-2}$ which will also let us study $|x|^{-2}$ as a perturbation of $-\Delta$ in $\mathbb{R}^\nu$. We begin with

Theorem 7.4.23. Let $a$ be finite and for some $\varepsilon > 0$,

$$V_1(x) \geq V_2(x) \geq 0 \quad \text{for } x \in (a, a + \varepsilon) \quad (7.4.51)$$

Then $-\frac{d^2}{dx^2} + V_1$ is limit point at $a$ if $-\frac{d^2}{dx^2} + V_2$ is, and $-\frac{d^2}{dx^2} + V_2$ is limit circle at $a$ if $-\frac{d^2}{dx^2} + V_1$ is.

Proof. Let $c > 0$ and $\varphi^c_j(x)$ be the solution of $-\varphi'' + V_j \varphi = 0$ with

$$\varphi_j(a + \varepsilon) = 0, \quad \varphi_j'(a + \varepsilon) = -c \quad (7.4.52)$$

Then a simple argument (Problem 7) shows that on $(a, a + \varepsilon)$,

$$\varphi^c_1(x) \geq \varphi^c_2(x) \geq 0 \quad (7.4.53)$$

Taking $c = 1, 2$, we get two linear independent solutions. If $-\frac{d^2}{dx^2} + V_2$ is limit point, at least one of these solutions is not $L^2$ so $-\frac{d^2}{dx^2} + V_1$ has a non-$L^2$ solution. If $-\frac{d^2}{dx^2} + V_1$ is limit circle, both these solutions are $L^2$ for $V_1$, so the same is true for $V_2$. \hfill $\square$

In looking at $|x|^{-2}$, we also want to study when $-\frac{d^2}{dx^2} + V \geq 0$. In this regard, we’ll use two facts:

Fact 1. If $u_0$ solves $-u''_0 + Vu_0 = 0$ on $(a, b)$ and $u_0(x) > 0$ for all $x$, then for all $\varphi \in C_0^\infty(a, b)$,

$$\langle \varphi, (-\varphi'' + V \varphi) \rangle \geq 0 \quad (7.4.54)$$

The reader will prove this in Problem 8; see also the Notes.

Fact 2. If $u_0$ solves $-u''_0 + Vu_0 = 0$ on $(a, b)$ has at least two zeros in $(a, b)$, then for some $\varphi \in C_0^\infty(a, b)$, (7.4.54) fails. This is discussed in the Notes.

Example 7.4.24 ($x^{-2}$ on $(0, \infty)$). Let $\beta \in \mathbb{R}$ and look at $-\frac{d^2}{dx^2} + V(x)$ on $(0, \infty)$ where

$$V(x) = \beta|x|^{-2} \quad (7.4.55)$$

We begin by looking at solutions of

$$u''(x) = (\beta|x|^{-2})u(x) \quad (7.4.56)$$

Since this equation is invariant under $x \mapsto \lambda x$, scaling it is natural to try solutions of the form

$$u(x) = x^\alpha \quad (7.4.57)$$
7.4. von Neumann’s Theory of Self-adjoint Extensions

in which (7.4.56) is

\[ \alpha(\alpha - 1) = \beta \]  

(7.4.58)
solved by

\[ \alpha_\pm = \frac{1}{2} \left( 1 \pm \sqrt{1 + 4\beta} \right) \]  

(7.4.59)

Two values are special. If \( \beta = -\frac{1}{4} \) is one. For if \( \beta \geq -\frac{1}{4} \), (7.4.56) has positive solutions. If \( \beta < -\frac{1}{4} \), \( \alpha_\pm \) are complex, and taking \( r_{\alpha_+}^2 + r_{\alpha_-}^2 \), we get a solution with infinitely many zeros. Thus, by the two facts above,

\[ -\frac{d^2}{dx^2} + \beta x^{-2} \geq 0 \text{ on } C_0^\infty(0, \infty) \iff \beta \geq \frac{1}{4} \]  

(7.4.60)

Equivalently, for any \( \varphi \in C_0^\infty(0, \infty) \),

\[ \frac{1}{4} \int_0^\infty |x|^{-2} |\varphi(x)|^2 \, dx \leq \int_0^\infty |\varphi'(x)|^2 \, dx \]  

(7.4.61)

and this fails for suitable \( \varphi \) if \( \frac{1}{4} \) is replaced by a larger constant. The reader will note this is exactly Hardy’s inequality as discussed in Sections 4.1 and 6.1 of Part 3.

The other special value is \( \beta = \frac{3}{4} \), at which \( \alpha_+ = -\frac{1}{2} \). If \( \beta \geq \frac{3}{4} \), \( \alpha \leq -\frac{1}{2} \), and \( u_- \notin L^2(0, 1) \). If \( \beta < \frac{3}{4} \), both solutions are in \( L^2 \). Thus,

\[ -\frac{d^2}{dx^2} + \beta x^{-2} \text{ is limit point at } 0 \iff \beta \geq \frac{3}{4} \]  

(7.4.62)

\[ \square \]

**Corollary 7.4.25.** If \( V(x) \geq \frac{3}{4|x|^2} \) for \( x \in (0, \varepsilon) \), \( -\frac{d^2}{dx^2} + V(x) \) is limit point at \( x = 0 \). If \( V(x) \leq \left( \frac{3}{4} - \delta \right) |x|^{-2} \) for \( x \in (0, \varepsilon) \) and some \( \delta > 0 \), then \( -\frac{d^2}{dx^2} + V(x) \) is limit circle at \( x = 0 \).

**Proof.** Immediate from Theorem 7.4.23 and (7.4.62). \( \square \)

**Example 7.4.26** (\( |x|^{-2} \) in \( \mathbb{R}^\nu; \nu \geq 5 \)). Let \( C_0^\infty(\mathbb{R}^\nu) \) be the \( C_0^\infty \)-functions vanishing in a neighborhood of \( x = 0 \). It is not hard to see (Problem 9) that \( C_0^\infty(\mathbb{R}^\nu) \) is a core for \( -\Delta \) if \( \nu \geq 5 \). By Theorem 3.5.8 of Part 3, \( -\Delta + \beta |x|^{-2} \) on \( C_0^\infty(\mathbb{R}^\nu) \) is a direct sum of operators of the form

\[ -\frac{d^2}{dx^2} + \frac{\beta}{r^2} + \frac{(\nu - 1)(\nu - 3)}{4r^2} + \frac{d(d + \nu - 2)}{r^2} \]  

(7.4.63)
on \( C_0^\infty(0, \infty) \), where \( d = 0, 1, \ldots \). The smallest value of \( \beta + \frac{1}{4}(\nu - 1)(\nu - 3) + d(d + \nu - 2) \) occurs at \( d = 0 \) and then,

\[ -\frac{1}{4} (\nu - 1)(\nu - 3) - \frac{1}{4} = -\frac{(\nu - 2)^2}{4}, \quad -\frac{1}{4} (\nu - 1)(\nu - 3) + \frac{3}{4} = -\frac{\nu(\nu - 4)}{4} \]  

(7.4.64)
We conclude:

1. \(-\Delta + \frac{\beta}{x^2} \geq 0 \iff \beta \geq -\frac{(\nu - 2)^2}{4}\) (7.4.65)

   This is the \(\nu\)-dimensional version of Hardy’s inequality (and the argument also works for \(\nu = 3, 4\)).

2. \(-\Delta + \frac{\beta}{x^2}\) is essentially self-adjoint on \(C^\infty_0(\mathbb{R}^\nu)\) if and only if \(\beta \geq -\nu(\nu - 4)\) (7.4.66).

We note the following inequality of Rellich (see the Notes and Problem 10):

\[
\frac{\nu(\nu - 4)}{4} \||x|^{-2}\varphi\| \leq \|\Delta \varphi\|
\]

for \(\varphi \in C^\infty_0(\mathbb{R}^\nu)\) and \(\nu \geq 5\). By the Kato–Rellich theorem (Theorem 7.4.14), this implies \(-\Delta + \frac{\beta}{x^2}\) is essentially self-adjoint on \(C^\infty_0(\mathbb{R}^\nu)\) (and self-adjoint on \(D(-\Delta)\)) if \(|\beta| \leq \frac{\nu(\nu - 4)}{2}\).

Since we do not have essentially self-adjointness on \(C^\infty_0(\mathbb{R}^\nu)\) if \(\beta < -\frac{\nu(\nu - 4)}{2}\), the Kato–Rellich theorem implies that the constant \(\frac{\nu(\nu - 4)}{4}\) in (7.4.66) is optimal (as can be proven directly (Problem 10)). Significantly, \(B = -x^{-2}\), \(A = -\Delta\) is an example where one has relative boundedness

\[
\|B\varphi\| \leq \alpha\|A\varphi\| + \gamma\|\varphi\|
\]

for some \(\alpha\) so \(A + \lambda B\) is self-adjoint on \(D(A)\) for \(0 < \lambda < \alpha\), but not even essentially self-adjoint if \(\lambda > \alpha\).

**Notes and Historical Remarks.** Remarkably, the same paper \[720\] where von Neumann singled out the notion of self-adjointness and also proved the spectral theorem and fundamental criterion for unbounded self-adjoint operators also had his theory of self-adjoint extensions (Theorem 7.4.1). Our approach is basically the one he used.

As we indicated in our discussion of the deficiency (1, 1) case, there is a second approach to proving Theorem 7.4.1 that looks at the form, \(D\), given by (7.4.11) on \([D(A^*)/D(A)] \times [D(A^*)/D(A)]\) and associates self-adjoint extensions with maximal Lagrangian subspaces (subspaces \(V\) so that \(D \uparrow V \times V \equiv 0\)). This approach has the advantage of having an expression in terms of boundary conditions for ODE’s, since as we’ve seen by an integration by parts, \(D(\varphi, \psi)\) can be expressed in terms of boundary values of \(\varphi\) and \(\psi\). The earliest variant of the approach is in J. W. Calkin’s Ph.D. thesis \[95\] under Stone published in 1939. The modern approach is by Dunford–Schwartz in their book \[175\], also presented in Reed–Simon \[549\].

The Weyl limit point/limit circle method is due to Weyl in 1910 \[742, 743\]. He was not specifically studying self-adjoint extensions, an idea that, for unbounded operators came only 20 years later, but asymptotics.
point is if you look at solutions of \(-u'' + Vu = zu\) on \([0, a]\) and \(\text{Im}\, z\) is positive, then as you run through all real boundary conditions at \(a\), the Weyl \(m\)-function

\[
m(z) = \frac{u'(0, z)}{u(0, z)} \tag{7.4.68}
\]

runs through a circle in the upper half-plane, \(\mathbb{C}_+\) (see Problem 12). Moreover, if \(a_1 < a_2\), the circle for \(a_2\) is contained inside the circle for \(a_1\). Thus, as \(a \to \infty\), these circles either collapse to a point (in which case, we speak of limit point) or a circle (in which case, we speak of limit circle). This is where the names come from. This is the modern approach; the original approach, in place for many years, varied boundary values at 0. We’ll see an analog of this analysis in our discussion of the moment problem as a self-adjointness problem in Section 7.7.

For books on the use of Weyl limit point/limit circle in the spectral analysis of ODE’s, see [125, 175, 179, 441, 491, 701]. In particular, Titchmarsh’s books were historically important rephrasing the subject enough that some authors speak of the Weyl–Titchmarsh limit point/limit circle method and the Weyl–Titchmarsh \(m\)-function.

If \(V(x) \to -\infty\) as \(x \to \infty\) and \(V(x) < -1\) for all \(x \geq c\), then a particle starting at \(c\) at time 0 with velocity \(\sqrt{-V(c)}\) at that time, by conservation of energy has \(\frac{dx}{dt} = \sqrt{-V(x(t))}\) at time \(t\) so \(x\) at time \(t_0\) obeys

\[
t_0 = \int_c^{x(t_0)} \frac{dx}{\sqrt{|V(x)|}} \tag{7.4.69}
\]

Thus, the negation of (7.4.64) says that a classical particle gets to infinity in finite time where a condition is needed. Therefore, (7.4.21) can be interpreted as an agreement between classical and quantum dynamics if (7.4.48) holds, i.e., under non-oscillation conditions. Reed–Simon [549] has examples (following Nelson) where quantum mechanics and classical mechanics differ because of oscillations. Theorems of this genre go back to Wintner [762] and Levinson [439].

Fact 1 before Example 7.4.24 is closely connected to the intrinsic semigroup as defined in Section 6.6 of Part 3. The reason for Fact 2 is connected with Sturm oscillation theorems, a subject discussed in several of the books on ODE’s quoted above.

One last fact about one-dimensional Schrödinger operators we should mention concerns the spectral multiplicity of operators, \(-\frac{d^2}{dx^2} + V\) on \(L^2(\mathbb{R}, dx)\) where \(V \in L^1_{\text{loc}}(\mathbb{R})\) and is limit point at both \(+\infty\) and \(-\infty\). Since there are at most two independent solutions of \(-u'' + Vu = \lambda u\), it is not hard to see the multiplicity is at most two and the example \(V = 0\) shows for a.c.
spectrum, it can be of multiplicity two. For point spectrum, since we are
limit point, there is at most one \( L^2 \)-solution, so the multiplicity of the point
spectrum is one. For singular spectrum, it is a theorem of Kac [355, 356]
that the multiplicity is one. Gilbert [245] and Simon [651] have alternate
proofs. In particular [651] uses the fact that adding a rank-one perturba-
tion changes the singular continuous spectrum (the Aronszajn–Donoghue
theorem, Corollary 5.8.3) and the fact that adding a \( u(0) = 0 \) boundary
condition is a rank-one perturbation of resolvents.

Problems
1. If \( B \) and \( D(B) \) are given by (7.4.2), prove that for \( \varphi \in D(A), \psi \in \mathcal{H}_I(V) \),
\[
(B - i)(B + i)^{-1}[(B + i)[\varphi + \psi + V\psi]] = (A - i)\varphi - 2iV\psi
\]
and conclude that (7.4.1) holds.

2. If \( f \) and \( g \) are absolutely continuous functions on \((a, b)\), prove that so is
\( fg \) and that
\[
(fg)' = f'g + fg'.
\]

3. If \( A = -\frac{d^2}{dx^2} + V \) on \((a, b)\), \( a \) is a regular point and \( \varphi \in D(A^*) \), prove that
with \( \varphi'(a) = \lim_{x \downarrow a} \varphi'(x) \), one has that
\[
\varphi'(a) = \lim_{\varepsilon \downarrow 0} \frac{\varphi(a + \varepsilon) - \varphi(a)}{\varepsilon}.
\]

4. Let \( A \) have deficiency indices \((d, d)\) and let \( C \) be a conjugate commuting
with \( A \).
   (a) Suppose \( \varphi \in \mathcal{K}_+ \). Prove that \( C(\varphi + e^{i\theta}C\varphi) \) is a complex multiple of
   \( \varphi + e^{i\theta}C\varphi \).
   (b) Prove that if \( d = 1 \), every self-adjoint extension of \( A \) commutes
   with \( C \).
   (c) Let \( \varphi_1, \ldots, \varphi_d \) be a basis for \( \mathcal{K}_+ \). Given \( V: \mathcal{K}_+ \to \mathcal{K}_- \) unitary, define
   a \( d \times d \) matrix, \( v \), by
   \[
   V\varphi_j = \sum_{k=1}^d v_{kj}C\varphi_k
   \]
   Let \( B_V \) be the self-adjoint operator associated to \( V \). Prove that
   \( C(D[B_V]) = D(B_V) \) if and only if for all \( j, k \), we have
   \[
   v_{kj} = v_{jk}
   \]
   (d) Conclude that if \( d \geq 2 \), there are \( B_V \) which are not invariant under \( C \).

5. If \( b \) is limit point and \( a \) is limit circle (but not regular), prove that all
self-adjoint extensions, \( B \), are described by picking \( \varphi_0 \in D(A^*) \) with
\( W(a; \varphi_0, \varphi_0) = 0 \) and letting \( D(B) = \{ \varphi \in D(A^*) \mid W(a; \varphi, \varphi_0) = 0 \} \).

6. If \( V \geq 0 \) and \( u \) solves \(-u'' + Vu = 0\), \( u(c) = 0 \), \( u'(c) = 1 \), prove that
   (a) If \( u \geq 0 \) on \((c, d)\), then \( u'(x) \geq 1 \) on \((c, d)\) so \( u(d) > 0 \).
   (b) Conclude that \( u(x) > 0 \) on \((c, \infty)\).
(c) Conclude that $u'(x) \geq 1$ on $(c, \infty)$.

(d) Prove $u(x) \geq x - c$ is not $L^2$ at $\infty$.

7. Using the ideas of Problem 6, show that when (7.4.50) holds, the solutions of $-\varphi'' + V_j \varphi = 0$ with (7.4.52) obey (7.4.53).

8. Let $u_0$ solve $-u_0'' + Vu_0 = 0$ on $(a,b)$ obey $u_0 > 0$ on $(a,b)$.

(a) Prove that

\[
\left( \frac{u_0'}{u_0} \right)^2 + \left( \frac{u_0'}{u_0} \right)' = V(x) \quad (7.4.73)
\]

(b) Prove that for $\varphi$ real-valued, $\varphi \in C^\infty_0(a,b)$, we have that

\[
\int_a^b \left[ \left( \frac{\varphi}{u_0} \right) \right]^2 u_0^2 \, dx = \int \left[ (\varphi')^2 + V\varphi^2 \right] \, dx \quad (7.4.74)
\]

and conclude that (7.4.54) holds.

(c) Find an analog for $R_\nu$.

9. If $\nu \geq 5$, prove that $C_{00}(\mathbb{R}^\nu)$ is a core for $-\Delta$. (Hint: Let $\psi(x)$ be $C^\infty$ and zero near $x = 0$, 1 for $|x| \geq 1$, and given $\varphi$ in $D(-\Delta)$, conclude $\psi(xn)\varphi$ as $n \to \infty$.)

10. Let $\nu \geq 5$. Then (see Theorem 6.8.1 of Part 1), show that $p^{-4}$ given by

\[
(p^{-4}\varphi) = (|k|^{-4}\varphi)' \quad (7.4.75)
\]

is an explicit convolution operator.

(a) Prove that for $\varphi \in \mathcal{S}(\mathbb{R}^\nu)$, the integral

\[
\langle \varphi, x^{-2}p^{-4}x^{-2}\varphi \rangle \equiv M(\varphi) \quad (7.4.76)
\]

is finite.

(b) Prove that

\[
\|x^{-2}\psi\|_{L^2} \leq \alpha \|(-\Delta)\psi\|_{L^2} \quad (7.4.77)
\]

is equivalent to $M(\varphi) \leq \alpha^2 \|\varphi\|^2$ so that the optimal $\alpha$ in (7.4.77) is

\[
\alpha_0 = \sup \frac{M(\varphi)^{1/2}}{\|\varphi\|} = \|p^{-2}x^{-2}\| \quad (7.4.78)
\]

(c) If $f \in L^1(\mathbb{R}^\nu)$ with $f \geq 0$, prove that the norm of convolution with $f$ as a map of $L^2 \to L^2$ is exactly $\|f\|_1$.

(d) $p^{-2}x^{-2}$ is scale invariant. This suggests after a change of variables $|x| \to \rho = \log(|x|)$, this operator is a convolution operator. Use this observation to prove the $\alpha_0$ of (7.4.78) is $4/\nu(\nu - 4)$, that is, prove (7.4.67) and that the constant is optimal. Thus, prove Rellich’s inequality.
Remark. This approach to optimal constants for $\|p^{-\beta}x^{-\beta}\|$ is due to Herbst [314].

11. Let $\tilde{A}$ be the operator on $L^2(a, d)$ given in the proof of Theorem [7.4.12(ii)].
Prove that
$$D(\tilde{A}^*) = \{ \varphi \in D^{(2)}_{\text{loc}}(a, d) \mid \varphi C^1 \text{ and } \varphi' \text{ ac near } d \text{ with } \varphi(d) = 0 \}$$
Conclude that $\varphi \in D(C)$ has $\varphi(d) = 0$.

12. Let $V \in L^1([0, a], dx)$, $\text{Im } z > 0$ and let $u$ solve
$$-u'' + Vu = zu \quad (7.4.79)$$

(a) Prove that
$$(u'\bar{u} - \bar{u}'u)' = -2(\text{Im } z)|u|^2 \quad (7.4.80)$$

(b) Prove that
$$\text{Im}[u'(0)\bar{u}(0)] = \text{Im}[u'(a)\bar{u}(a)] + \int_0^a (\text{Im } z)|u(x)|^2\,dx \quad (7.4.81)$$

(c) Prove that
$$\text{Im} \left[ \frac{u'(a)}{u(a)} \right] > 0 \Rightarrow \text{Im} \left[ \frac{u'(0)}{u(0)} \right] > 0 \quad (7.4.82)$$

(Hint: $\text{Im} \left[ \frac{w'}{w} \right] = |w|^2 \text{ Im}[w'\bar{w}]$.)

(d) Prove that for $z$ fixed, the map of $\frac{u'(a)}{u(a)}$ to $\frac{u'(0)}{u(0)}$ is a fractional linear transformation.

(e) Prove that for $z$ and $a$ fixed (with $\text{Im } z$), the set of $\frac{u'(0)}{u(0)}$ as $\frac{u'(a)}{u(a)}$ runs through $\mathbb{R} \cup \{\infty\}$ is a circle in the upper half-plane and that as $a$ increases, the circle shrinks.

7.5. Quadratic Form Methods

Definition. A quadratic form is a map $q : \mathcal{H} \to [0, \infty]$ (with $\infty$ allowed) so that $q$ obeys the parallelogram law and is homogeneous, that is, for all $\varphi, \psi \in \mathcal{H}$ and $\alpha \in \mathbb{C}$,
$$q(\varphi + \psi) + q(\varphi - \psi) = 2q(\varphi) + 2q(\psi) \quad (7.5.1)$$
$$q(\alpha \varphi) = |\alpha|^2 q(\varphi) \quad (7.5.2)$$

A nonnegative sesquilinear form (we’ll drop nonnegative below, although it will be implicit unless explicitly stated otherwise) is a pair, $(V, Q)$, where $V \subset \mathcal{H}$ is a subspace and $Q : V \times V \mapsto \mathbb{C}$ is sesquilinear with
$$Q(\varphi, \varphi) \geq 0 \quad (7.5.3)$$
for all $\varphi \in V$. 
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Remarks. 1. (7.5.1)/(7.5.2) are intended with the “usual” laws of arithmetic of positive numbers, including $\infty$, that is,
\[
\forall a, a + \infty = \infty, \quad \forall a \neq 0, a \cdot \infty = \infty, \quad 0 \cdot \infty = 0 \quad (7.5.4)
\]
2. It is often useful to allow values of $q$ in $(-\infty, \infty]$ with positivity replaced by $q(\varphi) \geq -c \|\varphi\|_2^2$, $Q(\varphi, \varphi) \geq -c \|\varphi\|_2^2$ (7.5.5)
By replacing $q(\varphi)$ by $q(\varphi) + c \|\varphi\|_2^2$, $Q(\varphi, \psi)$ by $Q(\varphi, \psi) + c(\varphi, \psi)$, one can understand this case from the positive case.
3. The lower bound of $q$ is
\[
\ell_q = \inf \{ q(\varphi) \mid \|\varphi\| = 1 \} \quad (7.5.6)
\]
which also makes sense even if (7.5.5) holds.

Given a nonnegative sesquilinear form, $Q$, we define the associated quadratic form by
\[
q_Q(\varphi) = \begin{cases} Q(\varphi, \varphi), & \varphi \in V \\ \infty, & \varphi \notin V \end{cases} \quad (7.5.7)
\]
If we note that $\varphi, \psi \in V \iff \varphi + \psi, \varphi - \psi \in V$, one sees that $q_Q$ obeys (7.5.1) for all $\varphi, \psi \in \mathcal{H}$. Conversely, given $q$, define
\[
V_q \equiv \{ \varphi \mid q(\varphi) < \infty \} \equiv D(q) \quad (7.5.8)
\]
\[
Q_q(\varphi, \psi) = \frac{1}{4} (q(\varphi + \psi) - q(\varphi - \psi) - iq(\varphi + i\psi) + iq(\varphi - i\psi)) \quad (7.5.9)
\]
By (7.5.1), if $\varphi, \psi \in V_q$, $q(\varphi + \psi) < \infty$ and if $\alpha \notin \mathbb{C}$, $q(\alpha \varphi) < \infty$ by (7.5.2).
$Q_q$ is sesquilinear by the argument used in Problem 4 of Section 3.1 of Part 1. We thus have

**Proposition 7.5.1.** There is a one–one correspondence between quadratic forms, $q$, and sesquilinear forms given by (7.5.7)–(7.5.9).

The following introduces an analog of closed operators:

**Theorem 7.5.2.** Let $q$ be a quadratic form and $(V, Q)$ the associated sesquilinear form. Then the following are equivalent:
(1) $\varphi \mapsto q(\varphi)$ is lower semicontinuous, that is,
\[
\|\varphi_n - \varphi\| \to 0 \Rightarrow q(\varphi) \leq \liminf q(\varphi_n) \quad (7.5.10)
\]
(2) $V$ is complete in the norm
\[
\|\varphi\|_+ = (Q(\varphi, \varphi) + \|\varphi\|_2^2)^{1/2} \quad (7.5.11)
\]

**Remark.** If these equivalent conditions hold, we say $q$ (respectively, $(V, Q)$) is a closed quadratic form (respectively, closed sesquilinear form).
Proof. (2) ⇒ (1). Suppose that \( \| \varphi_n - \varphi \| \to 0 \). By passing to a subsequence, we can suppose \( q(\varphi_n) \) has a limit \( a \in [0, \infty) \). If \( a = \infty \), \( q(\varphi) \leq a \) is immediate, so suppose that \( a < \infty \). Then \( \| \varphi_n \|_{+1} \) is bounded, and thus, by the Banach–Alaoglu theorem (Theorem 5.8.1 of Part 1), by passing to a subsequence, there is \( \eta \in V \) so that \( \varphi_n \to \eta \) weakly in \( V \). Since \( V \subset H \) and each \( \langle \psi, \cdot \rangle \) is continuous in \( \| \cdot \|_{+1} \), \( \langle \psi, \varphi_n \rangle \to \langle \psi, \varphi \rangle \). Thus, \( \eta = \varphi \). Since the norm is weakly lower semicontinuous on any Banach space (Theorem 5.9.1 of Part 1), we see that
\[
\| \varphi \|_{+1}^2 \leq \liminf_n \| \varphi_n \|_{+1}^2
\]
(7.5.12)
Since \( \| \varphi_n \| \to \| \varphi \| \), we see that (7.5.10) holds.

\( \sim(2) \Rightarrow \sim(1) \). Suppose \( \varphi_n \) is Cauchy in \( \| \cdot \|_{+1} \) but does not converge in \( V \).
Since \( \| \cdot \| \leq \| \cdot \|_{+1} \), \( \varphi_n \) has a limit \( \varphi \) in \( \| \cdot \| \). If \( \varphi \notin V \), then \( q(\varphi) = \infty \) while \( \lim q(\varphi_n) = \lim (\| \varphi_n \|_{+1}^2 - \| \varphi \|^2)^{1/2} < \infty \), so (7.5.10) fails.

If \( \varphi \in V \), by replacing \( \varphi_n \) by \( \varphi_n - \varphi \), we can suppose \( \varphi = 0 \), that is, \( \| \varphi_n \| \to 0 \), but since \( \| \varphi_n \|_{+1} \not\to 0 \), we have
\[
a = \lim_n q(\varphi_n) > 0
\]
(7.5.13)
Pick \( n_0 \) so
\[
n, m \geq n_0 \Rightarrow \| \varphi_n - \varphi_m \|_{+1}^2 \leq \frac{a}{2}
\]
(7.5.14)
Pick \( m \geq n_0 \) so that
\[
q(\varphi_m) > \frac{a}{2}
\]
(7.5.15)
Let \( \psi_n = \varphi_m - \varphi_n \). Since \( \varphi_n \to 0 \), \( \psi_n \to \varphi_m \). By (7.5.14),
\[
\liminf q(\psi_n) \leq \liminf \| \psi_n \|_{+1}^2 \leq \frac{a}{2}
\]
(7.5.16)
Thus,
\[
q(\lim \psi_n) = q(\varphi_m) > \liminf q(\psi_n)
\]
(7.5.17)
again violating (7.5.10).

With these preliminaries out of the way, we can describe the goals of this section. First, we’ll show there is a one–one correspondence between closed quadratic forms, \( q \), and positive self-adjoint operators, \( A \), on \( \overline{D(q)} \).
We’ll use this to state a form analog of the Kato–Rellich theorem and a monotone convergence theorem for forms. Finally, we’ll discuss all the positive self-adjoint extensions of a positive Hermitian operator, \( A \), in terms of forms. We’ll see there exist two distinguished extensions (different if \( \ell_q > 0 \), perhaps the same if \( \ell_q = 0 \)), \( A_\infty \), the Friedrichs extension, and \( A_0 \), the Krein extension. The set of positive extensions is exactly those self-adjoint operators, \( B \), with \( A_0 \leq B \leq A_\infty \). To prove this, we’ll need to figure out what \( B \leq C \) means for two self-adjoint operators.
We begin with describing the quadratic form of a nonnegative self-adjoint operator.

**Example 7.5.3 (Form of a Self-adjoint Operator).** Let $A$ be a positive self-adjoint operator, so $\sigma(A) \subset [0, \infty)$. Thus, since $x \mapsto \sqrt{x}$ is a real-valued Borel function on $\sigma(A)$, we can define $\sqrt{A}$ which is a self-adjoint operator with

$$D(\sqrt{A}) = \left\{ \varphi \in \mathcal{H} \ \middle| \int |x| \, d\mu^{(A)}_{\varphi}(x) < \infty \right\}$$

(7.5.18)

where $d\mu_{\varphi}^{(A)}$ is the spectral measure. One defines the quadratic form of $A$ by

$$q_{A}(\varphi) = \begin{cases} \| \sqrt{A} \varphi \|^2 & \text{if } \varphi \in D(\sqrt{A}) \\ \infty & \text{if } \varphi \notin D(\sqrt{A}) \end{cases}$$

(7.5.19)

(i.e., $q_{A}(\varphi)$ is the integral in (7.5.18), so

$$D(q_{A}) = D(\sqrt{A}), \quad Q(\varphi, \psi) = \langle \sqrt{A} \varphi, \sqrt{A} \psi \rangle$$

(7.5.20)

Thus (with perhaps both sides infinite), for all $\varphi$,

$$q_{A}(\varphi) = \int |x| \, d\mu^{(A)}_{\varphi}(x)$$

(7.5.21)

Notice $\| \cdot \|_{+1}$ is the graph norm for $\sqrt{A}$ on $D(\sqrt{A})$. Since $\sqrt{A}$ is a closed operator, $D(\sqrt{A})$ is complete in this norm, that is, $q_{A}$ is a closed quadratic form.

We use $Q(A)$ for $D(q_{A}) = D(\sqrt{A})$. Occasionally, we’ll want to define $\tilde{Q}(A) = D(A)$ and

$$\tilde{q}_{A}(\varphi) = \begin{cases} \langle \varphi, A \varphi \rangle & \text{if } \varphi \in D(A) \\ \infty & \text{if } \varphi \notin D(A) \end{cases}$$

(7.5.22)

This later is defined for any positive Hermitian operator. This form may not be closed. \hfill $\square$

The central theorem in the subject is the converse of this example. We need a preliminary:

**Proposition 7.5.4.** Let $q$ be a closed quadratic form with $D(q)$ dense in $\mathcal{H}$. Let $A$ be a positive self-adjoint operator so that

(i) $D(A) \subset D(q)$, $\varphi \in D(A) \Rightarrow q(\varphi) = \langle \varphi, A \varphi \rangle$;
(ii) $D(A)$ is dense in $D(q)$ in $\| \cdot \|_{+1}$.

Then $q = q_{A}$, the quadratic form of $A$. 
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Proof. Let $\|\cdot\|_{+1}(^A)$ be the norm on $D(q_A)$. By (i), $\|\varphi\|_{+1}(^A) = \|\varphi\|_{+1}$ for $\varphi \in D(A)$. Since $D(A)$ is dense in both $D(q)$ and $D(q_A)$, these are the same as abstract completions and the same as subsets of $\mathcal{H}$ since $\|\varphi_n - \varphi\|_{+1} \to 0 \Rightarrow \|\varphi_n - \varphi\| \to 0$. The norms are the same on the completions, so $q_A(\varphi) + \|\varphi\|^2 = q(\varphi) + \|\varphi\|^2$ for all $\varphi \in D(q) = D(q_A)$. \hfill $\Box$

Theorem 7.5.5. Let $q$ be a closed quadratic form. Then there is a positive self-adjoint operator, $A$, on $\overline{D(q)}$ so that

$$q(\varphi) = \begin{cases} q_A(\varphi) & \text{if } \varphi \in \overline{D(q)} \\ \infty & \text{if } \varphi \not\in \overline{D(q)} \end{cases} \quad (7.5.23)$$

Proof. Without loss, we can suppose $\overline{D(q)} = \mathcal{H}$, for if we have that case, apply that result to $q \upharpoonright \overline{D(q)}$ to get the full result. Use $H_{+1}$ for $V = D(q)$ and $H_{-1}$ for its family of bounded antilinear functionals. We suppress the bijection of $H_{+1}$ and $H_{-1}$, which come from the duality via $\langle \cdot, \cdot \rangle_{+1}$ and instead use the duality defined by $\langle \cdot, \cdot \rangle$, that is, for $\varphi \in \mathcal{H}$, we define $j(\varphi) \in H_{-1}$ by

$$j(\varphi)(\psi) = \langle \psi, \varphi \rangle \quad \text{for } \psi \in H_{+1} \quad (7.5.24)$$

Thus,

$$|j(\varphi)(\psi)| \leq \|\psi\| \|\varphi\| \leq \|\psi\| \|\varphi\|_{+1} \quad (7.5.25)$$

so $j(\varphi) \in H_{-1}$ and

$$\|j(\varphi)\|_{-1} \leq \|\varphi\| \quad (7.5.26)$$

Notice that since $j(\varphi)(\varphi) = \|\varphi\|^2$, $j$ is an injection.

We are pedantic and let $k: H_{+1} \to \mathcal{H}$ be the identity map viewed as a bounded map of $H_{+1}$ to $\mathcal{H}$ since

$$\|k(\varphi)\| = \|\varphi\| \leq \|\varphi\|_{+1} \quad (7.5.27)$$

Notice that $k^*: (H)^* \to (H_{+1})^*$ is just $j$.

Next, define $\hat{B}: H_{+1} \to H_{-1}$ by

$$\hat{B}(\varphi)(\psi) = \langle \psi, \varphi \rangle_{+1} \quad (7.5.28)$$

By the Riesz representation theorem, $\hat{B}$ is an isometric isomorphism, that is,

$$\|\hat{B}\varphi\|_{-1} = \|\varphi\|_{+1} \quad (7.5.29)$$

Define $B$ by

$$D(B) = k[\hat{B}^{-1} [\text{Ran}(j)]], \quad B\varphi = j^{-1}\hat{B}k^{-1}(\varphi) \quad (7.5.30)$$

Here we use the fact that $B^{-1}$ is a bijection of $H_{-1}$ and $D(q) \subset \mathcal{H}$ and $j^{-1}$ is a bijection of Ran$(j)$ and $\mathcal{H}$. Since $\hat{B}$ is a bijection, $\hat{B}k^{-1}[D(B)] = \text{Ran}(j)$, so

$$\text{Ran}(B) = \mathcal{H} \quad (7.5.31)$$
Moreover, if $\varphi \in D(B)$,
\[ \langle B\varphi, \varphi \rangle = j(B\varphi)(\varphi) = \hat{B}\varphi(\varphi) = \langle \varphi, \varphi \rangle + 1 \quad (7.5.32) \]

Thus, $B$ is Hermitian so
\[ A \equiv B - 1, \quad D(A) = D(B) \quad (7.5.33) \]
is also Hermitian, and by (7.5.32),
\[ \langle \varphi, A\varphi \rangle = q(\varphi) \geq 0 \quad (7.5.34) \]

By (7.5.31), $\text{Ran}(A + 1) = \mathcal{H}$ so $A$ is closed and $A$ is self-adjoint since $d_+ = d_- = \dim[\text{Ran}(A + 1)] = 0$.

Since $\text{Ker}(i) = \{0\}$, we have that $\text{Ran}(i^*) = \text{Ran}(j)$ is dense in $\mathcal{H}_{-1}$. Since $(\hat{B})^{-1}$ is an isometric isomorphism of $\mathcal{H}_{-1}$ and $\mathcal{H}_{+1}$, we see that $D(A)$ is $\|\cdot\|_{+1}$ dense in $\mathcal{H}_{+1} = D(q)$. Thus, by (7.5.34) and Proposition 7.5.4, $q = q_A$. □

The proof of Theorem 7.5.5 shows the following characterization of $D(A)$:

**Proposition 7.5.6.** Let $q$ be a closed positive quadratic form and $A$ the associated self-adjoint operator on $D(q)$. Then
\[ D(A) = \{ \varphi \in D(q) \mid \exists \psi \in \mathcal{H} \text{ so that } \forall \eta \in D(q), Q_q(\eta, \varphi) = \langle \eta, \psi \rangle \} \quad (7.5.35) \]
with
\[ A\varphi = \psi \quad (7.5.36) \]

It suffices that $Q_q(\eta, \varphi) = \langle \eta, \psi \rangle$ for $\eta$ in a form core for $q$.

**Definition.** Let $q$ be a closed quadratic form. A *form core* for $q$ is a subspace, $S$, of $D(q)$ so that $S$ is dense in $D(q)$ in $\|\cdot\|_{+1}$.

If $q = q_A$, it is easy to see (Problem 1) that $S$ is a form core for $q$ if and only if it is an operator core for $\sqrt{A}$. The following is an analog of the Kato–Rellich theorem.

**Theorem 7.5.7 (KLMN Theorem).** Let $q$ be a quadratic form and $P$ a Hermitian sesquilinear form on $D(q)$ so that for some $\alpha < 1$ and $\beta > 0$ and all $\varphi \in D(q)$, we have that
\[ |P(\varphi, \varphi)| \leq \alpha q(\varphi) + \beta \|\varphi\|^2 \quad (7.5.37) \]

Let $\tilde{q}$ be the form
\[ \tilde{q}(\varphi) = \begin{cases} q(\varphi) + P(\varphi, \varphi) + \beta \|\varphi\|^2, & \varphi \in D(q) \\ \infty, & \varphi \notin D(q) \end{cases} \quad (7.5.38) \]

Then $\tilde{q}$ is a positive form. If $q$ is closed, so is $\tilde{q}$, and any form core for $q$ is a form core for $\tilde{q}$. 

Remarks. 1. If \((7.5.37)\) holds for some \(\alpha, \beta\) (and all \(\varphi \in D(q)\)) (perhaps \(\alpha \geq 1\)), we say that \(P\) is \(q\) form-bounded and that the inf over allowed \(\alpha\)'s is called the relative form bound.

2. Thus, we can associate a self-adjoint operator with \(A + "P"\) if \(q = q_A\) by taking the operator associated to \(\tilde{q}\) and subtracting \(\beta\).

3. If \(P(\varphi, \psi) = \langle \varphi, B\psi \rangle\) for an operator \(B\) which is \(A\)-bounded with relative bound \(\alpha_0\), then \(P\) is \(q\) form-bounded with relative bound, \(\alpha_1 \leq \alpha_0\) (see Problem 2).

Proof. Clearly, by \((7.5.37)\), if \(\varphi \in D(q)\),
\[
\tilde{q}(\varphi) \geq q(\varphi) - \alpha q(\varphi) = (1 - \alpha)q(\varphi) \geq 0
\]
so \(\tilde{q}\) is positive. We also have
\[
\tilde{q}(\varphi) \leq (1 + \alpha)q(\varphi) + 2\beta \|\varphi\|^2
\]
so \(\|\cdot\|_{+1, q}\) and \(\|\cdot\|_{+1, \tilde{q}}\) are equivalent norms which prove the first sentence.

Example 7.5.8. Let \(A = -\frac{d^2}{dx^2}\) on \(L^2(\mathbb{R})\) (defined via Fourier transform or as the operator closure of the operator on \(C_0^\infty(\mathbb{R})\); it is self-adjoint as we’ve seen). For all \(\varphi \in D(A)\), \(\varphi\) is \(C^1\) and bounded. Thus,
\[
\varphi(0) = -\int_0^\infty (e^{-y}\varphi)(y) \, dy
\]
so
\[
|\varphi(0)|^2 \leq \left| \int_0^\infty [|e^{-y}\varphi(y)| + |e^{-y}\varphi'(y)|] \, dy \right|^2
\]
\[
\leq 2 \int_0^\infty e^{-y}[|\varphi(y)|^2 + |\varphi'(y)|^2] \, dy
\]
by the Schwarz inequality since \(\chi_{[0,\infty)}(y)e^{-y} \, dy\) is a probability measure. Thus, if \(\|\cdot\|_{+1}\) is form norm associated to \(q_A\), we see if \(\varphi \in D(A)\) that
\[
|\varphi(0)| \leq \sqrt{2} \|\varphi\|_{+1}
\]
Since \(D(A)\) is dense in \(\mathcal{H}_{+1}\), this extends to \(\mathcal{H}_{+1}\). In fact, this argument shows that any \(\varphi \in \mathcal{H}_{+1}\) is continuous (Problem 3) and
\[
P(\varphi, \psi) = \overline{\varphi(0)} \psi(0)
\]
is a form-bounded perturbation of \(-\frac{d^2}{dx^2}\) with relative bound at most \(\sqrt{2}\). In addition, scaling shows that the relative bound is 0 (Problem 4).

This lets one define as a form sum self-adjoint operators
\[
A_\lambda = -\frac{d^2}{dx^2} + \lambda \delta(x), \quad \lambda \in \mathbb{R}
\]
The form domain is $\lambda$-independent. The operator domain, $D(A_\lambda)$, is given by [Problem 5] $D(A_\lambda)$, those $\phi$ which are:

(a) $\phi$ is $C^1$ on $[0, \infty)$ and $(-\infty, 0]$.
(b) $\phi'$ is absolutely continuous on $(0, \infty)$ and $(-\infty, 0)$ and $\phi'' \in L^2(0, \infty)$ and $L^2(-\infty, 0)$.
(c) $\lim_{\varepsilon \downarrow 0} [\phi'(\varepsilon) - \phi'(-\varepsilon)] = \lambda\phi(0)$.

There is an interesting class of form-bounded perturbations called factorizable. Let $A$ be a positive self-adjoint operator and $H_{+1} \subset H \subset H_{-1}$ its scale of spaces as constructed above. Let $K$ be an auxiliary Hilbert space (even $\mathbb{C}^n$ is interesting), $C \in \mathcal{L}(H_{+1}, K)$, a bounded operator from $H_{+1}$ to $K$, and $U \in \mathcal{L}(K)$ are bounded operators. Then

$$B = C^*UC$$

(7.5.46)
defines a sesquilinear form on $H_{+1}$ by

$$b(\phi, \psi) = \langle C\phi, UC\psi \rangle_K$$

(7.5.47)

Clearly,

$$|b(\phi, \psi)| \leq \|C\|^2_{\mathcal{L}(H_{+1}, K)}\|U\|\|\phi\|_{+1}\|\psi\|_{+1}$$

so $B$ is $A$-form bounded. If $U = U^*$, then $\overline{b(\phi, \psi)} = b(\psi, \phi)$.

In fact, every form-bounded perturbation is factorizable.

**Theorem 7.5.9.** Let $A \geq 0$ be a self-adjoint operator and $B$ be a sesquilinear form on $H_{+1}$ which is $A$-form bounded. Then, $B$ can be written in the form (7.5.46) where $K = H$.

**Proof.** Let $C = (A + 1)^{1/2}$ which is an isometry of $H_{+1}$ to $H$ and

$$U = (A + 1)^{-1/2}B(A + 1)^{-1/2}$$

(7.5.48)

which is bounded from $H$ to $H$ since it is a product of maps in $\mathcal{L}(H, H_{+1}), \mathcal{L}(H_{+1}, H_{-1})$, and $\mathcal{L}(H_{-1}, H)$.

**Remark.** In particular, if $U$ is rank-one, we have

$$\langle \psi, B\phi \rangle = |\langle \psi, \phi \rangle|^2$$

(7.5.49)

for some $\psi \in H_{-1}$.

**Theorem 7.5.10.** (a) If $U$ is finite rank, $b$ has relative form bound zero.
(b) If $U$ is compact, $b$ has relative form bound zero.

**Proof.** (a) Clearly, it suffices to consider the case where $U$ has rank-one. It is enough to prove for any $\psi \in H_{-1}$ and $\varepsilon > 0$, there is a constant $C$ so that for all $\phi \in H_{+1}$,

$$|\langle \psi, \phi \rangle| \leq \varepsilon\|\phi\|_{+1} + C\|\phi\|$$

(7.5.50)
7. Unbounded Self-adjoint Operators

Since \( \mathcal{H} \) is dense in \( \mathcal{H}_{-1} \), find \( \eta \in \mathcal{H} \) so that \( \| \psi - \eta \|_1 \leq \varepsilon \). Then
\[
|\langle \psi, \varphi \rangle| \leq |\langle \psi - \eta, \varphi \rangle| + |\langle \eta, \varphi \rangle| \leq \varepsilon \| \varphi \|_1 + \| \eta \| \| \varphi \| \tag{7.5.51}
\]

(b) Write \( U = F + V \) where \( F \) is finite rank and \( \| V \| \| C \|^2 \leq \varepsilon / 2 \). Then
\[
|b(\varphi, \psi)| \leq \frac{\varepsilon}{2} \| \varphi \|_1 \| \psi \|_1 + |f(\varphi, \psi)| \tag{7.5.52}
\]

By (a), \( f \) has relative bound zero, so that is \( |b(\varphi, \psi)| \leq \varepsilon \| \varphi \|_1 + \| \psi \|_1 + C \| \varphi \| \| \psi \| \tag{7.5.53} \)

\[\square\]

**Remark.** Factorizable perturbations are useful even when \( B \) is a bounded operator on \( \mathcal{H} \). Suppose for simplicity that \( B > 0 \) and \( C = B^{1/2} \). Then, with
\[ R_0(z) = C(A - z)^{-1}C, \quad R(z) = C(A + B - z)^{-1}C \tag{7.5.54} \]
we have that
\[ R_0(z) - R(z) = R_0(z) R(z) \tag{7.5.55} \]
and
\[ R(z) = R_0(z)(1 + R_0(z))^{-1} \tag{7.5.56} \]
The point is that even though \( (A - z)^{-1} \) will be singular as \( z \to \mathbb{R} \), \( R_0 \) may have nice boundary values. The Notes discuss this further.

Quite remarkably, we can define “\( A + B \)” for any positive self-adjoint operators (although it may not be densely defined but will be if \( D(q_1) \cap D(q_2) \) is dense even if \( D(A) \cap D(B) = \{0\} \)).

**Theorem 7.5.11.** Let \( q_1, q_2 \) be two closed quadratic forms. Then \( q_1 + q_2 \) is a closed quadratic form.

**Remarks.** 1. Clearly, \( D(q_1 + q_2) = D(q_1) \cap D(q_2) \).

2. If \( A, B \) are densely defined, positive self-adjoint operators and \( q_1 = q_A \), \( q_2 = q_B \), then we have \( q_1 + q_2 \) is the form of a self-adjoint operator, \( C \), which is densely defined if \( D(q_1) \cap D(q_2) \) is dense. It is natural to call \( C = A + B \).

**Proof.** A sum of lsc functions is lsc. \[\square\]

**Example 7.5.12.** Let \( V \geq 0 \) be a nonnegative function on \( \mathbb{R}^\nu \) so that
\[ \int_{|x| \leq R} |V(x)| d^\nu x < \infty \tag{7.5.57} \]
for all \( R < \infty \) (we say \( V \in L^1_{\text{loc}}(\mathbb{R}^\nu) \)). Then \( Q(-\Delta) \cap Q(V) \) is dense since it contains \( C_0^\infty(\mathbb{R}^\nu) \). We thus get a densely defined self-adjoint operator we can think of as \( -\Delta + V \). We’ll see in Theorem [7.6.2] that \( C_0^\infty(\mathbb{R}^\nu) \) is a form core for \( -\Delta + V \). \[\square\]
Positivity allows a natural notion for inequalities among operators and forms:

**Definition.** Let \( q_1, q_2 \) be two quadratic forms. We say \( q_1 \leq q_2 \) if and only if \( q_1(\varphi) \leq q_2(\varphi) \) for all \( \varphi \) (in particular, allowing for the case \( q_2(\varphi) = \infty \), \( q_1(\varphi) < \infty \), \( D(q_2) \subset D(q_1) \)). If \( A \) and \( B \) are positive self-adjoint operators, we say \( A \leq B \) if and only if \( q_A \leq q_B \) (so \( Q(B) \subset Q(A) \)) and \( \langle \varphi, A\varphi \rangle \leq \langle \varphi, B\varphi \rangle \) for all \( \varphi \in Q(B) \).

**Definition.** Let \( q_1, q_2 \) be two quadratic forms. We say that \( q_1 \) is an extension of \( q_2 \) if \( D(q_1) \supset D(q_2) \) and \( q_1 \upharpoonright D(q_2) = q_2 \).

Notice if \( q_1 \) is an extension, \( q_2 = \infty \) on \( D(q_1) \setminus D(q_2) \) so \( q_1 \leq q_2 \). Also, if \( A \) is self-adjoint, \( q_A \) is an extension of \( \tilde{q}_A \) and \( q_A \leq \tilde{q}_A \) (proper, unless \( A \) is bounded, since \( q_A(\varphi) < \infty \) if \( \varphi \in D(\sqrt{A}) \setminus D(A) \) but \( \tilde{q}_A(\varphi) = \infty \)).

**Example 7.5.13** (Continuation of Example 7.4.18). Let \( A = -\frac{d^2}{dx^2} \) on \( L^2(0, \infty) \) with domain the closure of the operator on \( C^\infty_0(0, \infty) \). The self-adjoint extensions are given by (7.4.47). If \( \varphi \in D(A_\theta) \), an integration by parts shows that

\[
\langle \varphi, A_\theta \varphi \rangle = \int_0^\infty -\varphi(x) \varphi''(x) \, dx \\
= -\varphi(0)\varphi'(0) + \int_0^\infty |\varphi'(x)|^2 \, dx
\]

(7.5.58)

\[
= -\cot \theta |\varphi(0)|^2 + \int_0^\infty |\varphi'(x)|^2 \, dx
\]

(7.5.59)

If \( \theta = 0 \), \( \varphi(0) = 0 \), so \(-\cot \theta |\varphi(0)|^2 \) is interpreted as 0.

Define

\[
Q_0 = \{ \varphi \in L^2(0, \infty) \mid \varphi \text{ is absolutely continuous, } \varphi' \in L^2 \}
\]

(7.5.60)

\[
Q_\infty = \{ \varphi \in Q_0 \mid \varphi(0) = 0 \}
\]

(7.5.61)

As in Example 7.5.8 if \( \varphi \in Q_0 \), \( \varphi \) is continuous on \([0, \infty)\), so in (7.5.61), \( \varphi(0) \) makes sense.

It is not hard to see (Problem 6) that

\[
Q(A_{\theta=0}) = Q_\infty, \quad q(\varphi) = \int_0^\infty |\varphi(x)|^2 \, dx
\]

(7.5.62)

and for \( \theta \neq 0 \),

\[
Q(A_\theta) = Q_0, \quad q(\varphi) = -\cot \theta |\varphi(0)|^2 + \int_0^\infty |\varphi'(x)| \, dx
\]

(7.5.63)

(If \( \theta \in [\frac{\pi}{2}, \pi) \cup \{0\} \), \( A_\theta \geq 0 \). If \( \theta \in (0, \frac{\pi}{2}) \), \( A_\theta \) is not positive but it is bounded below with \( \ell_{q_{A_\theta}} = -\cot \theta \).)
Remarkably, \( Q(A_{\theta=0}) \subseteq Q(A_{\theta \neq 0}) \) for any \( \theta \neq 0 \), and for all \( \theta, A_{\theta} \leq A_0 \). As forms, \( A_{\theta} \) is an extension of \( A_0 \)!

Notice that if \( A = A_{\theta = \frac{\pi}{2}} \), then \( \varphi \mapsto \varphi(0) \) is a continuous map of \( \mathcal{H}_{+1}(A) \) to \( \mathbb{C} \) (see Problem 3) so there is \( \psi \in \mathcal{H}_{-1} \) with \( \langle \psi, \varphi \rangle = \varphi(0) \). What (7.5.63) says is that for \( 0 < \theta < \pi \),

\[
A_{\theta} = A - \cot(\theta) \langle \psi, \cdot \rangle \psi
\]

so these are rank-one perturbations. We’ll see later (Example 7.8.7 of Section 7.8) that \( A_{\theta=0} \) can be viewed as this rank-one perturbation at infinite coupling. \( \square \)

This example lets us emphasize some important differences between operators and forms:

(a) Every closed quadratic form is associated to a self-adjoint operator. Not every closed Hermitian operator is self-adjoint.

(b) If \( A \) and \( B \) are self-adjoint operators and \( B \) is an extension of \( A \), then \( A = B \). However, there exist distinct self-adjoint operators whose forms are extensions one of the other.

(c) Every Hermitian operator has a closed extension. We’ll see shortly (Example 7.5.17) that there are quadratic forms with no closed extensions.

If \( C, D \) are bounded positive operators, \( C \leq D \) means that \( \langle \varphi, C \varphi \rangle \leq \langle \varphi, D \varphi \rangle \) for all \( \varphi \in \mathcal{H} \). We have:

**Theorem 7.5.14.** Let \( A, B \) be positive self-adjoint operators. Then

\[
A \leq B \iff (B + 1)^{-1} \leq (A + 1)^{-1}
\] (7.5.65)

**Remarks.**

1. In (7.5.65), on the left, \( \leq \) means as an inequality in forms, while on the right, \( \leq \) means the familiar, everywhere defined, notion.

2. We’ve stated this for densely defined operators, but it remains true if a closed form, \( q_A \), is associated to a self-adjoint operator on \( \overline{V} \) with \( V \) a subspace of \( \mathcal{H} \). If \( (A + 1)^{-1} \) is then interpreted as 0 on \( V^\perp \), we have \( q_A \leq q_B \iff (B + 1)^{-1} \leq (A + 1)^{-1} \). The proof is the same.

3. The same proof shows \( q_A \leq q_B \) if and only if \( (A + c1)^{-1} \geq (B + c1)^{-1} \) for all \( c \) with \( -c \leq \min(\ell_{q_A}, \ell_{q_B}) \) and this is true if and only if it holds for one such \( c \).

**Proof.** Suppose first that \( q_A \leq q_B \). Let \( \varphi \in \mathcal{H} \) and \( \psi_A = (A + 1)^{-1} \varphi, \psi_B = (B + 1)^{-1} \varphi \). Then

\[
\langle \varphi, (B + 1)^{-1} \varphi \rangle^2 = \langle (A + 1) \psi_A, \psi_B \rangle^2
\]  

\[
= \langle \psi_A, \psi_B \rangle^2_{+1,A}
\]  

\[
\leq \| \psi_A \|_{+1,A} \| \psi_B \|_{+1,A}
\] (7.5.67)

\[
\leq \| \psi_A \|_{+1,A} \| \psi_B \|_{+1,B}
\] (7.5.68)

\[
= \langle \varphi, (A + 1)^{-1} \varphi \rangle \langle \varphi, (B + 1)^{-1} \varphi \rangle
\] (7.5.69)
proving that \((B + 1)^{-1} \leq (A + 1)^{-1}\). Since \(\mathcal{H}_{+1,A} \subset \mathcal{H}_{+1,B}\), we can write (7.5.66). (7.5.67) is then the Schwarz inequality and (7.5.68) that \(q_A \leq q_B\).

For the converse, let \(A\) be an arbitrary positive self-adjoint operator. The spectral theorem and monotone convergence theorem imply that

\[
\langle \varphi, \varphi \rangle + q_A(\varphi) = \lim_{\varepsilon \downarrow 0} \langle \varphi, ((A + 1)^{-1} + \varepsilon)^{-1} \varphi \rangle
\]

including the case \(q_A(\varphi) = \infty\). By the first paragraph above, if \((B + 1)^{-1} \leq (A + 1)^{-1}\), for \(\varepsilon > 0\), \(((A + 1)^{-1} + \varepsilon)^{-1} \leq ((B + 1)^{-1} + \varepsilon)^{-1}\). This plus (7.5.70) implies \(q_A \leq q_B\).

\[\square\]

**Theorem 7.5.15.** Let \(q\) be an arbitrary quadratic form. Then there is a closed quadratic form, \(q_r\), so that

\[
q_r \leq q
\]

and \(t\) closed plus

\[
0 \leq t \leq q \implies 0 \leq t \leq q_r
\]

(i.e., \(q_r\) is the largest quadratic form less than \(q\)). Moreover, for any \(\varphi\),

\[
q_r(\varphi) = \liminf_{\psi \to \varphi} q(\psi)
\]

in the sense that if \(\psi_n \to \varphi\), then \(q_r(\varphi) \leq \liminf_n q(\psi_n)\), and there exists \(\psi_n^{(0)} \to \varphi\) so \(q_r(\varphi) = \lim_n q(\psi_n^{(0)})\).

**Remarks.** 1. \(q_r\) can be the 0 form! See Example 7.5.17 below.

2. If \(q_s = q - q_r\) (\(= \infty\) on \(\mathcal{H} \setminus D(q)\)), then \((q_s)_r = 0\) (since \(q_r + (q_s)_r\) is closed and less than \(q\)). Thus, \(q = q_r + q_s\) is a kind of form analog of the Lebesgue decomposition theorem. See also Example 7.5.17.

3. The right side of (7.5.73) is an lsc function but it is not evident that it obeys the parallelogram law. Our explicit construct will prove it does.

4. If \(q\) is closed, \(q = q_r\), and by the lsc and \(\psi_n^{(0)} = \varphi\), (7.5.73) holds.

5. \(q_r\) is called the **regular part** of \(q\).

**Proof.** Let \(\mathcal{H}_{+1}\) denote \(D(q)\) with the inner product associated to \(\| \cdot \|_{+1}\). At the risk of being pedantic, let \(I_q : \mathcal{H}_{+1} \to \mathcal{H}\) be the identity map, that is, \(I_q(\varphi) = \varphi\). Since \(\| \cdot \| \leq \| \cdot \|_{+1}\), we have

\[
\| I_q(\varphi) \|_{\mathcal{H}} \leq \| \varphi \|_{\mathcal{H}_{+1}}
\]

Let \(\mathcal{H}_q\) be the abstract completion of \(\mathcal{H}_{+1}\) and \(\tilde{I}_q\) the continuous extension of \(I_q\) to \(\mathcal{H}_q\), unique since \(\mathcal{H}_{+1}\) is dense in \(\mathcal{H}_q\). For clarity, use \(J_q\) for the identity map of \(\mathcal{H}_{+1}\) to \(\mathcal{H}_q\) so (7.5.74) becomes, for \(\psi \in \mathcal{H}_q\),

\[
\| \tilde{I}_q \psi \|_{\mathcal{H}} \leq \| \psi \|_{\mathcal{H}_q}, \quad I_q = \tilde{I}_q J_q
\]
and we have for \( \varphi \in \mathcal{H}_{+1} \),

\[
q(\varphi) = \|J_q \varphi\|_{+1}^2 - \|\varphi\|^2
\]  

(7.5.76)

Let \( \mathcal{L}_q = \text{Ker}(\tilde{I}_q) \perp \) (as we’ll see, \( \text{Ker}(\tilde{I}_q) \) may be nonempty) and \( \mathcal{R}_q = \text{Ran}(\tilde{I}_q) \). Since \( \tilde{I}_q \) is nonzero on \( \mathcal{L}_q \), \( \tilde{I}_q \) is a bijection of \( \mathcal{L}_q \) and \( \mathcal{R}_q \), so we can define

\[
\tilde{J}_q : \mathcal{R}_q \to \mathcal{L}_q, \quad \tilde{I}_q \tilde{J}_q = 1
\]  

(7.5.77)

Let \( P_q : \mathcal{H}_q \to \mathcal{L}_q \) be the orthogonal projection. Thus,

\[
\tilde{I}_q P_q = \tilde{I}_q
\]  

(7.5.78)

which implies that

\[
\varphi \in \mathcal{H}_{+1} \Rightarrow \tilde{J}_q \varphi = P_q J_q \varphi
\]  

(7.5.79)

Now define \( q_r \) a quadratic form on \( \mathcal{H} \) by

\[
q_r(\varphi) = \begin{cases} 
\|\tilde{J}_q \varphi\|_{+1}^2 - \|\varphi\|^2, & \varphi \in \mathcal{R}_q \\
\infty, & \varphi \notin \mathcal{R}_q
\end{cases}
\]  

(7.5.80)

We first want to prove that

\[
0 \leq q_r \leq q
\]  

(7.5.81)

and that \( q_r \) is a closed form. \( q_r \leq q \) since for \( \varphi \notin \mathcal{H}_{+1} \), \( q(\varphi) = \infty \) and there is nothing to prove, and for \( \varphi \in \mathcal{H}_{+1} \),

\[
q_r(\varphi) = \|\tilde{J}_q \varphi\|_{+1}^2 - \|\varphi\|^2
\]

\[
= \|P_q J_q \varphi\|_{+1}^2 - \|\varphi\|^2 \quad \text{(by (7.5.79))}
\]

\[
\leq \|J_q \varphi\|_{+1}^2 - \|\varphi\| = q(\varphi) \quad \text{(by (7.5.76))}
\]

To see that \( q_r \geq 0 \), use (7.5.77) to note that

\[
q_r(\varphi) = \|\tilde{J}_q \varphi\|_{+1}^2 - \|\tilde{I}_q \tilde{J}_q \varphi\|^2 \geq 0
\]

by (7.5.75). \( \tilde{J}_q \) is a bijection of \( \mathcal{H}_{+1,q} = \mathcal{R}_q \), and by (7.5.17), \( \|\cdot\|_{+1,q} \) is just \( \|\cdot\|_{+1} \) under this bijection. Since \( \mathcal{L}_q \) is closed in \( \mathcal{H}_q \), it is complete so \( q_r \) is a closed form.

Next, we want to prove (7.5.73). Let \( \varphi_n \to \varphi \) in \( \|\cdot\|_{\mathcal{H}} \). Then, since \( q_r \) is lsc,

\[
q_r(\varphi) \leq \liminf q_r(\varphi_n) \leq \liminf q(\varphi_n)
\]  

(7.5.82)

because \( q_r \leq q \).

On the other hand, if \( \varphi \notin D(q_r) \equiv \mathcal{R}_q \), then \( q_r(\varphi) = \infty \), so \( q(\varphi) = \infty \) and we can take \( \varphi_n^{(0)} \equiv \varphi \) and find

\[
q_r(\varphi) = \lim_{n \to \infty} q(\varphi_n^{(0)})
\]  

(7.5.83)
If \( \varphi \in D(q_r) = \mathcal{R}_q \), we can find \( \varphi_n^{(0)} \) in \( \mathcal{H}_{+1} \) so

\[
J_q \varphi_n^{(0)} \to \tilde{J}_q \varphi
\]

in \( \| \cdot \|_{+1} \) (since \( J_q[\mathcal{H}_{+1}] \) is dense in \( \mathcal{H}_q \)). Thus, \( \| J_q \varphi_n^{(0)} \|_{+1} \to \| \tilde{J}_q \varphi \|_{+1} \), so

\[
q(\varphi_n^{(0)}) + \| \tilde{I}_q J_q \varphi_n \|^2 \to q_r(\varphi) + \| \tilde{I}_q \tilde{J}_q \varphi \|^2
\]

(7.5.85)

This uses \( \tilde{I}_q J_q = 1 \) and \( \tilde{I}_q \tilde{J}_q = 1 \). Since \( \tilde{I}_q \) is continuous, (7.5.84) implies \( \| \tilde{I}_q J_q \varphi_n \| \to \| \tilde{I}_q \tilde{J}_q \varphi \| \). Thus, we have (7.5.83) and so (7.5.73).

Finally, let \( 0 \leq s \leq q \) with \( s \) closed. Since \( s \) is lsc,

\[
s(\varphi) = \lim_{\psi \to \varphi} s(\psi) \leq \lim_{\psi \to \varphi} q(\psi) = q_r(\varphi)
\]

so \( s \leq q_r \). \( \square \)

**Theorem 7.5.16.** Let \( q \) be a quadratic form on \( \mathcal{H} \). Then \( q \) has a closed extension if and only if \( q_r \) is an extension of \( q \).

**Remark.** If \( q \) has a closed extension, we say it is *closable* and, in that case, \( q_r \) is its *closure*.

**Proof.** If \( q_r \) is an extension, it is clearly a closed extension. If \( s \) is a closed extension, then \( s \leq q \) so

\[
s \leq q_r \leq q
\]

(7.5.87)

If \( s \) is an extension, \( s(\varphi) = q(\varphi) \) for \( \varphi \in D(q) \), so (7.5.87) implies \( q(\varphi) = q_r(\varphi) \) for such \( \varphi \), proving \( q_r \) is an extension of \( q \). \( \square \)

**Example 7.5.17** (\( \delta(x) \) as a Quadratic Form). Let \( \mathcal{H} = L^2(\mathbb{R}) \),

\[
q(\varphi) = \begin{cases} 
|\varphi(0)|^2 & \text{if } \varphi \in C_0^\infty(\mathbb{R}) \\
\infty & \text{if } \varphi \notin C_0^\infty(\mathbb{R})
\end{cases}
\]

We claim that \( q_r = 0 \) on all of \( \mathcal{H} \), so \( q \) is not closable. First,

\[
\mathcal{H}_q = \mathbb{C} \oplus L^2(\mathbb{R})
\]

(7.5.88)

for on \( \mathcal{H}_{+1} \),

\[
\|\varphi\|^2_{+1} = |\varphi(0)|^2 + \|\varphi\|^2_{L^2}
\]

(7.5.89)

Given \( \varphi \in \mathcal{H} \) and any \( \lambda \in \mathbb{C} \), we can find \( \varphi_n \in C_0^\infty \) so \( \varphi_n \to \varphi \) and \( \varphi_n(0) \to \lambda \), since \( C_0^\infty \) is dense in \( L^2 \) and there exist \( \psi_n \in C_0^\infty \) so \( \|\psi_n\|^2 \to 0 \) and \( \psi_n(0) \to 1 \). This shows (7.5.88).

Clearly, \( \tilde{I}_q(\lambda, \varphi) = \varphi \), so \( \mathcal{L}_q = \{(\lambda, 0) \mid \lambda \in \mathbb{C}\} \perp 0 \oplus L^2 \) and \( \tilde{I}_q \varphi = (0, \varphi) \), so \( \|J_q \varphi\|^2_{+1} = \|\varphi\|^2 \) and \( q_r(\varphi) = 0 \) for all \( \varphi \in \mathcal{R}_q = L^2 \).

Related to this is the following, showing the relation to the Lebesgue decomposition. Let \( \mu, \nu \) be two probability measures on a compact Hausdorff space, \( \mathcal{X} \), and

\[
d\nu = f \, d\mu + d\nu_s
\]

(7.5.90)
the Lebesgue decomposition. Let \( \mathcal{H} = L^2(X, d\mu) \) and
\[
q(\varphi) = \begin{cases} 
\int |\varphi(x)|^2 \, d\nu(x), & \varphi \in C(X) \\
\infty, & \varphi \notin C(X) \end{cases}
\] (7.5.91)

Then it can be seen (Problem 7) that
\[
q_r(\varphi) = \int f(x)|\varphi(x)|^2 \, d\mu(x), \quad q_s = d\nu_s \text{ on } C(X) \quad (7.5.92)
\]

\[\square\]

**Theorem 7.5.18** (Monotone Convergence for Forms). Let \( \{q_n\}_{n=1}^\infty \) be a family of closed quadratic forms on \( \mathcal{H} \) and \( A_n \) the associated operators (where \( A_n \) is self-adjoint on \( D(q_n) \)). Then

(a) If \( q_{n+1} \geq q_n \), then
\[
q_\infty(\varphi) = \sup_n q_n(\varphi) = \lim_n q_n(\varphi) \quad (7.5.93)
\]
is a closed quadratic form, and if \( A_\infty \) is the associated operator for \( z \in \mathbb{C} \setminus [0, \infty) \),
\[
(A_n - z)^{-1} \xrightarrow{s} (A_\infty - z)^{-1} \quad (7.5.94)
\]
strongly (i.e., \( A_n \to A_\infty \) in strong resolvent sense).

(b) If \( q_{n+1} \leq q_n \), then
\[
q_\infty(\varphi) = \inf_n q_n(\varphi) = \lim_n q_n(\varphi) \quad (7.5.95)
\]
may not be closed (or even closable). If \( A_\infty \) is the operator associated to \( (q_\infty)_r \), then (7.5.94) holds, that is, \( A_n \to A_\infty \) in strong resolvent sense.

**Proof.** (a) A sup of a family of lsc functions is lsc (see Proposition 2.1.9 of Part 1) so \( q_\infty \) is lsc. Since the sup is a limit, \( q_\infty \) obeys the parallelogram law. Thus, \( q_\infty \) is a closed form.

By Theorem 7.5.14
\[
(A_{n+1} + 1)^{-1} \leq (A_n + 1)^{-1} \quad (7.5.96)
\]
so for all \( \varphi \in \mathcal{H} \),
\[
\lim_{n \to \infty} (\varphi, (A_n + 1)^{-1} \varphi) = \inf_{n} (\varphi, (A_n + 1)^{-1} \varphi) \quad (7.5.97)
\]
exists. By polarization,
\[
C = \text{w-lim}(A_n + 1)^{-1} \quad (7.5.98)
\]
exists. Since Theorem 7.5.14 says \( (A_\infty + 1)^{-1} \leq (A_n + 1)^{-1} \), we see
\[
0 \leq (A_\infty + 1)^{-1} \leq C \leq (A_n + 1)^{-1} \quad (7.5.99)
\]
7.5. Quadratic Form Methods

C is a positive, self-adjoint, bounded (since $C \leq 1$) operator, so the spectral theorem implies there is a positive self-adjoint operator, $\tilde{B}$, on $\text{Ker}(C)^\perp$ so that $C = (\tilde{B})^{-1}$ (in our sense that inverses of operators only defined on a closed $V \subset \mathcal{H}$ are set to 0 on $V^\perp$). $C \leq 1$ implies $\tilde{B} \geq 1$ so $B = \tilde{B} - 1$ is a positive operator.

By (7.5.99) and Theorem 7.5.14 $A_n \leq B \leq A_\infty$. But $A_\infty$ is the smallest closed form greater than all $A_n$, so $B = A_\infty$.

Weak convergence also holds for $(A - z)^{-1}$ for all $z \in (-\infty, 0)$ and then, by analyticity, for all $z \in \mathbb{C} \setminus [0, \infty)$. Thus, since weak resolvent convergence implies strong resolvent convergence (see Problem 1 of Section 7.2), $A_n \to A_\infty$ in strong resolvent sense.

(b) The argument is similar to (a). Since $\langle \varphi, (A_n + 1)^{-1} \varphi \rangle \leq \|\varphi\|^2$, the weak limit still exists, and so there is $B$ (positive and self-adjoint but perhaps not densely defined), so $(A_n + 1)^{-1} \xrightarrow{w} (B + 1)^{-1}$.

Since $A_n \geq A_\infty$, $(A_\infty + 1)^{-1} \geq (A_n + 1)^{-1}$, and thus, $(B + 1)^{-1} \leq (A_\infty + 1)^{-1}$. Therefore, $A_n \geq B \geq A_\infty$. Since the form of $A_\infty$ is the largest closed form less than all $q_n$, $B = A_\infty$. Going from weak to strong resolvent convergence is as above. 

**Example 7.5.7 (continued).** As in that example, for each $n = 1, 2, \ldots$, we can define a self-adjoint operator

$$\frac{-1}{n} \frac{d^2}{dx^2} + \delta(x) \equiv A_n$$  \hspace{1cm} (7.5.100)

as a form sum with $Q(A_n) = Q\left(-\frac{d^2}{dx^2}\right)$. $A_{n+1} \leq A_n$ and the form limit is $\delta(x)$ on $Q\left(-\frac{d^2}{dx^2}\right)$. The regular part is 0. This shows in the monotone decreasing case that the limit many not be closed or even closable. 

Our next topic is the forms view of self-adjoint extensions. We begin with the following that also provides many examples of closable but not closed forms:

**Theorem 7.5.19** (Friedrichs Extension). *Let $A$ be a positive Hermitian operator. Let $\tilde{q}_A$ be the form

$$\tilde{q}_A(\varphi) = \begin{cases} \langle \varphi, A\varphi \rangle, & \varphi \in D(A) \\ \infty, & \varphi \notin D(A) \end{cases}$$  \hspace{1cm} (7.5.101)

Then $\tilde{q}_A$ is closable. Its closure, $q_\infty^{(A)}$, is the form of positive self-adjoint operator, $A_\infty$, which is an extension of $A$. Moreover,

$$\ell_{\tilde{q}_A} = \ell_{q_\infty^{(A)}}$$  \hspace{1cm} (7.5.102)
We’ll prove this below after a more detailed analysis in case von Neumann had the construction but didn’t notice its extreme properties. Thus, by the first paragraph, \( \tilde{\text{operators,} \} \) so that the set of all self-adjoint extensions is the set of all self-adjoint \( H \)-space, \( \text{Theorem 7.5.20.} \) It follows that \( \varphi \in D(A^*_\infty) \) and \( A^*_\infty \varphi = A \varphi \). Since \( A^*_\infty = A_\infty \), \( \varphi \in D(A_\infty) \) and \( A_\infty \varphi = A \varphi \), that is, \( A_\infty \) is an extension of \( A \). □

We will prove the following description of all positive self-adjoint extensions of a closed positive Hermitian operator:

**Theorem 7.5.20.** Let \( A \) be a closed positive Hermitian operator on a Hilbert space, \( \mathcal{H} \). Then there is a distinguished self-adjoint extension, \( A_0 \), of \( A \) so that the set of all self-adjoint extensions is the set of all self-adjoint operators, \( B \), with

\[
A_0 \leq B \leq A_\infty \tag{7.5.105}
\]

**Remarks.** 1. We will call \( A_0 \) the **Krein extension.** It is sometimes called the **von Neumann extension** or **Krein–von Neumann extension.** When \( \ell_{q_A} > 0 \), von Neumann had the construction but didn’t notice its extreme properties.

2. We’ll prove this below after a more detailed analysis in case \( \ell_{q_A} = \ell_{q_{A_\infty}} > 0 \) by taking limits as \( \varepsilon \downarrow 0 \) for \( A + \varepsilon \).

3. When \( \ell_{q_A} = 0 \), it can happen that \( A_0 = A_\infty \). Surprisingly, this can happen even if \( A \) has positive deficiency indices, that is, there exist positive Hermitian \( A \) with multiple self-adjoint extensions but only one positive extension (see Example 7.5.20 and Example 7.5.10 (continued) which precedes it). It can also happen that \( \ell_{q_A} = 0 \) and \( A_0 \neq A_\infty \) and there are multiple positive self-adjoint extensions.

We begin by considering the case where \( \ell_{q_A} > 0 \). Thus, by Theorem 7.1.8

\[
N = \text{Ker}(A^*) \tag{7.5.106}
\]

is a space of dimension \( d = d_+ = d_- \). We know that \( \dim(D(A^*)/D(A)) = 2d \). Since \( A_\infty \geq \ell_{q_A} > 0 \), \( A_\infty \) has a bounded inverse, and clearly, \( D(A_\infty) \subset D(A^*) \), so some thought suggests the following proposition, whose proof is close to that of Theorem 7.1.11.
Proposition 7.5.21. Let $A$ be a closed positive Hermitian operator with $\ell_{\tilde{q}_A} > 0$. Let $N$ be given by (7.5.106). Then
\[ D(A^*) = D(A) + N + A_\infty^{-1}N \] (7.5.107) 
with (for $\varphi \in D(A)$, $\eta_1, \eta_2 \in N$)
\[ A^*(\varphi + \eta_1 + A_\infty^{-1}\eta_2) = A\varphi + \eta_2 \] (7.5.108) 
Moreover,
\[ D(A_\infty) = D(A) + A_\infty^{-1}N \] (7.5.109)

Remark. Recall that $V + W$ means the sum when $V \cap W = \{0\}$ (disjoint union).

Proof. We know by Proposition 7.1.7 that $\text{Ran}(A)$ is closed and $\text{Ran}(A)^\perp = \text{Ker}(A^*)$ so
\[ \mathcal{H} = \text{Ran}(A) \oplus \text{Ker}(A^*) \] (7.5.110) 
Thus, for any $\psi \in D(A^*)$, there is $\varphi \in D(A)$, $\eta_2 \in N$, so
\[ A^*\psi = A\varphi + \eta_2 \] (7.5.111) 
Since $A_\infty$ is a bijection of $D(A_\infty) \subset D(A^*)$ and $\mathcal{H}$,
\[ A^*(\varphi + A_\infty^{-1}\eta_2) = A_\infty(\varphi + A_\infty^{-1}\eta_2) = A^*\psi \] (7.5.112) 
so $\eta_1 = \psi - \varphi - A_\infty^{-1}\eta_2 \in \text{Ker}(A^*) = N$, proving that (7.5.107) holds with + replaced by +. This also shows $A_\infty$ is a bijection of $D(A) + A_\infty^{-1}N \subset D(A_\infty)$ and $\mathcal{H}$, proving (7.5.109).

To get +, we only need uniqueness. Thus, suppose
\[ \varphi + \eta_1 + A_\infty^{-1}\eta_2 = 0 \] (7.5.113) 
for $\varphi \in D(A)$, $\eta_1, \eta_2 \in N$. Applying $A_\infty$, we see $A\varphi + \eta_2 = 0$, so by (7.5.110), $\eta_2 = 0$ and $A\varphi = 0$. But then
\[ 0 = \langle \varphi, A\varphi \rangle \geq \ell_{\tilde{q}_A}\|\varphi\|^2 \] (7.5.114) 
so $\varphi = 0$. Clearly, $\varphi = \eta_2 = 0$ and (7.5.114) implies $\eta_1 = 0$. \qed

Lemma 7.5.22. Let $\ell_{\tilde{q}_A} > 0$. Then $Q(A_\infty) \cap N = \{0\}$.

Proof. Note first that since $q_{A_\infty} \geq \ell_A$, $q_{A_\infty}(\varphi)^{1/2}$ and $[q_{A_\infty}(\varphi) + \|\varphi\|^2]^{1/2}$ are equivalent norms, so $D(A_\infty)$ is dense in $q_{A_\infty}$-norm in $Q(A_\infty)$,

Let $\varphi \in Q(A_\infty) \cap N$. Then for $\psi \in D(A) \subset D(A^*)$,
\[ \langle A\psi, \varphi \rangle = \langle \psi, A^*\varphi \rangle = 0 \] (7.5.115) 
But
\[ Q_{A_\infty}(\psi, \varphi) = \langle A\psi, \varphi \rangle \] (7.5.116) 
so in $Q_{A_\infty}$-inner product, $\varphi \perp D(A)$. Since $D(A)$ is dense in $q_{A_\infty}$-norm in $Q(A_\infty)$, $\varphi = 0$. \qed
Now let $b$ be a closed quadratic form on $N$,
\[ N_b = \{ \varphi \in N \mid b(\varphi) < \infty \} \] (7.5.117)
and $B$ the self-adjoint operator on $\bar{N}_b$ corresponding to $b$. Define
\[ q_b(\psi) = \begin{cases} q_{A_\infty}(\varphi) + b(\eta) & \text{if } \psi = \varphi + \eta, q \in Q(A_\infty), \eta \in D(b) \\ \infty, & \text{otherwise} \end{cases} \] (7.5.118)
By the lemma, $\psi = \varphi + \eta$ is unique since $D(b) \cap Q(A_\infty) \subset N \cap Q(A_\infty) = \{0\}$. Thus, $q_b$ is a quadratic form with
\[ D(q_b) = Q(A_\infty) + D(b) \] (7.5.119)

**Theorem 7.5.23.** Let $A$ be a positive, closed Hermitian operator with $\ell_{q_A} > 0$. For every closed quadratic form, $b$, on $N$, $q_b$ is a closed quadratic form with $D(q_b) = H$. If $A_b$ is the associated positive self-adjoint operator, then $A_b$ is a positive self-adjoint extension of $A$. Conversely, every positive self-adjoint extension of $A$ is an $A_b$. Moreover,
\[ D(A_b) = \{ \varphi + A_\infty^{-1}(B\eta_1 + \eta_2) + \eta_1 \mid \varphi \in D(A), \eta_1 \in D(B), \eta_2 \in N_b^\perp \} \] (7.5.120)
where $N_b^\perp$ is the orthogonal complement of $N_b$ in $N$ with
\[ A_b(\varphi + A_\infty^{-1}(B\eta_1 + \eta_2) + \eta_1) = A\varphi + B\eta_1 + \eta_2 \] (7.5.121)

**Remarks.**
1. The $\varphi, \eta_1, \eta_2$ in (7.5.120) are unique.
2. We’ll see shortly that the Krein extension is the $A_b$ corresponding to $b = 0$.
3. In case $\dim(N) < \infty$, one can extend this result to all self-adjoint extensions, $b$ is then a self-adjoint matrix on a subspace $N_b$ of $N$, $D(A_b)$ is given by (7.5.120), and $A_b$ by (7.5.121); see the reference in the Notes.

**Proof.** Since $D(A) \subset Q(A_\infty)$ is dense, $\bar{D(q_b)} = H$. To see $q_b$ is closed, it suffices to prove the norm
\[ \| \psi \|_{+1,q_b} = (q_b(\psi) + \| \psi \|^2)^{1/2} \] (7.5.122)
on $D(q_b)$ makes it into a Hilbert space.

Since $D(q_b)$ is given by (7.5.119) and $Q(A_\infty)$ is complete in $q_{A_\infty}$, while $D(b)$ is complete $\| \cdot \|_{+1,b}$, it suffices to prove the norm (7.5.122) is equivalent to the direct sum norm for $\varphi \in Q(A_\infty), \eta \in D(q_b)$,
\[ \| \varphi + \eta \|_\oplus = [(q_{A_\infty}(\varphi) + \| \varphi \|^2) + (b(\eta)) + \| \varphi \|^2]^{1/2} \] (7.5.123)
Using $\| \varphi + \eta \|^2 \leq 2\| \varphi \|^2 + 2\| \eta \|^2$, we see that
\[ \| \psi \|_{+1,q_b} \leq \sqrt{2} \| \psi \|_\oplus \] (7.5.124)
On the other hand, since \( q_b(\varphi) \geq \ell q_b \|\varphi\|^2 \), we see, for some \( c > 0 \),
\[
\|\varphi + \eta\|_{+1, q_b} \geq c\|\varphi\|
\]
so that
\[
\|\eta\| \leq \|\varphi + \eta\| + \|\varphi\| \leq (1 + c^{-1})\|\varphi + \eta\|_{+1, q_b}
\]
proving that \( \|\psi\|_\oplus \) is dominated by a constant multiple of \( \|\psi\|_{+1, q_b} \). Thus, \( q_b \) is closed.

If \( q_b \) is the sesquilinear form on \( Q(q_b) \) and \( \varphi \in D(A) \), then since \( \varphi \in D(A) \subset D(A_\infty) \subset Q(A_\infty) \),
\[
q_b(\varphi_1 + \eta_1, \varphi) = \langle \varphi_1, A_\infty \varphi \rangle = \langle \varphi_1 + \eta_1, A\varphi \rangle
\]
(7.5.126)
since \( \langle \eta_1, A\varphi \rangle = \langle A^* \eta_1, \varphi \rangle = 0 \). Thus, \( \varphi \in D(A_b) \) and \( A_b \varphi = A\varphi \), proving that \( A_b \) is an extension of \( A \).

Finally, let \( \tilde{A} \) be a self-adjoint extension of \( A \). Let \( \psi \in D(\tilde{A}) \subset D(A^*) \).

By Proposition 7.5.21,
\[
D(A^*) = D(A_\infty) \oplus N
\]
(7.5.127)
so
\[
\psi = \varphi + \eta, \quad \varphi \in D(A_\infty), \quad \eta \in N
\]
(7.5.128)

Since \( D(A) \subset Q(\tilde{A}) \) and \( q_b = \lim_{n \to \infty} q_{A_n} \), \( D(A) \) is dense in \( Q(A_\infty) \), we see that
\[
Q(A_\infty) \subset Q(\tilde{A})
\]
(7.5.129)
Thus, in (7.5.128), we have \( \varphi, \eta \in Q(\tilde{A}) \). Picking \( \varphi_n \in D(A) \) so \( \|\varphi_n - \varphi\|_{+1, A_\infty} = \|\varphi_n - \varphi\|_{+1, \tilde{A}} \to 0 \), we see that
\[
Q_{\tilde{A}}(\varphi, \eta) = \lim_{n \to \infty} Q_{\tilde{A}}(\varphi_n, \eta) = \lim_{n \to \infty} \langle \tilde{A}\varphi_n, \eta \rangle = \lim_{n \to \infty} \langle A\varphi_n, \eta \rangle
\]
(7.5.130)
so
\[
q_b(\psi) = q_\infty(\varphi) + b(\eta)
\]
(7.5.131)
where \( b \) is defined on \( N \) as follows:
\[
b(\eta) = \begin{cases} q_{\tilde{A}}(\eta), & \eta \in Q(\tilde{A}) \cap N \equiv N_b \\ \infty, & \eta \in N, \eta \notin Q(\tilde{A}) \end{cases}
\]
(7.5.131) says that
\[
\psi \in D(\tilde{A}) \Rightarrow q_{\tilde{A}}(\psi) = q_b(\psi)
\]
(7.5.132)
Since \( D(\tilde{A}) \) is a form core for \( q_{\tilde{A}} \) and \( q_b \) is closed, we obtain (7.5.132) for all \( \psi \in Q(\tilde{A}) \). In particular,
\[
Q(\tilde{A}) = Q(A_\infty) \oplus N_b
\]
(7.5.133)
If \( \psi = \varphi + \eta \) with \( \varphi \in Q(A_{\infty}), \eta \in N, \eta \notin N_b \), then since \( Q_{A_{\infty}} \subset Q(\tilde{A}) \), \( \eta \notin Q(\tilde{A}) \) (since \( N_b = N \cap Q(\tilde{A}) \)). Thus, \( q_{\tilde{A}}(\psi) = \infty = q_b(\psi) \). Finally, if \( \psi \notin Q(A_{\infty}) + N \), by definition of \( q_b \), we have \( q_b(\psi) = \infty \), and by (7.5.133), \( q_{\tilde{A}}(\psi) = \infty \). We have thus proven that \( q_{\tilde{A}} = q_b \) so \( \tilde{A} = A_b \). \qed

**Corollary 7.5.24.** Under the hypotheses of Theorem 7.5.23, with \( A_0 \) the operator associated to \( b = 0 \),

\[
\{ C \text{ self-adjoint} \mid A_0 \leq C \leq A_{\infty} \}
\]

is the set of positive self-adjoint extensions of \( A \).

**Proof.** Clearly, \( 0 \leq b \leq \infty \Rightarrow \) for any \( b \) that \( A_0 \leq A_b \leq A_{\infty} \), so it suffices to show that any \( C \) in the set (7.5.134) is an \( A_b \).

Since \( A_0 \leq C \), \( Q(C) \subset Q(A_b) = Q(A_{\infty}) + N \). Since \( C \leq A_{\infty} \), \( Q(A_{\infty}) \subset Q(C) \), so \( Q(C) = Q(A_{\infty}) + N_1 \) for a subspace \( N_1 \subset N \). If \( \varphi \in Q(A_{\infty}) \),

\[
q_0(\varphi) = q_\infty(\varphi) \leq q_C(\varphi) \leq q_\infty(\varphi)
\]

so \( q_C(\varphi) = q_\infty(\varphi) \). If \( \eta \in N_1, \varphi + zm \eta \in Q(C) \) for any \( z \in C \), so

\[
q_\infty(\varphi) = q_0(\varphi + zm \eta) \leq q_\infty(\varphi) + 2 \text{Re}(zQ_C(\varphi, \eta)) + |z|^2 q_C(\eta)
\]

This is only possible for all \( z \in \mathbb{C} \) if

\[
Q_C(\varphi, \eta) = 0
\]

that is,

\[
q_C(\varphi) = q_b(\varphi)
\]

where \( b = q_C \upharpoonright N_1 \). Since \( Q_C \) is closed, \( H_{+1, C} \) is a Hilbert space, and by (7.5.137), \( N_1 \) is the orthogonal complement of \( Q(A_{\infty}) \) in \( \langle , \rangle_{+1, C} \). Thus, \( b \) is a closed form and \( C = A_b \). \qed

**Proof of Theorem 7.5.20.** For each \( \varepsilon > 0 \),

\[
B(\varepsilon) \equiv A + \varepsilon 1 \geq \varepsilon 1
\]

so we can apply the above theorem and get \( B_0(\varepsilon) \) so all positive self-adjoint extensions of \( B(\varepsilon) \) are \( \{ D \mid B_0(\varepsilon) \leq D \leq A_{\infty} + \varepsilon 1 \} \) (since the closure of \( B(\varepsilon) \) as a form is \( A_{\infty} + \varepsilon 1 \)). If \( A_\varepsilon = B_0(\varepsilon) - \varepsilon \), we see that all self-adjoint extensions of \( A \), with \( C \geq -\varepsilon 1 \) are

\[
S(\varepsilon) = \{ C \mid A_\varepsilon \leq C \leq A_{\infty} \}
\]

If \( \varepsilon' < \varepsilon \), \( S(\varepsilon') \subset S(\varepsilon) \), so \( A(\varepsilon') \geq A(\varepsilon) \). Thus, by Theorem 7.5.18

\[
A_0 = \text{monotone limit of } A(\varepsilon)
\]

exists. Clearly,

\[
\bigcap_{\varepsilon > 0} S(\varepsilon) = \{ C \mid A_0 \leq C \leq A_{\infty} \}
\]
It is evident that \( C \geq 0 \) if and only if \( C \geq -\varepsilon / BD \) for all \( \varepsilon > 0 \), so \( \bigcap_{\varepsilon > 0} \mathcal{S}(\varepsilon) \) is the set of positive self-adjoint extensions. \( \square \)

**Remark.** The proof of Theorem 7.5.23 shows that
\[
A(\varepsilon) = A^* \upharpoonright [D(A) + \text{Ker}(A^* + \varepsilon)] \tag{7.5.143}
\]
and \( A_0 \) is the monotone limit of these.

Here are two examples that illustrate when \( A_0 \neq A_\infty \) there must be multiple positive self-adjoint extensions. Since \( \ell A_\infty = \ell \tilde{q}A \) and \( \ell A_0 = 0 \), clearly, if \( \ell \tilde{q}A > 0 \), \( A_0 \neq A_\infty \) so we want examples with \( \ell \tilde{q}A = 0 \).

**Example 7.5.10 (continued).** In this case, \( A_\infty = A_{\theta=0} = 0 \) is clearly the largest \( A_\theta \) and, indeed, as we’ve seen, \( Q(A_{\theta=0}) = Q_\infty \) is a strict subset of \( Q_0 \) and all \( A_{\theta 
eq 0} \) have \( Q(A_{\theta=0}) = Q_\infty \), \( q_{A_{\theta}} \upharpoonright Q_\infty = q_{A_\infty} \).

By (7.5.65), \( A_\theta \geq 0 \) if and only if \( \theta \in \left[ \frac{\pi}{2}, \pi \right] \cup \{0\} \). \( A_0 = A_{\theta=\pi/2} \) is the smallest \( A_\theta \). So this is an example with lower bound zero but \( A_0 \neq A_\infty \).

**Example 7.5.25.** Let \( A \) be the operator on \( L^2([0,1], dx) \) with
\[
D(A) = \{ \varphi \mid \varphi \in C^1, \varphi' \text{ is a.c., } \varphi(0) = \varphi'(0) = 0, \varphi'(1) = 0 \} \tag{7.5.144}
\]
\[
A\varphi = -\frac{d^2}{dx^2} \varphi - \frac{\pi^2}{4} \varphi \tag{7.5.145}
\]
(we’ll see the reason for the \( \pi^2/4 \) shortly). It is easy to see (Problem 8) that \( A \) is a closed Hermitian operator with deficiency indices \((1,1)\). The self-adjoint extensions (Problem 9) are \( A_\theta \) of the same formal form (7.5.145) but on
\[
D(A_\theta) = \{ \varphi \mid \varphi \in C^1, \varphi' \text{ is a.c., } \varphi'(1) = 0, \cos(\theta)\varphi'(0) + \sin(\theta)\varphi'(0) = 0 \} \tag{7.5.146}
\]
Each \( A_\theta \) has a complete set of eigenfunctions of the form \( \cos(k(x-1)) \) with eigenvalues \( k^2 - \left( \frac{\pi}{2} \right)^2 \) or \( \cosh(\kappa(x-1)) \) with eigenvalues \( -\kappa^2 - \left( \frac{\pi}{2} \right)^2 \). \( A_\infty \) has an eigenfunction with \( k = \frac{\pi}{2} + \ell\pi, \ell = 0,1,2, \ldots \), and so \( A_\infty \geq 0 \). All other \( A_\theta \)’s have strictly negative eigenvalues (Problem 10). Even though \( A \) has multiple self-adjoint extensions, it has only one that is positive so the Krein and Friedrichs extensions agree. \( \square \)

**Example 7.5.26 (Dirichlet and Neumann Laplacians).** Let \( \Omega \subset \mathbb{R}^\nu \) be a bounded open set. Take \( D(q) = \{ \varphi \in L^2(\Omega) \mid \nabla \varphi \in L^2(\Omega) \} \), where \( \nabla \varphi \) is the distributional Laplacian and take
\[
q(\varphi) = \int |\nabla \varphi(x)|^2 d^\nu x \tag{7.5.147}
\]
then it is easy to see (Problem 11) that \( q \) is closed form. The associated self-adjoint operator is called the \textit{Neumann Laplacian}. If instead we take
the closure of this form restricted to \( C^\infty_0 \), the associated operator is called the Dirichlet Laplacian.

In nice cases, the Dirichlet Laplacian has an operator core of functions continuous up to \( \partial \Omega \) with \( \varphi \mid \partial \Omega \equiv 0 \) and the Neumann Laplacian an operator core of functions \( C^1 \) up to \( \partial \Omega \) with \( \frac{\partial \varphi}{\partial n} \mid \partial \Omega = 0 \) (this clearly requires \( \partial \Omega \) to be smooth enough that \( \frac{\partial \varphi}{\partial n} \) makes sense for most points on \( \partial \Omega \)). For example, if \( \Omega \) obeys an exterior cone condition (see Section 3.4 of Part 3), one can use path integral methods to prove the set of \( \varphi \in C(\Omega) \) so that \( \varphi \) is \( C^\infty \) in \( \Omega \) and continuous on \( \Omega \), with \( \varphi, -\Delta \varphi \in L^2(\Omega) \), and \( \varphi \mid \partial \Omega = 0 \) is an operator core for the Dirichlet Laplacian.

For the Neumann boundary condition, more is needed, but it is enough if there is a function, \( F \), \( C^1 \) in a neighborhood, \( N \), of \( \Omega \) with \( \Omega = \{ x \mid F(x) > 0 \} \) and \( \nabla F \neq 0 \) everywhere on \( \partial \Omega \) (i.e., \( \Omega \) is a \( C^1 \)-hypersurface), the set of \( \varphi \in L^2(\Omega), C^2 \) in \( \Omega \), \( C^1 \) up to \( \partial \Omega \) with \( \nabla \varphi \in L^2 \) and \( \frac{\partial \varphi}{\partial n} \mid \partial \Omega = 0 \) on \( \partial \Omega \) is an operator core for the Neumann Laplacian. The Notes provide some references for the operator core results.

As the above indicates, there are connections between path integrals and these Laplacians. In great generality (see Problem 12), one has that if \( |\partial \Omega| = 0 \), then for \( x \in \Omega \),

\[
\mathbb{E}(e^{-\frac{1}{2}tH^D_\Omega}f)(x) = \mathbb{E}(f(x + b(t))) \mid b's \text{ with } x + b(s) \in \Omega \text{ for all } s \in [0, t])
\]

(7.5.148)

where \( H^D_\Omega \) is the Dirichlet Laplacian. When \( \Omega \) is nice enough (see the Notes), one can express \( e^{-\frac{1}{2}tH^D_\Omega} \) in terms of a reflecting Brownian motion.

As we discussed in Section 3.16, \( H^D_\Omega \) has compact resolvent if \( |\Omega| < \infty \). This is obvious from (7.5.148) since it implies \( e^{-\frac{1}{2}tH^D_\Omega}(x, y) \) is bounded by \( e^{t\Delta}(x, y) \leq (2\pi t)^{-\nu/2} \) so \( e^{-\frac{1}{2}tH^D_\Omega} \) is Hilbert–Schmidt. There are even infinite volume regions where \( H^D_\Omega \) has compact resolvent (see the Notes). It is often true that Neumann Laplacians with \( |\Omega| < \infty \) have compact resolvent—but not always. Indeed, there are examples where \( \Omega \) is bounded and their spectrum is absolutely continuous; see the Notes.

There are two properties of Dirichlet and Neumann Laplacians that are not only intrinsically interesting but will lead to results on asymptotic eigenvalue counting.

**Theorem 7.5.27** (Dirichlet–Neumann Bracketing). Let \( \Omega_1 \subset \Omega_2 \) be open sets in \( \mathbb{R}^\nu \). Then

\[
H^D_{\Omega_1} \geq H^D_{\Omega_2} \quad (7.5.149)
\]

\[
H^N_{\Omega_1} \geq H^N_{\Omega_2} \quad (7.5.150)
\]
where \( H^\Omega_1 \) is viewed as the form on \( L^2(\Omega_2, d'x) \) obtained by viewing \( C^\infty_0(\Omega_1) \subset L^2(\Omega_2, d'x) \) and closing the form (7.5.147) (and so \( H^\Omega_D \) is not densely defined).

**Remarks.**
1. This is called bracketing since if \( \Omega_1 \subset \Omega_2 \subset \Omega_3 \), it implies that
   \[
   H^\Omega_1 \geq H^\Omega_2 \geq H^\Omega_3
   \]
   (since \( H^\Omega_2 \geq H^\Omega_3 \geq H^\Omega_3 \)).
2. (7.5.150) fails in general for the \( N \) case. It must, since otherwise it would imply that every \( H^\Omega_N \) with \( \Omega \) bounded has a compact resolvent, contrary to the examples mentioned in the Notes.

**Proof.** By definition, the form of \( H^\Omega_N \) is an extension of the form \( H^\Omega_D \), so (7.5.149) is immediate.

Clearly, \( C^\infty_0(\Omega_1) \subset C^\infty_0(\Omega_2) \) so \( H^\Omega_N \) restricted to \( C^\infty_0(\Omega_2) \) is an extension of the restriction to \( C^\infty_0(\Omega_1) \) and the same is thus true of their closures. Thus, \( H^\Omega_2 \) is an extension \( H^\Omega_1 \) and (7.5.150) follows. \( \square \)

**Theorem 7.5.28** (Dirichlet–Neumann Decoupling). Let \( \Omega \) in \( \mathbb{R}^\nu \) be open, \( K \subset \Omega \) a relatively closed subset of measure zero so that
\[
\Omega \setminus K = \Omega_1 \cup \Omega_2
\]
are disjoint open sets (see Figure 7.5.1).

View \( L^2(\Omega, d'x) \) as \( L^2(\Omega_1, d'x) \oplus L^2(\Omega_2, d'x) \) in the obvious way. Then
\[
H^\Omega_D \leq H^\Omega_1 \oplus H^\Omega_2 \quad (7.5.153)
\]
\[
H^\Omega_N \geq H^\Omega_1 \oplus H^\Omega_2 \quad (7.5.154)
\]

**Proof.** \( Q(H^\Omega_1 \oplus H^\Omega_2) \) is those \( L^2(\Omega) \)-functions, \( \varphi \), where there is an \( L^2 \)-function, \( \vec{\psi} \), so that
\[
\langle \vec{\psi}, f \rangle = \langle \varphi, \vec{\nabla} f \rangle \quad (7.5.155)
\]
for all \( f \) in \( C^\infty_0(\Omega_1) \cup C^\infty_0(\Omega_2) \). The set where (7.5.155) holds for all \( f \in C^\infty_0(\Omega) \) is clearly a subset. Thus, \( H^\Omega_1 \oplus H^\Omega_2 \) an extension of \( H^\Omega_N \), so we have (7.5.154).

![Figure 7.5.1. Dirichlet–Neumann decoupling.](image)
Similarly, since \( C_0^\infty(\Omega_1) \cup C_0^\infty(\Omega_2) \) is a subset of \( C_0^\infty(\Omega_1 \cup \Omega_2) \), \( H_D^{\Omega} \) is an extension of \( H_D^{\Omega_1} \oplus H_D^{\Omega_2} \).

**Remark.** If \( \Omega_1 \) and \( \Omega_2 \) are touching unit cubes and \( \Omega \) is their union with \( K \) their common boundary, and if \( \varphi \) is different constants in \( \Omega_1 \) and \( \Omega_2 \), then \( \varphi \in Q(H_D^{\Omega_1} \oplus H_D^{\Omega_2}) \) but not in \( Q(H_D^{\Omega}) \).

As a final topic, we want to use Dirichlet–Neumann bracketing to prove some results on the quasiclassical limit, the notion that in some kind of \( \hbar \to 0 \) limit, you can find the number of bound states by looking at volumes of phase space divided by \( (\hbar)^\nu = (2\pi)^\nu (\hbar)^\nu \). We’ll first consider Weyl’s asymptotic eigenvalue counting result.

To state the Weyl result in the form we want, we need the definition of contented set. A hyperrectangle is a set \( Q = \times_{j=1}^\nu [a_j, b_j] \) with \( a_j < b_j \). We say two hyperrectangles are “disjoint” if their interiors are (some authors use \([a_j, b_j] \) to make it possible to use disjoint without quotes but we prefer closed hypercubes).

The volume, \( \tau(Q) \), of \( Q \) is \( \prod_{j=1}^\nu |b_j - a_j| \). We let \( \mathcal{C} \) be the collection of all finite sets, \( C \), of “disjoint” hypercubes. If \( C = \{Q_j\}_{j=1}^m \), then \( U(C) = \bigcup_{j=1}^m Q_j \) and

\[
\tau(C) = \sum_{Q_j \in C} \tau(Q_j) \tag{7.5.156}
\]

**Definition.** Let \( \Omega \) be a bounded subset of \( \mathbb{R}^\nu \). The **inner content** and **outer content** of \( \Omega \) is

\[
\tau_{\text{inn}}(\Omega) = \sup \{ \tau(C) \mid C \in \mathcal{C}, U(C) \subset \Omega \} \tag{7.5.157}
\]

\[
\tau_{\text{out}}(\Omega) = \inf \{ \tau(C) \mid C \in \mathcal{C}, \Omega \subset U(C) \} \tag{7.5.158}
\]

If \( \tau_{\text{inn}}(\Omega) = \tau_{\text{out}}(\Omega) \) we say \( \Omega \) is a **contented set** and set \( \tau(\Omega) \) to this common value.

**Remarks.**

1. It is easy to see (Problem 13) that the complement of a positive measure Cantor set in \( \mathbb{R} \) is not a contented set.

2. It is easy to see (Problem 14) if \( \Omega \) is open and (with \(|\cdot| = \text{Lebesgue measure}\) \(|\{x \mid \text{dist}(x, \partial \Omega) < \varepsilon\}| \to 0 \) as \( \varepsilon \downarrow 0 \), then \( \Omega \) is contented. The reader should keep this example in mind when looking at the next theorem.

3. It is known (see the Notes) that \( \tau_{\text{inn}}(\Omega) \) is the Lebesgue measure of \( \Omega^{\text{int}} \) and \( \tau_{\text{out}} \) is the Lebesgue measure of \( \bar{\Omega} \), so if \( \Omega \) is a Borel set, it is contented if and only if \(|\partial \Omega| = 0 \).
The two theorems we’ll prove are

**Theorem 7.5.29** (Weyl’s Eigenvalue Counting Theorem). Let \( \Omega \) be a bounded open contented set in \( \mathbb{R}^\nu \). Let \( N_\Omega(E) \) be the number (counting multiplicity) of eigenvalues of \( H_\Omega^N \) less than \( E \). Then

\[
\lim_{E \to \infty} E^{-\nu/2} N_\Omega(E) = \frac{\tau_\nu}{(2\pi)^\nu} |\Omega| \tag{7.5.159}
\]

**Theorem 7.5.30.** Let \( V \) be a continuous function of compact support on \( \mathbb{R}^\nu \). Let \( N(V) \) be the number of negative eigenvalues of \( -\Delta + V \). Then

\[
\lim_{\lambda \to \infty} N(\lambda V)/\lambda^{\nu/2} = \frac{\tau_\nu}{(2\pi)^\nu} \int V_-(x)^{\nu/2} d^\nu x \tag{7.5.160}
\]

**Remarks.**
1. \( \tau_\nu \) is the volume of the unit ball in \( \mathbb{R}^\nu \), i.e., \( \pi^{\nu/2}/\Gamma(\frac{\nu}{2} + 1) \).
2. \( V_-(x) = \max(-V(x), 0) \).
3. \( |\{(x, p) \mid x \in \Omega, p^2 \leq E\}| = \tau_\nu E^{\nu/2} |\Omega| \) so \((7.5.159)\) says \( N_\Omega(E) \) is asymptotically \((2\pi)^{-\nu}\) times a phase space volume. Similarly, \((7.5.160)\) has a phase space volume interpretation. It’s right side is \((2\pi)^{-\nu}|\{(x, p) \mid p^2 + V(x) < 0\}|\).
4. \( N(\lambda V) \) is the number of negative eigenvalues of \(-\lambda^{-1} \Delta + V\), so in units with \( 2m = 1 \), \( \frac{\hbar^2}{2m} \Delta + V \) with \( \hbar = \lambda^{-1/2} \); \( \lambda \to \infty \) is the same as \( \hbar \downarrow 0 \).
5. In dimension \( \nu \geq 3 \), one can use the CLR inequality (Theorem 6.7.7 of Part 3) to extend \((7.5.160)\) to all \( V \in L^{\nu/2}(\mathbb{R}^\nu) \) (Problem 15).
6. One can also compute the quasiclassical value of \( \sum_{E_j < 0} |E_j|^p \) for any \( p > 0 \) and prove a limit theorem (see Problem 16).

For simplicity, we’ll suppose that all of the sets in the C’s in the definition of content are hypercubes with a common size (actually, one can see it is no loss to only take such collections). We begin the proof by counting eigenvalues of \( H_\Omega^D \) and \( H_\Omega^\Omega \) when \( \Omega \) is a hypercube.

**Proposition 7.5.31.** Let \( \Omega \) be a unit hypercube in \( \mathbb{R}^\nu \). Then
(a) The eigenvalues of \( H_\Omega^\Omega \) are \( \{\pi^2 \sum_{j=1}^\nu n_j^2 \mid n_j = 0, 1, 2, \ldots\} \).

(b) The eigenvalues of \( H_\Omega^D \) are \( \{\pi^2 \sum_{j=1}^\nu n_j^2 \mid n_j = 1, 2, \ldots\} \).

**Proof.** If \( \nu = 1 \), the eigenfunctions for \( H_\Omega^{[0,1]} \) (respectively, \( H_\Omega^{[0,1]} \)) are \( \cos(\pi nx) \) (respectively, \( \sin(\pi nx) \)) for \( n = 0, 1, \ldots \) (respectively, \( n = 1, 2, \ldots \)). These are clearly eigenfunctions with eigenvalues \( (\pi n)^2 \) (and it is easy to prove completeness (Problem 17)). Products of these are eigenfunctions for \( H_\Omega^{[0]} \) (respectively, \( H_\Omega^{[0]} \)) and by the \( \nu = 1 \) completeness are complete for general \( \nu \). \( \square \)
Thus we need to compute the number of lattice points in balls to count the number of eigenvalues less than some $E$:

**Proposition 7.5.32.** (a) Let $n_L(R)$ be the number of points in $\mathbb{Z}^\nu$ with $|n| < R$. Then as $R \to \infty$

$$n_L(R) = \tau_\nu R^\nu + O(R^{\nu-1}) \quad (7.5.161)$$

(b) Let $n_N(R)$ (respectively, $n_D(R)$) be the points $n \in \mathbb{Z}^\nu$ with $|n| < r$ and also $n_j \geq 0$ (respectively, $n_j \geq 1$). Then as $R \to \infty$

$$n_N(R) - n_D(R) = O(R^{\nu-1}) \quad (7.5.162)$$

$$n_D(R) = 2^{-\nu} \tau_\nu R^\nu + O(R^{\nu-1}) \quad (7.5.163)$$

**Proof.** (a) Let $L_R$ be the union of hypercubes of unit side centered at points $n \in \mathbb{Z}$ with $|n| < R$. Let $B_\rho$ be the ball $\{ x \mid |x| < \rho \}$. If $x \in L_R$, there is $n \in \mathbb{Z}^\nu$ with $|x - n| \leq \frac{1}{2} \sqrt{\nu}$ (this is the distance from $n$ to a corner) so

$$L_R \subset B_{R + \frac{1}{2} \sqrt{\nu}} \quad (7.5.164)$$

Similarly, if $|x| < R - \frac{1}{2} \sqrt{\nu}$ and $x$ lies in the unit hypercube centered at $n$, then $|x - n| \leq \frac{1}{2} \sqrt{\nu}$ so $|n| < R$, i.e.,

$$B_{R - \frac{1}{2} \sqrt{\nu}} \subset L_R \quad (7.5.165)$$

Since $|B_\rho| = \tau_\nu \rho^\nu$, (7.5.120) is immediate from (7.5.164) and (7.5.165).

(b) Let $n_L^{(\nu)}(R)$ be $n_L(R)$ with the $\nu$-dependence made explicit. By definition, for each fixed $j$

$$\sharp\{n \in \mathbb{Z}^\nu \mid |n| \leq R, n_j = 0\} = n_L^{(\nu-1)}(R)$$

$$= O(R^{\nu-1}) \quad (7.5.166)$$

This implies (7.5.162).

By looking at $(\varepsilon_1 n_1, \ldots, \varepsilon_\nu n_\nu)$ for $\varepsilon_j = \pm 1$, we see that

$$2^\nu n_D(R) \leq n_L(R) \leq 2^\nu n_N(R) \quad (7.5.167)$$

This plus (7.5.162) implies (7.5.163). 

**Proposition 7.5.33.** Let $N_\Delta(E)$ be the eigenvalues of $H_\Delta^D$ for $\Delta = [0, 1]^\nu$ and $N_\Delta(E)$ the same for $H_\Delta^N$. Then

$$|\tilde{N}_\Delta(E) - N_\Delta(E)| = O(E^{(\nu-1)/2}) \quad (7.5.168)$$

$$N_\Delta(E) = \frac{\tau_\nu}{(2\pi)^\nu} E^{\nu/2} + O(E^{(\nu-1)/2}) \quad (7.5.169)$$
Proof. \( \pi^2 |n|^2 \leq E \iff |n| \leq E^{1/2}/\pi \) so (7.5.169) follows from Proposition 7.5.31 and (7.5.163). Similarly, (7.5.168) is immediate from that Proposition and (7.5.168). \( \square \)

Proof of Theorem 7.5.29. Let \( C_1, C_2 \) be two collections of hypercubes all of size \( L \), so \( U(C_1) \subset \Omega \subset U(C_2) \). Then, by (7.5.151),

\[
H_U^{U(C_2)} \leq H_\Omega \leq H_D^{U(C_1)} \tag{7.5.170}
\]

By Theorem 7.5.28 we can decouple into individual cubes

\[
\bigoplus_{Q_j \in C_2} H_N^{Q_j} \leq H_\Omega \leq \bigoplus_{Q_t \in C_1} H_D^{Q_t} \tag{7.5.171}
\]

By scaling, if \( \Delta_L \) is a hypercube of size \( L \),

\[
N_{\Delta}(E) = N_{\Delta}(E/L^2), \quad \tN_{\Delta}(E) = \tN_{\Delta}(E/L^2) \tag{7.5.172}
\]

Thus,

\[
\sharp(C_1) N_{\Delta}(EL^{-2}) \leq N_\Omega(E) \leq \sharp(C_2) \tN_{\Delta}(EL^{-2}) \tag{7.5.173}
\]

Dividing by \( E^{\nu/2} \) and taking \( E \to \infty \)

\[
\frac{\tau_\nu}{(2\pi)^\nu} L^\nu \sharp(C_1) \leq \liminf E^{-\nu/2} N_\Omega(E) \leq \limsup E^{-\nu/2} N_\Omega(E) \leq \frac{\tau_\nu}{(2\pi)^\nu} L^\nu \sharp(C_2) \tag{7.5.174}
\]

Noting that \( L^\nu \sharp(C_1) = \tau(C_1) \), and taking sup over \( C_1 \) and inf over \( C_2 \), we get the desired result. \( \square \)

We note that clearly

\[
\sharp\{E \mid A \leq E_0\} = \sharp\{E \mid A - E_0 \leq 0\}
\]

We see that looking at negative eigenvalues of \( H_\Delta^D - E \) as \( E \to \infty \) is the same as looking at \( N_\Omega(E) \). Thus,

Proof of Theorem 7.5.30. Cover supp \( V \) by a finite family of “disjoint” hypercubes of side \( L \), \( \{\Delta_j\}_{j=1}^{m_L} \). Let \( V^\pm_{(L)} \) be a function which is

\[
V^\pm_{(L)}(x) = \begin{cases} 
\max_{y \in \Delta_j} V(y) & \text{if } x \in \Delta_j \\
\min_{y \in \Delta_j} V(y) & \text{if } x \in \mathbb{R}^\nu \setminus \bigcup_{j=1}^{m_L} \Delta_j \equiv X
\end{cases} \tag{7.5.175}
\]

Then, by Theorem 7.5.28 with \( \Omega = \mathbb{R}^\nu \)

\[
H_D^X \oplus_{j=1}^{m_L} (H_D^{\Delta_j} + \lambda V^\pm_{(L)}) \leq -\Delta + \lambda V \leq H_N^X \oplus_{j=1}^{m_L} (H_N^{\Delta_j} + \lambda V^\pm_{(L)}) \tag{7.5.176}
\]
This plus Theorem 7.5.29 for the $\Delta_j$ implies

$$\frac{\tau_\nu}{(2\pi)^\nu} \int (V^-)_-(y) d^\nu y \leq \liminf_{\lambda \to \infty} \frac{N(\lambda V)}{\lambda^{\nu/2}} \leq \limsup_{\lambda \to \infty} \frac{N(\lambda V)}{\lambda^{\nu/2}} \leq \frac{\tau_\nu}{(2\pi)^\nu} \int (V^+)_-(y) d^\nu y$$  \hspace{1cm} (7.5.177)

Taking $L$ to zero, by continuity of $V$, the integrals converge to the right side of (7.5.160) completing the proof. □

Notes and Historical Remarks. In his original paper on self-adjointness, von Neumann [720] showed that if $A$ is closed and symmetric and bounded from below and if $\alpha < \ell_q$, then $A^* \upharpoonright [D(A) + \text{Ker}(A^* - \alpha)]$ is self-adjoint with lower bound $\alpha$ on its spectrum. That is, he proved there were self-adjoint extensions with lower bounds arbitrarily close to $\ell_q$ and he had (in case $\ell_q > 0$ and $\alpha = 0$) what we call the Krein extension (without its extremal property). For this reason, some people call this extension the Krein–von Neumann extension.

von Neumann conjectured that there were extensions with lower bound $\ell_q$. This was proven by Stone [670] and Friedrichs [208]. Friedrichs’ construction, especially, as explicated by Freudenthal [207], while not explained in form language, essentially closed the quadratic form and gave what we (and others) call the Friedrichs extension.

In understanding and elucidating this idea, the notion of quadratic form and the crucial representation theorem, Theorem 7.5.5, was developed in the ten years after 1954 by Kato [375], Lax–Milgram [433], Lions [452], and Nelson [499]. The KLMN theorem is named after these contributions.

The idea of factorizing operators $B = C^* D$, so to study $A + B$, one can look at $D(A - z)^{-1} C^*$, goes back to Schwartz [611]. In the context of the study of Schrödinger operators, while $(-\Delta - z)^{-1} V$ always blows up as an operator on $L^2$ as $z = x + i\varepsilon$ with $x > 0$ and $\varepsilon \downarrow 0$, if $V^{1/2} = V/|V|^{1/2}$, then $V^{1/2}(-\Delta - z)^{-1} |V|^{1/2}$ may be bounded and one-sided continuous in this limit. This becomes a powerful tool in scattering and spectral theory. Three high points in the development of this idea are Kato [378], Kato–Kuroda [383], and Agmon [6]. See Reed–Simon [551] for many examples of this notion.

In his book, Kato [380] noted that since uniformly bounded monotone sequences of operators have strong limits, monotone sequences of forms have strong resolvent limits. In the increasing case, he proved if the limit form is closable, it is already closed and is the form of the operator limit but, in his book, he missed that it was always closed. In the decreasing case, he noted if the limit form was closable, then $\ell_\infty$ is the form of the limiting...
operators. Because it was raised by Kato’s work, that \( t_\infty \) is closable in the increasing case was proven independently at about the same time by Davies \[147\], Kato (unpub), Robinson \[575\], and Simon \[639\].

Simon’s proof used the \( q_r + q_s \) decomposition (Theorem \[7.5.15\]) which was invented in his paper. This paper also had the full monotone decreasing theorem. Kato’s proof involved the discovery that a form is closed if and only if it is lsc. This theme was explored by Simon \[637\] who, in particular, proved if \( T_n, T_\infty \) are positive self-adjoint operators so that \( T_n \to T_\infty \) in the strong resolvent sense, then their forms are related by

\[
t_\infty(\varphi) = \liminf_{\psi_n \to \varphi} t_n(\psi_n) \tag{7.5.178}
\]

Shortly before Simon, Ando \[18\] had a decomposition of operators, not unrelated but different from that of Simon. See Hassi et al. \[298\] for a discussion and development of both decompositions.

The extension theory of forms is associated with work of Birman, Krein, and Vishik. Krein \[410\] found his extension and proved that the positive extensions are exactly all operators between the Krein and Friedrichs extensions. Vishik \[716\] found the formula \( (7.5.120) \), although in terms of operators rather than forms, and Birman \[58\] codified and extended the earlier work. Grubb \[270, 271, 272\] exploited and extended the work to sectorial forms. Alonso–Simon \[14\] rephrased everything in the language of forms (rather than positive operators) and reviewed and popularized the work. We follow their approach here. In particular, they present the finite rank results (mentioned in the text) which go back to Krein. They, in turn, have an approach with much in common with Faris \[194\].

Mark Grigorievich Krein (1907–1989) was a Jewish Ukranian mathematician who we’ve seen many times besides his work on extensions of quadratic forms discussed here: the Kakutani–Krein Theorem (Theorem 2.5.3 of Part 1), his condition for indeterminate moment problems (Theorem 5.6.8 of Part 1), the Krein–Milman Theorem (Theorem 5.11.1 of Part 1), his book with Goh’berg \[257\] on compact operators on a Hilbert space, the Aronszajn–Krein formula \( (5.8.14) \), the Krein spectral shift (Theorem 5.8.8 and the Krein factorization (Theorem 6.9.21). And if we went further into spectral theory, or orthogonal polynomials, his name would appear many more times.

Krein suffered from serious antisemitism throughout his career. At age seventeen, he left his hometown of Kiev to go to Odessa where he spent the rest of his life except for an interlude during the Second World War (see below). He was allowed to work for a doctor’s degree under Nikolai Chebotaryov (1894–1944), and he became a faculty member at Odessa State University. Working sometimes with his friend Naum Akhiezer (1901–1980), in
the 1930s, he made Odessa a center for research in functional analysis, especially the moment problem and associated theory of orthogonal polynomials (both OPRL and OPUC).

In 1941, he fled Odessa as part of an evacuation at the approach of the German army. Soon after his return to Odessa in 1944, he was accused of Jewish nationalism presumably because so many of his students in the 1930s were Jewish. He was dismissed from his university post and spent the remainder of his career at various institutes and ran a lively seminar in his home. With the help of other mathematicians, he managed to have students as far flung as Kiev, Karkov, and Leningrad.

He received the 1982 Wolf Prize. His students include V. Adamyan, Y. Berezansky, I. Glazman, I. Gohberg, D. Milman, M. Naimark, G. Popov, and L. Sakhnovich.

There is an enormous literature on Dirichlet and Neumann Laplacians. Three books that include discussion of those boundary values and often others (e.g., Robin boundary condition, i.e., $\frac{\partial u(x)}{\partial n} + h(x)u(x) = 0$ on $\partial \Omega$ where $h$ is a function on $\partial \Omega$, and also the Krein extension) are Edmunds–Evans [182], Grubb [273], and Schmüdgen [604]. Ashbaugh et al. [32] review and extend some of the literature on the Krein extension of $-\Delta|_{C^\infty_0(\Omega)}$.

When $\partial \Omega$ is regular enough (e.g., $C^2$), one can prove that $\{u \in L^2(\Omega) \mid u \text{ is } C^2 \text{ with } D^\alpha u, |\alpha| \leq 2 \text{ continuous up to } \partial \Omega \text{ and } u \mid \partial \Omega = 0\}$ is an operator core for $H^D_\Omega$ (with $H = -\Delta$, of course) and also that $\{u \in L^2(\Omega) \mid u \text{ is } C^2 \text{ with } D^\alpha u, |\alpha| \leq 2 \text{ continuous up to } \partial \Omega \text{ and } \frac{\partial u}{\partial n} \mid \partial \Omega = 0\}$ is an operator core for $H^N_\Omega$. These results are discussed, for example, in Schmüdgen [604]. (7.5.148) is fundamental to the probabilistic approach to $H^D_\Omega$; indeed, it is the definition used by probabilists. That it agrees with the form definition with no restriction on $\Omega$ is a result of Simon [638]; see Problem [12].

There is another equality that always holds: namely, in case $\Omega$ is bounded, we defined a Dirichlet Green’s function, $G_\Omega(x,y)$, in Theorem 3.6.17 of Part 3. It obeys $-\Delta_x G_\Omega = \delta(x-y)$ and $\lim_{x_n \to x_\infty} G_\Omega(x_n,y) = 0$ for each $y$ and quasi-every $x_\infty \in \partial \Omega$. The result is that for any bounded $\Omega$, $G_\Omega(x,y)$ is the integral kernel of the operator $(H^D_\Omega)^{-1}$ (since $\Omega$ is bounded, $H^D_\Omega \geq c > 0$ for some $c$ so $H^D_\Omega$ is invertible). One can prove this as follows:

1. Prove it for $\Omega$’s with smooth $\partial \Omega$ by classical methods;
2. Find open $\Omega_n \subset \Omega_{n+1} \subset \ldots$ with $\overline{\Omega}_n \subset \Omega_{n+1}$ and with smooth boundaries so $\Omega = \cup \Omega_n$;
3. Use the monotone convergence theorem for forms to prove that in the strong operator topology, $(H^D_\Omega)^{-1} \to (H^D_\Omega)^{-1} (\text{if we set } (H^D_\Omega)^{-1} \equiv 0 \text{ on } L^2(\Omega \setminus \Omega_n))$;
(4) Extend the ideas of Corollary 3.8.9 of Part 3 to $\mathbb{R}^\nu$ to show $G_\Omega(x, y) = \sup_n G_{\Omega_n}(x, y)$.

When $\partial \Omega$ is nice, there is a way to define reflecting Brownian motion and prove an analog of (7.5.137) where the left side has $H_\Omega^D$ in place of $H_\Omega^N$ and the right side has reflecting Brownian motion—see Williams [759] and papers that he refers to. In the next section we’ll discuss diamagnetic inequalities for $-\Delta + V$ on $\mathbb{R}^\nu$. For analogs on the difference of Neumann and Dirichlet semigroups, see Hundertmark–Simon [327].

From (7.5.148), one sees $|(e^{-\frac{1}{2}tH_\Omega^D}(x, y)| \leq (2\pi t)^{-\nu/2}$ so if $|\Omega| < \infty$, $e^{-\frac{1}{2}tH_\Omega^D}$ is Hilbert–Schmidt for all $t$ and so trace class for all $t$. In particular, $H_\Omega^D$ has discrete spectrum. There are some $\Omega$’s with $|\Omega| = \infty$ but still $H_\Omega^D$ has discrete spectrum because $\Omega$ is thin at infinity. The simplest example is $\{(x_1, x_2) \in \mathbb{R}^2 \mid |x_1x_2| \leq 1\}$. This phenomenon was discovered by Rellich [557] who had this example. It is further discussed in Maz’ya [471], Wang–Wu [732], and Simon [652].

Remarkably, there are bounded $\Omega$’s for which $H_\Omega^N$ does not have discrete spectrum. The phenomenon called “rooms and passages,” since it has larger sets connected by narrow passages (so there are infinitely many orthogonal) low-energy states living in not much more than a single room) is discussed in Courant–Hilbert [135] and further in Hempel et al. [313]. There is even a Neumann Laplacian with $\Omega$ bounded so that $H_\Omega^N$ has some absolutely continuous spectrum (!); see Simon [644].

The theory of Jordan content has been surplanted by the Lebesgue theory so it is primarily of historical interest. However, it turns out to be precisely what is needed for the bracketing approach to Weyl’s theorem.

Jordan content goes back to Peano [513] and Jordan [354] and is therefore sometimes called Peano–Jordan measure. It was known that in one dimension, a set, $S$, is Jordan contented if and only if its characteristic function is Riemann integrable. The theorem that the inner content is the Lebesgue measure of $S^{\text{int}}$ and the outer content is the Lebesgue measure of $\overline{S}$ is due to Frink [210]. Three books with more on Jordan content are [136, 400, 505]. For some discussion of the historical context of Jordan content, see Shenitzer–Steprans [622].

Lord Rayleigh, already in his 1877 book [547], noted that one could compute the asymptotics of the number of Dirichlet or Neumann Laplacians in parallelepipeds and that the leading term only depended on the volume. In 1910, Lorentz [459] and Sommerfeld [661] independently conjectured that the asymptotic number of eigenvalues of $-\Delta$ should, to leading order, only depend on the volume of $\Omega$. They were interested in this question because of the physics of black-body radiation. Lorentz’ paper was notes (taken
by Max Born) of a lecture series given in the Göttingen Math Institute by Lorentz under the title *Old and New Problems of Physics*.

Interestingly enough, the lectures were funded by the Göttingen academy. They administered money set aside to fund a prize for the proof of Fermat’s Last Theorem (eventually awarded to Andrew Wiles). The income from the prize fund was used for lecture series given over the years by Poincaré, Einstein, Planck, and Bohr. There is a story that Hilbert remarked that this conjecture would not be proven in his lifetime. Ironically, it was proven a year later by his student, using in part, the method of integral equations that he had pioneered.

Weyl’s results were announced by Hilbert to the Göttingen academy [744] with several fuller papers [745, 746, 747]. He basically used Dirichlet decoupling (and a form of bracketing). Of course, he didn’t use quadratic forms on Hilbert space but rather looked at a Dirichlet Green’s function, noting the imposing of an extra Dirichlet boundary decoupled and resulted in a smaller operator (i.e., instead of $H_D^\Omega_1 \oplus H_D^\Omega_2 \geq H_D^{\Omega_1 \cup \Omega_2}$, he proved and used $(H_D^{\Omega_1 \cup \Omega_2})^{-1} \leq (H_D^{\Omega_1})^{-1} \oplus (H_D^{\Omega_2})^{-1}$). Interestingly enough, in reminiscences on this written forty years later, Weyl [752] said that the hard step was to realize and then prove that all the eigenvalues increased if one computed $A \leq B$. To do this, he discovered a min–max principle of the form that Fischer [202] had found in 1905.

In 1913, Weyl [747] conjectured for regular boundaries, one has that (for $D_N$ boundary conditions)

$$N(\lambda) = (2\pi)^{-\nu} \lambda^{\nu/2} |\Omega| + \frac{1}{\nu} (2\pi)^{-\nu+1} \lambda^{(\nu-1)/2} \text{area } (\partial \Omega) + o(\lambda^{(\nu-1)}) \quad (7.5.179)$$

Modulo a technical condition, this was proven by Ivriĭ [336, 337] in 1984.

Other methods used to prove Weyl’s leading asymptotics include heat kernel ideas. By using (7.5.148), it is easy to prove that

$$\text{Tr}(e^{-\frac{1}{2}H_D^\Omega}) = (2\pi t)^{-\nu/2} |\Omega|(1 + o(1)) \quad (7.5.180)$$

Tauberian theorems of the type discussed in Section 6.9 of Part 3 (see Theorem 6.9.4 of that part) then lead to a Weyl law. This is discussed in many places, for example, Simon [647] and Problem 18.

For the example of the Dirichlet Laplacian on $\{ (x_1, x_2) \in \mathbb{R} | |x_1x_2| \leq 1 \}$ where $|\Omega|$ is infinite, Simon [642] proved that

$$N(\lambda) = \pi^{-1} \lambda^{-1} \log(\lambda)(1 + o(1)) \quad (7.5.181)$$

see also Robert [574] and Tamura [695]. For a readable account of the ideas and history of Weyl’s theorem and some of its extensions, see Arendt et al. [20].
Weyl’s law raises the general issue of what the eigenvalue spectrum of $H^\Omega_D$ says about $D$. Weyl’s law implies that this spectrum determines $|\Omega|$. The general question was emphasized most cogently in a 1966 semi-popular article of Mark Kac \[359\] entitled Can you hear the shape of a drum which asked if two regions of the plane have the same spectrum, are the two regions isometric. Already before Kac, Milnor \[479\] had proven there were two sixteen-dimension non-isometric tori with the same spectrum (so you can’t hear the shape of an arbitrary dimension compact manifold, possibly with boundary). Eventually, Gordon et al. \[265\], using in part ideas of Sunada \[676\], found non-isometric regions in $\mathbb{R}^2$ whose eigenvalue spectra are the same. But the question of what geometric information is encoded in this spectrum has been an enduring theme. See Benguria \[51\] for a review of the idea that if $H^\Omega_D$ has the spectrum of a ball in $\mathbb{R}^\nu$, it is a ball and Chavel \[115\] for a book on the subject.

Zworski \[776\] and Nonnenmacher et al. \[507\] have Weyl-type asymptotic results in other situations.

Weyl’s result is connected to

$$N_\nu(\lambda) = \#\{(j_1, \ldots, j_\nu) \in \mathbb{Z}^\nu \mid |j| \leq \lambda\}$$  \hspace{1cm} (7.5.182)

As an object of obvious number-theoretic interest (recall Section 13.1 of Part 2B discussed $r_2(n) = \#\{(j_1, j_2) \in \mathbb{Z}^2 \mid |j|^2 = n\}$ so $N_2(n^2) = \sum_{j=0}^n r_2(j)$), there has been a lot of interest in asymptotics of $N_\nu(\lambda)$, particularly $N_2(\lambda)$, beyond the leading $\tau_\nu \lambda^\nu$. This is true especially since, as originally proven by Sierpinski \[626\] in 1906, the error is less than the naive expectation of $\sigma_\nu \lambda^{\nu-1}$ (i.e., surface area); in $\nu = 2$, Sierpinski showed that the error is bounded by $\lambda^{2/3}$ (Note that much of the literature looks at $t = \lambda^2$ so the naive error is $t^{1/2}$ and Sierpinski is $t^{1/3}$).

Hardy \[289\] and Landau \[424\] showed that an $O(\lambda^{1/2})$ (aka $O(t^{1/4})$) upper bound does not hold and the belief is that the optimal upper bound is $O(t^{1/4+\varepsilon})$ for all $\varepsilon > 0$. Despite many improvements, the best current value (see Huxley \[329\]) is still over 0.3. Landau \[425\] has bounds better than $O(\lambda^{\nu-1})$ for general $\nu$.

This refined error is not relevant for counting Dirichlet or Neumann boundary values since these have $j_k \geq 0$ or $j_k > 0$ restrictions and given that the error for $N_\nu(\lambda)$ is $O(\lambda^{\nu-1})$, it is easy to see that the errors with the $j_k \geq 0$ or $j_k > 0$ conditions are $O(\lambda^{\nu-1})$. However, if one looks at a torus, one is looking exactly at $N_\nu(\lambda)$.

The idea of using Weyl’s ideas to study the classical limit of the number of eigenvalues of $-\Delta + V$ is due to Birman–Borzov \[63\], Martin \[468\], Robinson \[575\], and Tamura \[694\].
The extension of the polar decomposition to arbitrary closed operators, including that a closed implies $A^*A$ is self-adjoint (as discussed in Problems 19 and 20) was in von Neumann’s initial paper [724] on the polar decomposition.

Problems

1. (a) Let $A$ be a positive self-adjoint operator and $\mathcal{H}_{+1}$ its form domain with the norm $\|\cdot\|_{+1}$. Let $\sqrt{A}$ be given by the functional calculus. Prove that $\mathcal{H}_{+1} = D(\sqrt{A})$ and that $\|\cdot\|_{+1}$ is equivalent to the graph norm on the graph of $\sqrt{A}$.

(b) Prove that $\mathcal{D} \subset Q(A)$ is a form core for $A$ if and only if it is an operator core for $\sqrt{A}$.

2. (a) Let $A$ be a positive self-adjoint operator and $B$ an $A$-bounded symmetric operator. Let $\epsilon > 0$. Prove that $B(A+\epsilon)^{-1}$ is a bounded operator and that $(A + \epsilon)^{-1}B$ can be viewed as its adjoint.

(b) By consideration of the function $z \mapsto (A + e)^{-z} B(A + e)^{-(1-z)}$ on $\{z \mid 0 \leq \Re z \leq 1\}$ and the maximum principle for analytic functions (see Theorem 5.2.1 of Part 2A), prove that

$$\|(A + \epsilon)^{-1/2} B(A + \epsilon)^{-1/2}\| \leq \|B(A + \epsilon)^{-1}\|$$

(7.5.183)

(c) Prove that $B$ is $A$-form bounded with relative form bound no larger than the relative operator bound.

Remark. The same proof shows that if $A$ and $B$ are positive self-adjoint operators

$$0 \leq B \leq A, \quad 0 \leq \alpha \leq 1 \Rightarrow B^\alpha \leq A^\alpha$$

(7.5.184)

This is a special case of a result of Loewner [454] in 1934 who determined all $f$’s with $0 \leq B \leq A \Rightarrow f(B) \leq f(A)$ and showed $f(x) = \lambda^\alpha$ has this property if and only if $0 \leq \alpha \leq 1$. The special case (7.5.184) was rediscovered by Heinz 15 years later [307] so this result is sometimes called the Heinz–Loewner theorem. For more on Loewner’s result and its proof, see Donoghue [167] or Simon [654].

3. (a) Write the analog of (7.5.41) for $\varphi(x)$.

(b) Prove that, if $\varphi \in Q(-d^2/dx^2)$, then for $|x - y| \leq 1$

$$|\varphi(x) - \varphi(y)| \leq C \|\varphi\|_{+1} |x - y|^{1/2}$$

(7.5.185)

and, in particular, that $\varphi$ is continuous.

Remark. This is of course a Sobolev estimate.
4. By applying (7.5.43) to \( \varphi(\lambda x) \) for \( \lambda > 0 \), prove that \( \delta(x) \) has relative bound zero.

5. Verify that the set described after (7.5.45) is the domain of the operator of (7.5.45).

6. By integration by parts, verify the form domains and formula for the forms in (7.5.62) and (7.5.63).

7. Let \( X \) be a compact Hausdorff space with probability measure \( \mu \) and \( d\nu = f d\mu + d\nu_s \) a second positive measure with indicated Lebesgue decomposition. Let \( q \) be the quadratic form with \( D(q) = C(X) \) and \( q(f) = \int |\varphi(x)|^2 d\nu \) on \( H = L^2(X, d\mu) \).

   (a) Prove that \( \nu \) is closable if and only if \( \nu_s = 0 \). (Hint: If \( K \) is compact with \( \mu(K) = 0 \) and \( \nu_s(K) > 0 \), let \( 0 \leq \varphi_n \leq 1 \) with \( \varphi_n \in C(X) \) and \( \varphi_n \downarrow \chi_K \).)

   (b) Prove \( q_r(\varphi) = \int f(x) |\varphi(x)|^2 d\mu(x) \).

   The next three problems deal with Example 7.5.25

8. Prove that the operator \( A \) of (7.5.145) with domain (7.5.144) is Hermitian with deficiency indices \((1, 1)\).

9. Show that the self-adjoint extensions of the operator, \( A \), of Problem 8 are given by (7.5.146).

10. Prove that for \( \theta \neq \infty \), \( A_\theta \) has a negative eigenvalue and conclude that \( A_\infty \) is the unique nonnegative self-adjoint extension.

11. Let \( \Omega \subset \mathbb{R}^\nu \) be any open set. Define

\[
D(q) = \{ \varphi \in L^2(\Omega, d\nu^* x) \mid \vec{\nabla} \varphi \in L^2(\Omega, d\nu^* x) \} \tag{7.5.186}
\]

and

\[
q (\varphi) = \int |\vec{\nabla} \varphi (x)|^2 d\nu^* x \tag{7.5.187}
\]

Prove that \( q \) is a closed form (here \( \vec{\nabla} \) is a distributional derivative).

12. This problem which will prove (7.5.148) assumes familiarity with Brownian motion as discussed in Section 4.16 of Part 1. Let \( \Omega \subset \mathbb{R}^\nu \) be open. Pick bounded open sets \( \Omega_j \) with \( \overline{\Omega}_j \subset \Omega_{j+1} \) and \( \bigcup_{j=1}^\infty \Omega_j = \Omega \) and function \( f_j \in C_0^\infty(\mathbb{R}^\nu) \) so \( 0 \leq f_j \leq 1 \), \( f_j \equiv 1 \) on \( \Omega_j \) and \( \text{supp } f_j \subset \Omega_{j+1} \). Define for \( x \in \Omega \)

\[
V(x) = \sum_{j=1}^\infty (\nabla f_j)^2 + \left[ \text{dist}(x, \mathbb{R}^\nu \setminus \Omega) \right]^{-3} \tag{7.5.188}
\]
(a) Let $\varphi \in L^2(\Omega, d^\nu x)$, $\vec{\nabla} \varphi \in L^2(\Omega, d^\nu x)$ and $\varphi \in Q(V)$. Prove that $\varphi \in Q(H^0_N)$. (Hint: Prove that $\nabla(f_j \varphi) \to \nabla \varphi$ in $L^2$.)

(b) For each $\lambda > 0$, prove that

$$q_\lambda(\varphi) = \|\vec{\nabla} \varphi\|_{L^2}^2 + \lambda \int V(x) \varphi(x) d^\nu x$$

(7.5.189)

on $Q(V) \cap Q(H^0_N)$ is a closed quadratic form on $L^2(\Omega, d^\nu x)$. Let $H(\lambda)$ be the operator it defines.

(c) Prove that $C_0^\infty(\Omega) \subset Q(V) \cap Q(H^0_N)$ and that $\lim_{\lambda \downarrow 0} q_{H(\lambda)}(\varphi) = q_{H^0_N}(\varphi)$ for $\varphi \in C_0^\infty(\Omega)$.

(d) Prove that as $\lambda \downarrow 0$, $e^{-tH(\lambda)} \to e^{-tH^0_N}$ strongly on $L^2(\Omega, d^\nu x)$. (Hint: Monotone convergence and (a).)

(e) Define $V_N$ on $\mathbb{R}^\nu$ by

$$V_N(x) = \begin{cases} V(x) & \text{if } x \in \Omega \text{ and } V(x) \leq N \\ N & \text{if } x \not\in \Omega \text{ or } V(x) > N \end{cases}$$

Prove that for $\varphi \in L^2(\Omega, d^\nu x)$, $\exp(-t(-\Delta + \lambda V_N))\varphi \to \exp(-tH(\lambda))\varphi$ in $L^2$ as $N \to \infty$. (Hint: Monotone convergence for forms.)

(f) For each $x \in \Omega$ and a.e. Brownian path, $b(s)$, prove that $\int_0^t V(b(s)) ds < \infty \Rightarrow b(s) \in \Omega$ for all $s \in [0, t]$. (Hint: $b$ is Hölder continuous of order $1/3$ and $V$ has the $\text{dist}(\ldots)^{-3}$ term.)

(g) Prove (7.5.148).

**Remark.** The above proof is from Simon [638] (see also Simon [647]).

13. (a) Let $C$ be a nowhere dense set in $[0, 1]$. Prove that its inner content is 0.

(b) If $C$ is a closed subset of $[0, 1]$, prove that its outer content is $1 - \sum_{j=1}^J (b_j - a_j)$ where $[0, 1] \setminus C = \bigcup_{j=1}^J (a_j, b_j)$ is the decomposition to connected components.

(c) If $C$ is a positive measure Cantor set (see Problem 4 in Section 4.2 of Part 1) show that $C$ is not contented.

14. If $\Omega$ is any bounded set in $\mathbb{R}^\nu$ and

$$\Omega^-_\varepsilon = \{x \in \Omega \mid \text{dist}(x, \mathbb{R}^\nu \setminus \Omega) > \varepsilon\}$$

$$\Omega^+_\varepsilon = \{x \in \mathbb{R}^\nu \mid \text{dist}(x, \Omega) < \varepsilon\}$$

prove that $\tau_{\text{inn}}(\Omega) \geq |\Omega^-_\varepsilon|$ and $\tau_{\text{out}}(\Omega) \leq |\Omega^+_\varepsilon|$ (where $|\cdot|$ is Lebesgue measure). Conclude if $\lim_{\varepsilon \downarrow 0} |\Omega^+_\varepsilon \setminus \Omega^-_\varepsilon| = 0$, then $\Omega$ is contented.
15. (a) $N(A) = \dim P_{(-\infty,0)}(A)$ for a self-adjoint operator, $A$, and $C \geq A+B$, prove that $n(C) \leq n(A) + n(B)$.

(b) Knowing (7.5.160) for $V \in C^0_\infty$ and a CLR bound, prove (7.5.160) for all $V \in L^{\nu/2}$. (Hint: Write $-\Delta - V \geq (-\varepsilon\Delta - |V-W|) + ((1-\varepsilon)\Delta + W)$ and reverse the role of $V$ and $W$.)

Remark. This argument is from Simon [634].

16. By mimicking the proof of (7.5.160), prove a quasiclassical limit result for $\lim_{\lambda \to \infty} \frac{\sum_{j=1}^J |e_j(-\Delta + \lambda V)|^p}{\lambda^{p+\nu/2}}$ where $e_j(\lambda)$ are the negative eigenvalues of $-\Delta + \lambda V$ and $V$ is a continuous function of compact support.

17. Prove completeness of $\{\cos(\pi nx)\}_{n=0}^{\infty}$ and of $\{\sin(\pi nx)\}_{n=1}^{\infty}$ on $L^2([0,1], dx)$. (Hint: Use the fact that $\{e^{in\pi x}\}_{n=-\infty}^{\infty}$ is complete for $L^2([-1,1], dx)$ and consider even and odd functions.)

18. Let $\Omega$ be an arbitrary bounded open region in $\mathbb{R}^\nu$. Let $P_\Omega^t(x,y)$ be the integral kernel of $e^{-\frac{1}{2}tH_\Omega^t}$.

(a) Prove that for all $x, t$

$$P_\Omega^t(x,x) \leq (2\pi t)^{-\nu/2} \quad (7.5.190)$$

(b) For each $x$, let $\Delta_x$ be a cube with $x$ at its center and $\Delta_x \subset \Omega$. Prove that as $t \downarrow 0$,

$$\lim_{t \downarrow 0} (2\pi t)^{\nu/2} P_\Delta^t(x,x) \to 1 \quad (7.5.191)$$

(Hint: Method of images.)

(c) Prove that

$$P_\Delta^t(x,x) \leq P_\Omega^t(x,x) \quad (7.5.192)$$

(d) Conclude that $(2\pi t)^{\nu/2} P_\Omega^t(x,x) \to 1$ for each $x$ and deduce that

$$\lim_{t \downarrow 0} (2\pi t)^{\nu/2} \text{Tr} \left( e^{-\frac{1}{2}tH_\Omega^t} \right) = 1 \quad (7.5.193)$$

(e) Deduce Weyl’s law, (7.5.158). (Hint: Theorem 6.9.4 of Part 3.)

Remark. This proof doesn’t require that $\Omega$ is contented and it works for unbounded $\Omega$ so long as $|\Omega| < \infty$.

19. (a) Let $A$ be a closed densely defined operator on a Hilbert space, $\mathcal{H}$. Let $q$ be given by

$$q(\varphi) = \begin{cases} \|A\varphi\|^2 & \text{if } \varphi \in D(A) \\ \infty & \text{if } \varphi \notin D(A) \end{cases}$$
Prove that $q$ is a closed quadratic form and let $B$ be the associated positive, self-adjoint operator.

(b) By looking at the construction of $B$, show that

$$D(B) = \{ \varphi \in D(A) \mid A\varphi \in D(A^*) \} \quad (7.5.194)$$

$$B\varphi = A^*(A\varphi) \quad (7.5.195)$$

so that $A^*A$ can be viewed as a positive self-adjoint operator.

20. This problem provides a slick proof of the results of the last problem without using forms. $A$ is a closed, densely defined, operator on a Hilbert space, $\mathcal{H}$.

(a) On $\mathcal{H} \oplus \mathcal{H}$, let $C$ be the operator with $D(C) = \{ (\varphi, \eta) \mid \varphi \in D(A), \eta \in D(A^*) \}$ and $C(\varphi, \eta) = (A^*\eta, A\varphi)$. In matrix language,

$$C = \begin{pmatrix} 0 & A^* \\ A & 0 \end{pmatrix} \quad (7.5.196)$$

Prove that $C$ is self-adjoint.

(b) For any self-adjoint operator, $X$, prove that $X^2$ defined by the spectral theorem has $D(X^2) = \{ \varphi \in D(X) \mid X\varphi \in D(X) \}$ and $X^2\varphi = X(X\varphi)$.

(c) Apply (b) to $X = C$ to conclude that the operator given by (7.5.194)/(7.5.195) is self-adjoint, so $A^*A$ can be viewed as a positive self-adjoint operator.

21. (a) Let $A$ be a closed, densely defined, operator on a Hilbert space, $\mathcal{H}$. Define $|A| = \sqrt{A^*A}$ where $A^*A$ is defined as a positive self-adjoint operator by either of the last two problems. Prove that there is a partial isometry, $U$, so that

$$U |A| = A \quad (7.5.197)$$

(b) Prove that if we also require

$$\text{Ker}(U)^\perp = \text{Ker}(A)^\perp \quad (7.5.198)$$

then $U$ and $|A|$ are uniquely determined by (7.5.197), (7.5.198) and $|A|$ is a positive self-adjoint operator. Thus, we have extended the polar decomposition of Theorem 2.4.8 to unbounded operators.

7.6. Pointwise Positivity and Semigroup Methods

While the analysis of some examples has relied on specifics of the underlying space, the general methods so far have involved arbitrary Hilbert spaces without structure beyond inner products. In this section, we’ll discuss spaces of the form $L^2(M, d\mu)$, where $(M, \Sigma, \mu)$ is a $\sigma$-finite measure space. We will...
thus have the notion of pointwise positivity, that is, $f$'s with $f(x) \geq 0$ for a.e. $x$. One of our main goals will be to prove:

**Theorem 7.6.1** (Kato’s $L^2_{\text{loc}}$ Theorem). Let $\mathcal{H} = L^2(\mathbb{R}^\nu, d^\nu x)$ and $V \in L^2_{\text{loc}}(\mathbb{R}^\nu)$ with

$$V(x) \geq 0$$ (7.6.1)

for a.e. $x$. Then $-\Delta + V$ is essentially self-adjoint on $C^\infty_0(\mathbb{R}^\nu)$ and the domain of the closure is

$$\{ \varphi \in L^2(\mathbb{R}^\nu, d^\nu x) \mid \nabla \varphi \in L^2(\mathbb{R}^\nu, d^\nu x), -\Delta \varphi + V \varphi \in L^2(\mathbb{R}^\nu, d^\nu x) \}$$ (7.6.2)

**Remarks.**

1. In (7.6.2), $\nabla \varphi$ and $-\Delta \varphi + V \varphi$ are intended in distributional sense, since $V \in L^2_{\text{loc}}$, $\varphi \in L^2$, we have $V \varphi \in L^1_{\text{loc}}$, and so it defines an ordinary distribution.

2. Positivity (or some lower bound on $V$) is critical. If $\nu \geq 5$, we've seen (see Example 7.4.26) that if $\beta$ is large enough, $-\Delta - \beta |x|^{-2}$ is not essentially self-adjoint on $C^\infty_0(\mathbb{R}^\nu)$ but $|x|^{-2} \in L^2_{\text{loc}}(\mathbb{R}^\nu)$. There are extensions that allow $V(x) \geq 0$ to be replaced, for example, by $V(x) \geq -d|x|^2$ for some $d$; see the Notes.

There is a form analog of Theorem 7.6.1

**Theorem 7.6.2** (Simon’s $L^1_{\text{loc}}$ Theorem). Let $\mathcal{H} = L^2(\mathbb{R}^\nu, d^\nu x)$ and $V \in L^1_{\text{loc}}(\mathbb{R}^\nu)$ with (7.6.1) for a.e. $x$. Let

$$H = -\Delta + V$$ (7.6.3)

be the form sum, that is, the self-adjoint operator with form

$$q_H(\varphi) = \|\nabla \varphi\|^2 + \|V^{1/2} \varphi\|^2$$ (7.6.4)

defined on the set of $\varphi$ with $\nabla \varphi \in L^2$ and $V^{1/2} \varphi \in L^2$. Then $C^\infty_0(\mathbb{R}^\nu)$ is a form core for $H$.

**Remarks.**

1. It follows from Theorem 7.5.11 that (7.6.4) defines a closed quadratic form.

2. These theorems are analogs; the $L^p_{\text{loc}}$ conditions are optimal if we want $-\Delta + V$ to be defined as operators (respectively, forms) on $C^\infty_0(\mathbb{R}^\nu)$.

The key to our proofs is the notion of positivity-preserving operators defined by the following:

**Definition.** A bounded operator, $C$, on an $L^2(M, d\mu)$ is called positivity-preserving if and only if

$$\varphi \geq 0 \Rightarrow C\varphi \geq 0$$ (7.6.5)

(where $\geq 0$ means pointwise a.e.).
If \( \varphi \geq 0, \varphi \not\equiv 0 \Rightarrow C \varphi > 0 \), we say \( C \) is positivity improving. If \( C \) has an integral kernel \( c(x, y) \), \( c(x, y) \geq 0 \) for a.e. \( x, y \Leftrightarrow C \) is positivity preserving while \( c(x, y) > 0 \) for a.e. \( x, y \Leftrightarrow c \) is positivity improving. Below we’ll focus on the positivity-preserving case although it is often useful to consider the stronger condition.

We’ll first find conditions in terms of a positive self-adjoint operator, \( A \), so that \( e^{-tA} \) is positivity-preserving for all \( t > 0 \) and then for two positive self-adjoint operators to obey

\[
|e^{-tB} \varphi| \leq e^{-tA} |\varphi| \tag{7.6.6}
\]

We’ll use this to prove for \( V \geq 0 \) the form sum \(-\Delta + V = H\) obeys (7.6.6) pointwise with \( B = H \) and \( A = -\Delta \). Since \( e^{-tA} \) has a bounded integral kernel, this will imply \( L^\infty \cap Q(H) \) (respectively, \( L^\infty \cap D(H) \)) is a form (respectively, operator) core for \( H \).

Throughout, we’ll restrict to positive operators, but note that with minor changes, \( A \geq 0 \) can be replaced by \( A + c \geq 0 \) for some \( c > 0 \).

We’ll illustrate (7.6.6) by also proving diamagnetic inequalities, that (7.6.6) holds (with \( V, \vec{a} \) suitable) for \( A = -\Delta + V, B = (i\vec{\nabla} - \vec{a})^2 + V \). This inequality can also be used to extend Theorems 7.6.1 and 7.6.2 to allow magnetic fields (i.e., \( \vec{a} \neq 0 \)); we’ll discuss this in the Notes and Problems.

Because \( e^{-tA} \) plays a major role, these are sometimes called “semigroup methods.” Historically, these results and the realization of the importance of pointwise positivity was different from the path we take here. First, pointwise positivity was originally developed in probability theory and in proving that certain eigenvalues of certain operators are simple (“nondegenerate ground states”)—a subject we limit to the Notes.

Second, the first proof of Theorem 7.4.1 used Kato’s inequality but not via its connection to pointwise inequality and semigroups, but directly using a calculation and direct proof that \((H + 1)[C^\infty_0]\) is dense in \( L^2(\mathbb{R}^n, d^nx) \). We discuss this in Problems 1 and 2.

Third, the first proofs of positivity-preserving of \( e^{+tA} \) and (7.6.6) for \( A = -\Delta, B = -\Delta + V \) rely on the Trotter product formula that for \( X, Y \) positive self-adjoint with suitable assumptions on \( X \) and \( Y \), one has

\[
\lim_{n \to \infty} (e^{-tX/n} e^{-tY/n})^n = e^{-t(X+Y)}
\tag{7.6.7}
\]

We end this section with a proof of this fact (not the optimal result, which we discuss in the Notes) and use it to prove the Feynman–Kac formula.
We begin with a preliminary on positivity-preserving operators:

**Proposition 7.6.3.** Let $C$ be a bounded operator on $L^2(M,d\mu)$. Then $C$ is positivity-preserving if and only if for all $\varphi \in L^2$,

$$|C\varphi(x)| \leq (C|\varphi|)(x) \quad (7.6.8)$$

**Proof.** If (7.6.8) holds, if $\varphi \geq 0$, then $C\varphi = C|\varphi|$ is nonnegative.

Conversely, if $C$ is positivity-preserving, it takes real-valued functions into real-valued functions, since any real-valued function is a difference of two positive functions. Moreover, if $\varphi$ is real-valued, $|\varphi| \pm \varphi \geq 0 \Rightarrow C|\varphi| \pm C\varphi \geq 0 \Rightarrow (7.6.8)$.

For general complex-valued $\varphi$ and each $\omega \in \partial \mathbb{D}$,

$$|\text{Re}(\omega(C\varphi))| = |C(\text{Re}(\omega \varphi))| \leq C|\varphi| \quad (7.6.9)$$

since $|\varphi| \pm \text{Re}(\omega \varphi) \geq 0$. If $\{\omega_n\}_{n=1}^\infty$ is a countable dense set in $\partial \mathbb{D}$,

$$\sup_n |\text{Re}(\omega_n \eta)| = |\eta| \quad (7.6.10)$$

so (7.6.9) for a.e. $x$ implies (7.6.8). \qed

One of the two main technical results of this section is:

**Theorem 7.6.4.** Let $A \geq 0$ be a positive operator on $L^2(M,d\mu)$. Then the following are equivalent:

1. $e^{-tA}$ is positivity-preserving for all $t > 0$.
2. $(A + \gamma)^{-1}$ is positivity-preserving for all $\gamma > 0$.
3. (Beurling–Deny criterion) For all $\varphi \in L^2$,

$$q_A(|\varphi|) \leq q_A(\varphi) \quad (7.6.11)$$

4. (Kato’s inequality) For all $\varphi \in D(A)$ and $\psi \geq 0$ in $Q(A)$, we have that $|\varphi| \in Q(A)$, and

$$\text{Re}\langle A^{1/2}\psi, A^{1/2}|\varphi| \rangle \leq \text{Re}\langle \text{sgn}(\varphi) \psi, A\varphi \rangle \quad (7.6.12)$$

where

$$\text{sgn}(\varphi)(x) = \begin{cases} \varphi(x)/|\varphi(x)| & \text{if } \varphi(x) \neq 0 \\
0 & \text{if } \varphi(x) = 0 \end{cases} \quad (7.6.13)$$

**Remarks.**

1. In (7.6.12), the right side has $A\varphi$ in operator sense. The left is “$\langle \psi, A|\varphi| \rangle$” in quadratic-form sense.

2. Kato only had a special case of (7.6.12), which is often called “Kato’s inequality,” namely,

$$\Delta |\varphi| \geq \text{Re}[\text{sgn}(\varphi)\Delta \varphi] \quad (7.6.14)$$

as a distributional inequality. The reader will give a “direct” proof of (7.6.14) in Problem 1 and, in Problem 2 prove Theorem 7.6.1 in a few lines from (7.6.14).
Proof. We'll show (1) $\iff$ (2), (1) $\implies$ (4) $\implies$ (3) $\implies$ (2).

(1) $\iff$ (2). This is immediate from the pair of formulae (Problem 5)

\[(A + \gamma)^{-1} = \int_{0}^{\infty} e^{-\gamma t} e^{-tA} \, dt \quad (7.6.15)\]

\[e^{-tA} = s-lim_{n \to \infty} \left(1 + \frac{t}{n} A\right)^{-n} \quad (7.6.16)\]

(1) $\implies$ (4). By the monotone convergence theorem in a spectral representation, for any $\varphi$ and $A \geq 0$,

\[q_A(\varphi) = \lim_{t \downarrow 0} \langle \varphi, t^{-1}(1 - e^{-tA}) \varphi \rangle \quad (7.6.17)\]

even if one side is $\infty$ (for $t^{-1}(1 - e^{-tx}) = \int_{0}^{x} e^{-ty} \, dy$ is monotone increasing to $x$ as $t \downarrow 0$).

By Proposition 7.6.3, (1) implies $|e^{-tA} \varphi| \leq |\varphi|$, so

\[\langle \varphi, e^{-tA} \varphi \rangle = \langle |\varphi|, e^{-tA} |\varphi| \rangle \leq \langle |\varphi|, e^{-tA} |\varphi| \rangle \quad (7.6.18)\]

This plus $\langle \varphi, \varphi \rangle = \langle |\varphi|, |\varphi| \rangle$ and (7.6.17) shows (proving (1) $\implies$ (3)!)\n
\[q_A(|\varphi|) \leq q_A(\varphi) \quad (7.6.19)\]

for all $\varphi$, and thus, $\varphi \in Q(A) \implies |\varphi| \in Q(A)$.

As in the proof of (7.6.18), if $\psi \geq 0$,

\[\langle \text{sgn}(\varphi) \psi, e^{-tA} \varphi \rangle \leq \langle \psi, e^{-tA} |\varphi| \rangle \quad (7.6.20)\]

We have equality at $t = 0$, so we get $\geq$ if both $e^{-tA}$ are replaced by $(1 - e^{-tA})$.

If $\varphi \in D(A)$,

\[t^{-1}(1 - e^{-tA}) \varphi \to A \varphi \quad (7.6.21)\]

by dominated convergence in a spectral representation. Since $\psi, |\varphi| \in Q(A)$, polarization, and (7.6.17) imply that

\[t^{-1} \langle \psi, (1 - e^{-tA}) |\varphi| \rangle \to q_A(\psi, |\varphi|) \quad (7.6.22)\]

by taking limits.

(4) $\implies$ (3). Suppose first $\varphi \in D(A)$. Then taking $\psi = |\varphi|$, (7.6.12) becomes (7.6.11) for $\varphi \in D(A)$. (7.6.11) for $\varphi \notin Q(A)$ is trivial since $q_A(\varphi) = \infty$. If $\varphi \in Q(A)$, find $\varphi_n \in D(A)$ converging to $\varphi$ in $\| \cdot \|_{1,A}$. Then $q_A(\varphi_n) \to q(\varphi)$, while $q_A(|\varphi|) \leq \liminf q_A(|\varphi_n|)$ by lower semicontinuity and $|\varphi_n| \to |\varphi|$ in $L^2$. Thus, (7.6.11) for $\varphi_n$ implies it for $\varphi$.

(3) $\implies$ (2). We begin by noting that if $\varphi, \psi \in D(A)$, we have

\[q_A(\varphi + \psi) = q_A(\varphi) + q_A(\psi) + 2 \text{Re} \langle \psi, A \varphi \rangle \quad (7.6.23)\]

By taking limits using the density of $D(A)$ in $H_{1,A}$, we see this holds for all $\varphi \in D(A)$ and $\psi \in Q(A)$. 


Suppose \( \ell_A \equiv \inf \sigma(A) > 0 \) so \( A \) is invertible. Let \( \varphi = A^{-1} \eta \) with \( \eta \geq 0 \) and pick
\[
\psi = |\varphi| - \varphi
\]
which lies in \( q(A) \), since (3) implies that \( \varphi \in Q(A) \Rightarrow |\varphi| \in Q(A) \). Then
\[
\Re \langle \psi, A \varphi \rangle = \Re \langle \psi, \eta \rangle = \langle \Re \psi, \eta \rangle \geq 0
\]
since \( \Re \psi = |\varphi| - \Re \varphi \geq 0 \). Thus, by (7.6.23),
\[
q_A(|\varphi|) \geq q_A(\varphi) + q_A(|\varphi| - \varphi)
\]
But then, by (7.6.11), we have
\[
q_A(|\varphi| - \varphi) = 0
\]
which implies that \( \varphi = |\varphi| \geq 0 \) (since \( A \geq \ell_A > 0 \) means \( q_A(\zeta) \geq \ell_A \| \zeta \|^2 \)), that is, \( A^{-1} \) is positivity-preserving.

Beurling–Deny also have a criteria for \( e^{-tA} \) to be a contraction on \( L^\infty \). Let \( f \geq 0 \). Define
\[
(f \land 1)(x) = \min(f(x), 1)
\]
**Theorem 7.6.5** (Second Beurling–Deny criterion). Let \( A \geq 0 \) be a positive self-adjoint operator on \( L^2(M, d\mu) \) Then the following are equivalent:

1. \( e^{-tA} \) is a contraction on \( L^\infty(M, d\mu) \), i.e., for all \( f \in L^\infty \cap L^2 \) and all \( t > 0 \)
\[
\|e^{-tA}f\|_\infty \leq \|f\|_\infty
\]
2. For all \( f \geq 0 \) in \( L^2(M, d\mu) \)
\[
q_A(f \land 1) \leq q_A(f)
\]
**Remarks.** 1. By duality and \( e^{-tA} \) self-adjoint, (7.6.29) implies
\[
\|e^{-tA}f\|_1 \leq \|f\|_1
\]
which then (using Riesz–Thorin) implies \( \|e^{-tA}f\|_p \leq \|f\|_p \). We said a lot about such semigroups in Section 6.6 of Part 3.
2. (7.6.30) is shorthand for \( f \in Q(A) \Rightarrow f \land 1 \in Q(A) \) and \( \langle (f \land 1), A(f \land 1) \rangle \leq \langle f, Af \rangle \).
3. If \( f \) is \( C^1 \),
\[
\nabla (f \land 1)(x) = \begin{cases} \nabla f(x) & \text{if } |f(x)| < 1 \\ 0 & \text{if } |f(x)| > 1 \end{cases}
\]
so formally \( \|\nabla (f \land 1)\|_2^2 \leq \|\nabla f\|_2^2 \) showing, modulo technicalities, when \( f(x) = 1 \), that \( A = -\Delta \) obeys (7.6.30) “explaining” why it obeys (7.6.29).
Proof. (1) ⇒ (2). Suppose first that \( M \) has only finitely many points \( x_1, \ldots, x_n \) with \( \mu(\{x_j\}) = \alpha_j \) and \( C \) is a self-adjoint matrix on \( L^2(M, d\mu) \) with nonnegative matrix elements and \( 0 \leq C \leq 1/BD \) and that
\[
\|Cf\|_1 \leq \|f\|_1 \tag{7.6.33}
\]
Define \( \delta_j \) to be the function which is 1 at \( x_j \) and zero elsewhere and
\[\tilde{C}_{ij} = \langle \delta_i, C\delta_j \rangle \tag{7.6.34}\]
Since
\[f = \sum_j f(x_j)\delta_j \tag{7.6.35}\]
and
\[\langle \delta_i, \delta_j \rangle = \alpha_i \delta_{ij} \tag{7.6.36}\]
we see that
\[\langle f, (1/BD - C)f \rangle = \sum_{i,j} \tilde{C}_{ij} f(x_i)(\alpha_i \delta_{ij} - \tilde{C}_{ij} f(x_j)) \tag{7.6.37}\]
(7.6.33) implies \( \|C\delta_j\|_1 \leq \|\delta_j\|_1 = \alpha_j \) and (by \( \langle \delta_i, f \rangle = \alpha_i f(x_i) \))
\[\|C\delta_j\|_1 = \sum_i \alpha_i (C\delta_j)(x_i) = \sum_i \langle \delta_i, C\delta_j \rangle = \sum_i \tilde{C}_{ij} \tag{7.6.38}\]
Thus, \( \sum_i \tilde{C}_{ij} \leq \alpha_j \), i.e.,
\[m_j \equiv \alpha_j - \sum_i \tilde{C}_{ij} = \alpha_j - \sum_i \tilde{C}_{ji} \geq 0 \tag{7.6.39}\]
We note next that (using \( \tilde{C}_{ij} = \tilde{C}_{ji} \))
\[\frac{1}{2} \sum_{i,j} \tilde{C}_{ij} |z_i - z_j|^2 = \sum_j \left( \sum_i \tilde{C}_{ij} \right) |z_j|^2 - \sum_{i,j} \tilde{C}_{ij} z_i z_j \]
\[= \sum_j (\alpha_j - m_j) |z_j|^2 - \sum_{i,j} \tilde{C}_{ij} z_i z_j \tag{7.6.40}\]
Using (7.6.37), we conclude that
\[\langle f, (1 - C)f \rangle = \frac{1}{2} \sum_{i,j} \tilde{C}_{ij} |f(x_i) - f(x_j)|^2 + \sum_j m_j |f(x_j)|^2 \]
In particular, since \( a, b \geq 0 \) implies \( |a \land 1|^2 \leq a^2 \) and \( |a \land 1 - b \land 1|^2 \leq |a - b|^2 \), we have
\[\langle f \land 1, (1 - C)f \land 1 \rangle \leq \langle f, (1 - C)f \rangle \tag{7.6.41}\]
7.6. Pointwise Positivity and Semigroup Methods

We return to a semigroup, \( e^{-tA} \) on a general \( L^2(M,d\mu) \). Pick \( S_1, \ldots, S_\ell \) disjoint measurable sets in \( M \) whose union is \( M \) and let \( P_S \) be the projection in \( L^2 \) onto functions constant on each \( S_j \). \( P_S \) is a contraction from \( L^p(M,d\mu) \) to \( L^p(M_S,d\mu_S) \) where \( M_S = \{1, \ldots, \ell\} \) with \( \mu_S(S_j) = \mu(S_j) \). If \( C = P_S e^{-tA} P_S \), it follows that \( C \) is a contraction on \( L^1 \), positivity-preserving and self-adjoint on \( L^2(M_S,d\mu_S) \). Thus, by (7.6.41),

\[
\langle (P_S f) \wedge 1, (1 - e^{-tA})(P_S f) \wedge 1 \rangle \leq \langle P_S f, (1 - e^{-tA})P_S f \rangle \tag{7.6.42}
\]

Order \( \{S_1, \ldots, S_\ell\} \) by \( S \triangleq T \) if \( T \) is a refinement of \( S \), i.e., each \( S_j \) is a union of sets in \( T \). Then \( \{P_S\} \) is a set and \( \text{s-lim} \; P_S = 1 \). Taking the limit in (7.6.42)

\[
\langle f \wedge 1, (1 - e^{-tA})f \wedge 1 \rangle \leq \langle f, (1 - e^{-tA})f \rangle \tag{7.6.43}
\]

Since (allowing there also \( q_A(f) = \infty \) if \( f \notin Q(A) \))

\[
q_A(f) = \lim_{t \downarrow 0} \langle f, (1 - e^{-tA})f \rangle t^{-1} \tag{7.6.44}
\]

we get (7.6.30).

(2) \( \Rightarrow \) (1). The argument uses a variational principle like the argument behind (3) \( \Rightarrow \) (2) in Theorem 7.6.5. Fix \( u \in L^2 \) with \( 0 \leq u \leq 1 \). For any \( v \), define

\[
\psi(v) = q_A(v) + \|u - v\|^2 = q_{A+1}(v) + \|u\|^2 - 2 \Re \langle u, v \rangle \tag{7.6.45}
\]

We set \( w = (A + 1)^{-1}u \). Since

\[
q_{A+1}(w) = \langle w, w \rangle, \quad \psi(w) = \|u\|^2 - \langle w, w \rangle \tag{7.6.46}
\]

\[
q_{A+1}(w - v) = q_{A+1}(w) + q_{A+1}(v) - 2 \Re \langle u, v \rangle \tag{7.6.47}
\]

we see that

\[
\psi(v) = \psi(w) + q_{A+1}(w - v) \tag{7.6.48}
\]

which says \( \psi(v) \) is minimized exactly when \( v = w \).

Since \( u \leq 1, \; |u - (w \wedge 1)| \leq |u - w| \). By (2), \( q_A(w \wedge 1) \leq q_A(w) \). It follows that

\[
\psi(w \wedge 1) \leq \psi(w) \tag{7.6.49}
\]

Thus, by the minimum property of \( \psi, \; w \wedge 1 = w, \) i.e.,

\[
0 \leq u \leq 1 \Rightarrow 0 \leq (A + 1)^{-1}u \leq 1 \tag{7.6.50}
\]

This implies if \( \|v\|_\infty \leq 1 \)

\[
|(A + 1)^{-1}v| \leq (A + 1)^{-1}|v| \leq 1 = \|v\|_\infty \tag{7.6.51}
\]

So \((A + 1)^{-1}\) is a contraction on \( L^\infty \).

By the same argument, \((1 + \frac{A}{n})^{-1}\) is a contraction on \( L^\infty \), so \( e^{-tA} = \text{s-lim}(1 + \frac{A}{n})^{-n} \) is a contraction on \( L^\infty \).

\( \square \)
Example 7.6.6 ($-\Delta + V$). We know (see (6.9.28) in Part 1) that on $L^2(\mathbb{R}^\nu)$,
\[
(e^{-t\Delta} \varphi)(x) = (4\pi t)^{-\nu/2} \int \exp \left( -\frac{(x-y)^2}{4t} \right) \varphi(y) \, d^\nu y \tag{7.6.52}
\]
This is obviously a positivity-preserving map, proving the original Kato inequality, that as distributions (since $C_0^\infty(\mathbb{R}^\nu) \subset D(-\Delta)$), for $\varphi \in D(-\Delta)$, we have that
\[
\Delta |\varphi| \geq \operatorname{Re}(\operatorname{sgn}(\varphi) \Delta \varphi) \tag{7.6.53}
\]
(The sign is reversed from (7.6.12) since $A$ is $-\Delta$, not $\Delta$!) By an easy limit argument (Problem 6), this extends, if viewed as a distributional inequality, to all $\varphi \in L^1_{\text{loc}}(\mathbb{R}^\nu)$ with $\Delta \varphi \in L^1_{\text{loc}}(\mathbb{R})$.

The Beurling–Deny criterion is
\[
\|\nabla |\varphi|\|_{L^2}^2 \leq \|\nabla \varphi\|_{L^2}^2 \tag{7.6.54}
\]
Formally at least, this is obvious, for if we write
\[
\varphi = |\varphi| e^{i\theta} \tag{7.6.55}
\]
then
\[
\nabla \varphi = (\nabla |\varphi| + i|\varphi| \nabla \theta) e^{i\theta} \tag{7.6.56}
\]
so
\[
|\nabla \varphi|^2 = (\nabla |\varphi|)^2 + (|\varphi| \nabla \theta)^2 \tag{7.6.57}
\]
from which (7.6.54) is immediate by integration! This argument is only formal.

If $V \geq 0$, $e^{-tV}$ is multiplication by a positive function, so positivity-preserving. Clearly, if $q_1$ and $q_2$ are two closed quadratic forms obeying (7.6.11), so does $q_1 + q_2$, that is, the quadratic form sum of two operators whose semigroups are positivity-preserving, so is the form sum. In particular, if $V \geq 0$, $V \in L^1_{\text{loc}}(\mathbb{R}^\nu)$, then the form sum (on $Q(-\Delta) \cap Q(V)$), $H = -\Delta + V$ has $e^{-tH}$ positivity-preserving. \qed

Next, we turn to looking at one semigroup dominating another:

**Theorem 7.6.7.** Let $A$ and $B$ be positive self-adjoint operators on $L^2(M,d\mu)$ so that $e^{-tA}$ is positivity-preserving. Then
\[
|e^{-tB} \varphi(x)| \leq (e^{-tA} |\varphi|)(x) \tag{7.6.58}
\]
for all $\varphi \in L^2$ if and only if

(i) $\varphi \in D(B) \Rightarrow |\varphi| \in Q(A)$

(ii) For all $\varphi \in D(B)$ and $\psi \geq 0$ in $Q(A)$, we have that
\[
\langle \psi, A|\varphi| \rangle \leq \operatorname{Re}(\operatorname{sgn}(\varphi) \psi, B\varphi) \tag{7.6.59}
\]
Remarks. 1. Since $e^{-tA}$ preserves real functions, $A|\varphi|$ is real-valued, so the left side of (7.6.58) is real.

2. This is Kato’s inequality. Kato did not have a connection to semigroups nor did he consider general pairs, but he had the special case, discussed below in Theorem 7.6.11, where $B = -(\nabla - ia)^2, A = -\Delta$.

Proof. (7.6.58) $\Rightarrow$ (i). (7.6.58) implies

$$\langle \varphi, e^{-tB}\varphi \rangle = \langle |\varphi|, |e^{-tB}\varphi| \rangle \leq \langle |\varphi|, e^{-tA}|\varphi| \rangle \quad (7.6.60)$$

By (7.6.17),

$$q_A(|\varphi|) \leq q_B(\varphi) \quad (7.6.61)$$

so $\varphi \in Q(B) \Rightarrow |\varphi| \in Q(|A|)$, which is stronger than (i).

(7.6.58) $\Rightarrow$ (ii). (7.6.58) and $\psi \geq 0$ implies

$$\text{Re}\langle \psi, \text{sgn}(\varphi)e^{-tB}\varphi \rangle \leq \langle \psi, |e^{-tB}\varphi| \rangle \leq \langle \psi, e^{-tA}|\varphi| \rangle \quad (7.6.62)$$

with equality at $t = 0$. Thus, subtracting from the common $t = 0$ value and using (7.6.22) for $\psi, |\varphi| \in Q(A)$ and $t^{-1}(1 - e^{-tB})\varphi \rightarrow B\varphi$ for $\varphi \in D(B)$ yields (7.6.59).

(i), (ii) $\Rightarrow$ (7.6.58). Fix $\gamma > 0$. Adding $\gamma\langle \psi, |\varphi| \rangle$ to both sides of (7.6.59) implies

$$\langle \psi, (A + \gamma)|\varphi| \rangle \leq \text{Re}\langle \psi, \text{sgn}(\varphi)(B + \gamma)\varphi \rangle \leq \langle \psi, |(B + \gamma)\varphi| \rangle \quad (7.6.63)$$

for any $\varphi \in D(B), \psi \in Q(A), \psi \geq 0$. Let $\eta, \xi$ be in $L^2(M, d\mu)$ with $\eta \geq 0$. Let

$$\psi = (A + \gamma)^{-1}\eta, \quad \varphi = (B + \gamma)^{-1}\xi \quad (7.6.64)$$

Then $\psi \in Q(A), \varphi \in D(B)$, and $\psi \geq 0$ since $e^{-tA}$ is positivity-preserving (and (1) $\Leftrightarrow$ (2) in Theorem 7.6.4), so (7.6.63) becomes

$$\langle \eta, |(B + \gamma)^{-1}\xi| \rangle \leq \langle \eta, (A + \gamma)^{-1}|\xi| \rangle \quad (7.6.65)$$

Since $\eta \geq 0$ is arbitrary, we have for a.e. $x$,

$$|(B + \gamma)^{-1}\xi(x)| \leq (A + \gamma)^{-1}|\xi|(x) \quad (7.6.66)$$

By an easy induction taking $\gamma = n/t$,

$$\left| \frac{1+tB}{n} \right|^{-n} \xi \leq \left( \frac{1+tA}{n} \right)^{-n} |\xi| \quad (7.6.67)$$

Taking $n \rightarrow \infty$ and using (7.6.18) implies (7.6.58). \qed

Example 7.6.8 (Comparing $-\Delta$ and $-\Delta + V$). Here we treat $A = -\Delta$ and $B = -\Delta + V$ where, for a.e. $x$,

$$V(x) \geq 0 \quad (7.6.68)$$
With Theorems 7.6.1 and 7.6.2 in mind, we want to allow $V \in L^1_{\text{loc}}$, but then $D(B)$ is complicated and one needs to prove (7.6.59) for $\varphi \in D(B)$. We’ll overcome this by a two-step process. First, $V \in L^\infty$, where $D(B) = D(A)$ by the Kato–Rellich theorem, and then use a limiting argument rather than (7.6.59) for general $V$.

If $V \in L^\infty$, $V \geq 0$, $D(-\Delta + V) = D(-\Delta)$. By Theorem 7.6.4 and Example 7.6.6 for $\psi \geq 0$, $\psi \in Q(-\Delta)$, we have that

$$\langle \psi, (-\Delta)|\varphi| \rangle \leq \text{Re}\langle \text{sgn}(\varphi) \psi, (-\Delta)\varphi \rangle \quad (7.6.69)$$

Since $V \geq 0$,

$$\langle \text{sgn}(\varphi) \psi, V\varphi \rangle = \langle |\psi|, V\varphi \rangle \geq 0 \quad (7.6.70)$$

Thus, for $\varphi \in D(-\Delta + V) = D(-\Delta)$ and $\psi \in Q(-\Delta)$, $\psi \geq 0$,

$$\langle \psi, (-\Delta)|\varphi| \rangle \leq \text{Re}\langle \text{sgn}(\varphi) \psi, (-\Delta + V)\varphi \rangle \quad (7.6.71)$$

By Theorem 7.6.7, for such $V$ and all $\varphi$,

$$|e^{-t(-\Delta+V)}\varphi| \leq e^{t\Delta}|\varphi| \quad (7.6.72)$$

For any positive $V$, even one not in $L^1_{\text{loc}}$, if $V_n = \min(V, n)$, then $|V_n| \leq n$ and (7.6.72) holds if $V$ is replaced by $V_n$. $-\Delta + V_n$ is monotone in $n$ (as quadratic forms), so by the monotone convergence theorem for forms (Theorem 7.5.18),

$$\text{s-lim}_{n \to \infty} (-\Delta + V_n + 1)^{-1} \to (-\Delta + V + 1)^{-1} \quad (7.6.73)$$

where $-\Delta + V$ is the form sum. By the continuity of the functional calculus (Theorem 7.2.10),

$$\text{s-lim}_{n \to \infty} e^{-t(-\Delta+V_n+1)} = e^{-t(-\Delta+V+1)} \quad (7.6.74)$$

so (7.6.72) holds for all positive $V$. We state the result below for $V \in L^1_{\text{loc}}$.

**Theorem 7.6.9.** If $V \in L^1_{\text{loc}}(\mathbb{R}^\nu)$ with $V \geq 0$ and $H = -\Delta + V$ is the form sum, then with $H_0 = -\Delta$,

$$|e^{-tH}\varphi(x)| \leq (e^{-tH_0}|\varphi|)(x) \quad (7.6.75)$$

**Proof of Theorem 7.6.2.** For any positive self-adjoint $A$, it is easy to see that $\text{Ran}[e^{-A}]$ is both an operator and a form core (Problem 7).

Let $H$ be the form sum $-\Delta + V$ and $H_0 = -\Delta$. $e^{-H_0}$ has a bounded integral kernel, $e^{-H_0}(x,y)$, which is $L^1$ in $y$, uniformly in $x$. Thus, for $\varphi \in L^2$, $e^{-H_0}\varphi \in L^2 \cap L^\infty$. This implies that

$$Q_\infty \equiv Q(H_0) \cap Q(V) \cap L^\infty(\mathbb{R}^\nu) \quad (7.6.76)$$

is a form core for $H$. 
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So let \( \varphi \) lie in \( Q_\infty \) and let \( f \in C_0^\infty \). Then
\[
\nabla(f \varphi) = (\nabla f) \varphi + f \nabla \varphi \in L^2 \tag{7.6.77}
\]
since \( \varphi, \nabla \varphi \in L^2 \) and \( V^{1/2}(f \varphi) \in L^2 \) since \( |V^{1/2}f \varphi| \leq \|f\|_\infty V^{1/2}|\varphi| \), so
\[
f \in C_0^\infty \text{ and } \varphi \in Q_\infty \Rightarrow f \varphi \in Q_\infty \tag{7.6.78}
\]
If \( f_0 \in C_0^\infty \) has \( f_0(x) \equiv 1 \), if \( |x| \leq 1 \), and \( \varphi_n = f_0(1/n) \varphi \), then \( \nabla \varphi_n \to \nabla \varphi \) and \( V^{1/2} \varphi_n \to V^{1/2} \varphi \) in \( L^2 \) by the dominated convergence theorem (and \( |(\nabla f_0(1/n)) \varphi| \leq 1/n \|\nabla f_0\|_\infty |\varphi(x)| \)). Thus,
\[
Q_{\infty,0} = \{ \varphi \in Q_\infty \mid \text{supp}(\varphi) \text{ is bounded} \} \tag{7.6.79}
\]
is a form core also.

If \( \varphi \in Q_{\infty,0} \), pick \( j \in C_0^\infty(\mathbb{R}^\nu) \), \( j \geq 0 \), \( \int j(x) \, d^n x = 1 \) and let \( \varphi_n = n^\nu j(\cdot/n) \ast \varphi \). Then \( \varphi_n \in C_0^\infty(\mathbb{R}^\nu) \), \( \nabla \varphi_n \to \nabla \varphi \) in \( L^2 \), and since \( \varphi \in L^\infty \), the dominated convergence theorem and pointwise convergence a.e. of \( \varphi_n \) to \( \varphi \) implies that \( \varphi_n V^{1/2} \to \varphi V^{1/2} \) in \( L^2 \). Thus, \( C_0^\infty(\mathbb{R}^\nu) \) is a form core for \( H \).

A key step was \( \text{7.6.77} \). It was easy because \( Q(H) \) is so simple. As a preliminary to the proof of Theorem \( \text{7.6.1} \), we need to analyze \( D(H) \).

**Proposition 7.6.10.** Let \( V \in L^2_{\text{loc}}(\mathbb{R}^\nu) \) with \( V \geq 0 \), and let \( H = -\Delta + V \) be the form sum. Then

(a) \( D(H) = \{ \varphi \in Q(-\Delta) \cap Q(V) \mid -\Delta \varphi + V \varphi \in L^2 \} \tag{7.6.80} \)

(b) \( \varphi \in D(H) \) and \( f \in C_0^\infty(\mathbb{R}^\nu) \Rightarrow f \varphi \in D(H) \)

**Remark.** In \( \text{7.6.80} \), \( -\Delta \varphi + V \varphi \) is intended in the distributional sense. Since \( V \in L^2_{\text{loc}} \), \( \varphi \in L^2 \), \( V \varphi \in L^1_{\text{loc}} \) defines a distribution.

**Proof.** (a) By Proposition \( \text{7.5.6} \) and the fact proven in Theorem \( \text{7.6.2} \) that \( C_0^\infty(\mathbb{R}^\nu) \) is a form core, \( D(H) \) is the set of \( \varphi \in Q(H) \) so that there is an \( \eta \) with
\[
\langle f, H \varphi \rangle = \langle f, \eta \rangle \tag{7.6.81}
\]
for all \( f \in C_0^\infty \). This says \( \eta \) is the distributional object \( -\Delta \varphi + V \varphi \), proving \( \text{7.6.80} \).

(b) We already proved, while proving Theorem \( \text{7.6.2} \) that \( \varphi \in Q(H) \Rightarrow f \varphi \in Q(H) \). As distributions,
\[
-\Delta(f \varphi) + V f \varphi = f(-\Delta \varphi + V \varphi) - (\Delta f) \varphi - 2 \nabla f \cdot \nabla \varphi \tag{7.6.82}
\]
Since \( \varphi \in Q(H) \), \( \nabla \varphi \in L^2 \), so the right side of \( \text{7.6.82} \) lies in \( D(H) \) by (a).
Proof of Theorem 7.6.1. Given the last proposition, the proof is analogous to that of Theorem 7.6.2. Since Ran(e^{-H}) is an operator core for H, 

\[ D_\infty = D(H) \cap L^\infty(\mathbb{R}^\nu) \]  

(7.6.83)

is an operator core. By the proposition, \( f \in C^\infty_0 \) and \( \varphi \in D_\infty \) implies \( f\varphi \in D_\infty \), so

\[ D_{\infty,0} = \{ \varphi \in D_\infty \mid \text{supp}(\varphi) \text{ is bounded} \} \]  

(7.6.84)

is an operator core.

If \( \varphi \in D_{\infty,0} \), \( V\varphi \in L^2 \), so \( -\Delta \varphi \in L^2 \). Thus, for any \( j \in C^\infty_0(\mathbb{R}^\nu) \), with \( j \geq 0 \) and \( \int j(x) d^\nu x = 1 \), we have that \( j_n = n^\nu j(n \cdot) \) has \( H(j_n \ast \varphi) \to H\varphi \), so \( C^\infty_0 \) is an operator core. \( \square \)

Next, we want to briefly discuss the issue of diamagnetic inequalities. Given \( \vec{a} \in C^1(\mathbb{R}^\nu) \), an \( \mathbb{R}^\nu \)-valued function, called the gauge potential, the magnetic field associated to \( \vec{a} \) is \( \vec{B} = d\vec{a} \), the two-form. In \( \mathbb{R}^3 \), we are used to using the fact that two-forms are associated to one-forms given a volume form and orientation, so on \( \mathbb{R}^3 \), \( \vec{B} = \vec{\nabla} \times \vec{a} \). In quantum mechanics, the Schrödinger operator in magnetic field with gauge potential, \( \vec{a} \), and electric potential, \( V \), is

\[ H(\vec{a}, V) = H_0(\vec{a}) + V, \quad H_0(\vec{a}) = - (\vec{\nabla} - i\vec{a})^2 \]  

(7.6.85)

As a formal quadratic form, \( H_0(\vec{a}) \) makes sense if \( \vec{a} \in L^2_{\text{loc}} \). The inequalities below are known to hold with \( V \geq 0, V \in L^1_{\text{loc}} \), and with this most general \( \vec{a} \)—see the Notes—but we’ll restrict to \( \vec{a} \in C^1_0(\mathbb{R}^\nu) \), the \( C^1 \)-functions of compact support, to avoid technicalities. This is a stronger condition than \( \vec{B} \in C^0(\mathbb{R}^\nu) \) since \( \vec{B} \)'s coming from compact support \( \vec{a} \) have zero fluxes.

Theorem 7.6.11 (Diamagnetic Inequalities). Let \( \vec{a} \in C^1_0(\mathbb{R}^\nu) \), \( V \in L^1_{\text{loc}}(\mathbb{R}^\nu) \) with \( V \geq 0 \). Let \( H(\vec{a}, V) \) be defined via quadratic forms with

\[ Q(H(\vec{a}, V)) = \{ \varphi \in L^2 \mid V^{1/2} \varphi \in L^2, (\nabla - ia)\varphi \in L^2 \} \]

Then for all \( t > 0 \) and \( \varphi \in L^2(\mathbb{R}^\nu) \),

\[ |\exp(-tH(\vec{a}, V))\varphi(x)| \leq (\exp(-tH(\vec{a} = 0, V))|\varphi|)(x) \]  

(7.6.86)

Remarks. 1. As with the \( \vec{a} = 0 \) case, this together with the \( \exp((-tH)(\vec{a} = 0, V))|\varphi| \leq \exp(-tH_0)|\varphi| \) bound allows one to prove that \( C_0^\infty \) is a form core for \( H(\vec{a}, V) \). There is also an analog of Theorem 7.6.1 see the Notes.

2. If \( \vec{a}_1 = \vec{a} + \nabla \lambda \), the \( \vec{B} \)'s are the same; this is called a gauge transformation. In one dimension, \( \vec{B} = 0 \) since all two-forms are 0. This is realized by the fact that all \( \vec{a} \)'s are related to \( \vec{a} = 0 \) by a gauge transformation. The argument in the proof about the one-dimensional case is essentially a realization of this.
Proof. Since, as forms, \( H(\vec{a}, V) \) is monotone in \( V \), the same argument we used in Example 7.6.8 lets us only prove (7.6.86) for \( V \in L^\infty \). In that case, 
\[
H(\vec{a}, V) - H_0 = -2i\vec{a} \cdot \vec{V} - i\vec{V} \cdot \vec{a} + a^2 + V
\]
is \( H_0 \)-bounded with relative bound zero, so
\[
D(H(\vec{a}, V)) = D(H_0), \quad Q(H(\vec{a}, V)) = Q(H_0) \tag{7.6.87}
\]
Since \( \vec{a} \in C^1 \), we can find \( C^2 \)-functions, \( \lambda_j \), on \( \mathbb{R}^\nu \) so that 
\[
a_j(x) = (\partial_j \lambda_j)(x) \tag{7.6.88}
\]
It follows that on \( C_0^\infty \)-functions, \( \varphi \),
\[
(\partial_j - ia_j)\varphi = (e^{i\lambda_j} \partial_j e^{-i\lambda_j})\varphi \tag{7.6.89}
\]
so
\[
-(\partial_j - ia_j)^2 \varphi = e^{i\lambda_j}(-\partial_j^2) e^{-i\lambda_j} \varphi \tag{7.6.90}
\]
Since \( C_0^\infty \) is an operator core for \( -\partial_j^2 \) and for \( -(\partial_j - ia_j)^2 \), we conclude, for each \( j \) and all \( \varphi \in L^2 \),
\[
e^{t(\partial_j - ia_j)^2} \varphi = e^{i\lambda_j} e^{t\partial_j^2} e^{-i\lambda_j} \varphi \tag{7.6.91}
\]
Thus, since \( e^{t\partial_j^2} \) has an explicit positive integral kernel,
\[
|e^{t(\partial_j - ia_j)^2} \varphi| \leq e^{t\partial_j^2} |\varphi| \tag{7.6.92}
\]
By Theorem 7.6.7 for all \( \varphi \in D(H_0) \subset D(\partial_j^2) \) and \( \psi \in Q(H_0) \), \( \psi \geq 0 \), we have
\[
\langle \psi, -(\partial_j^2)|\varphi| \rangle \leq \text{Re}\langle \text{sgn}(\varphi) \psi, -(\partial_j - ia_j)^2 \varphi \rangle \tag{7.6.93}
\]
Summing over \( j \) and using \( V \geq 0 \),
\[
\langle \psi, H_0|\varphi| \rangle \leq \text{Re}\langle \text{sgn}(\varphi) \psi, H(\vec{a}, V)\varphi \rangle \tag{7.6.94}
\]
By Theorem 7.6.7 we have (7.6.86). \( \square \)

Our final topic is the Trotter product formula as an aside. We’ll use it to recover some results we found above via Kato’s inequality methods. We’ll also prove the Feynman–Kac formula. For finite matrices, \( A \) and \( B \), it is not hard to see (Problem 8) that
\[
e^{-t(A+B)} = \lim_{n \to \infty} (e^{-tA/n} e^{-tB/n})^n \tag{7.6.95}
\]
We want to obtain a result of this genre for unbounded self-adjoint operators. The version we prove can be improved both with regard to the conditions on $A$ and $B$ and to the kind of limit; see the Notes. We begin with

**Proposition 7.6.12** (Chernoff’s Theorem). Let $A$ be a positive self-adjoint operator and $\{G(s)\}_{0<s<\infty}$ be a family of self-adjoint operators with

$$0 \leq G(s) \leq 1$$

Suppose that as $t \to 0$,

$$S(t) \equiv t^{-1}(1 - G(t)) \to A$$

in strong resolvent sense. Then

$$\text{s-lim}_{n \to \infty} G\left(\frac{t}{n}\right)^n = e^{-tA}$$

**Proof.** By Theorem 7.2.10 with the $f(x) = e^{-tx}$,

$$\text{s-lim} \exp\left(-tS\left(\frac{t}{n}\right)\right) = e^{-tA}$$

Let

$$H_n(x) = \begin{cases} e^{-x} - (1 - \frac{x}{n})^n, & 0 \leq x \leq n \\ e^{-x}, & x \geq n \end{cases}$$

Then by a simple argument (Problem 9),

$$\|H_n\|_\infty \to 0$$

so $\|H_n(tS(\frac{t}{n}))\| \to 0$. Since $(1 - \tfrac{tS(t/n)}{n}) = G(\frac{t}{n})$, this says that

$$\left\| \exp\left(-tS\left(\frac{t}{n}\right)\right) - G\left(\frac{t}{n}\right)^n \right\| \to 0$$

This plus (7.6.98) implies (7.6.97). \qed

**Theorem 7.6.13** (Trotter Product Formula, Self-adjoint Case). Let $A$ and $B$ be positive self-adjoint operators and suppose $A + B$ defined on $D(A) \cap D(B)$ is densely defined and essentially self-adjoint. Let $C$ be the closure of $A + B$. Then

$$\text{s-lim}_{n \to \infty} (e^{-tA/n}e^{-tB/n}) = e^{-tC}$$

**Remark.** For any $A, B$, this is true if $C$ is the form sum, but the proof is more involved; see the Notes.
Proof. Let

\[ G(t) = e^{-tB/2}e^{-tA}e^{-tB/2} \]  

(7.6.103)

Then, for \( \varphi \in D \equiv D(A) \cap D(B) \), it is easy to see (Problem 10) that

\[ S(t)\varphi \equiv t^{-1}(1 - G(t))\varphi \to A\varphi + B\varphi \]  

(7.6.104)

By Theorem 7.2.11, \( \text{s-lim} S(t) = C \). Thus,

\[ \text{s-lim}[e^{-tB/2n}(e^{-tA/n}e^{-tB/n})^{n-1}e^{-tA/n}e^{-tB/2n}] = e^{-tC} \]  

(7.6.105)

Since \( (e^{-sA} - 1) \) and \( (e^{-sB} - 1) \) go to 0 strongly as \( s \downarrow 0 \), this implies (7.6.102) (Problem 11). □

Since products and strong limits of positivity-preserving operators are positivity-preserving, if \( A, B, C \) are related by (7.6.102) and \( e^{-tA} \), \( e^{-tB} \) are positivity-preserving, so is \( e^{-tC} \). Similarly, if \( A, B, C \) and \( A_1, B_1, C_1 \) are related by (7.6.11) and \( |e^{-tA_1}\varphi| \leq e^{-tA}|\varphi| \), and similarly for \( B_1, B, C \), we have the same inequality for \( C_1, C \). This provides alternate ways to obtain the results earlier in this chapter (Theorem 7.6.11 isn’t always enough, but the form sum version is! See Problems 12 and 13).

Finally, we turn to the Feynman–Kac formula. It requires the use of Brownian motion, as discussed in Section 4.16 of Part 1. For this discussion, the key issue is that there is a probability measure, \( \mu \), on \( C([0, \infty), \mathbb{R}^\nu) \), the \( \mathbb{R}^\nu \)-valued function on \( [0, \infty) \) (with \( \Sigma \)-algebra the Borel subsets of the Polish space \( C([0, \infty), \mathbb{R}^\nu) \); see Section 4.14 of Part 1), so that with

\[ \mathbb{E}(G(\vec{b})) = \int_{\vec{b} \in C([0, \infty), \mathbb{R}^\nu)} G(\vec{b}) \, d\mu(\vec{b}) \]  

(7.6.106)

we have for any \( s_1, \ldots, s_n \in [0, \infty) \) that \( \{b_j(s_\alpha)\}_{j=1,\ldots,\nu; \alpha=1,\ldots,n} \) have a jointly Gaussian probability distribution with

\[ \mathbb{E}(b_j(s_\alpha))b_k(s_\beta) = \delta_{jk} \min(s_\alpha, s_\beta) \]  

(7.6.107)

The critical input we need is the following generalization of (4.16.37) of Part 1:

**Lemma 7.6.14.** Let \( H_0 = -\frac{1}{2}\Delta \) on \( L^2(\mathbb{R}^\nu, d^\nu x) \). Let \( 0 = s_0 \leq s_1 \leq s_2 \leq \cdots \leq s_n \) and \( t_1 = s_1, t_j = s_j - s_{j-1} \) for \( j = 2, \ldots, n \). Let \( f_1, \ldots, f_n \) be bounded continuous functions on \( \mathbb{R}^\nu \) and \( \varphi \in L^2(\mathbb{R}^\nu, d^\nu x) \). Then

\[ (f_1e^{-t_1H_0}f_2 \cdots f_ne^{-t_nH_0}\varphi)(\vec{x}) = \mathbb{E}\left( \prod_{\alpha=1}^n f_\alpha(\vec{x} + \vec{b}(s_{\alpha-1} )) \varphi(\vec{x} + \vec{b}(s_n) ) \right) \]  

(7.6.108)

**Proof.** Both sides of (7.6.108) are Gaussian integrals, that is, \( \prod_{\alpha=1}^n f_\alpha(x_\alpha)\varphi(x_{n+1}) \) integrated on \( d^{(n+1)\nu}(x) \) by inserting a suitable Gaussian factor in \( x_1, \ldots, x_{n+1} \). On the left, this is because \( e^{-tH_0} \) is an
operator with Gaussian integral kernel, and on the right, by the construction of Brownian motion. By translation covariance, one can suppose $\vec{x} = 0$ and since these are Gaussians, it suffices to consider the cases where each $f_\alpha$ and $\phi$ is 1 or some $x_\ell$ and exactly one or two are an $x_\ell$. (These $f$’s are not bounded and this $\phi$ is not in $L^2$, but the left side can be defined via limits.) Checking this is a straightforward calculation (Problem 14). □

Theorem 7.6.15 (Feynman–Kac Formula). Let $H_0 = -\frac{1}{2} \Delta$ on $L^2(\mathbb{R}^\nu, d^\nu x)$. Let $V \in L^1_{\text{loc}}(\mathbb{R}^\nu)$ with $V \geq 0$. Let $H = H_0 + V$ be the form sum. Then for all $\phi, \psi \in L^2(\mathbb{R}^\nu, d^\nu x)$, we have that

$$\langle \psi, e^{-tH} \phi \rangle = \int \mathbb{E}(e^{-\int_0^t V(\vec{x} + \vec{b}(s)) ds} \phi(\vec{x} + \vec{b}(t))) \psi(x) d^\nu x$$

(7.6.109)

Remarks. 1. (7.6.109) is called the Feynman–Kac formula.

2. One can prove that the expectation in (7.6.109) is continuous in $x$ and then obtain a formula for $(e^{-tH} \phi)(x)$ as the expectation without $\int_0^t \ldots d^\nu x$. For this and other issues mentioned in the remarks, see Simon [647].

3. It is not hard to allow negative parts of $V$, for example, $V_- \in L^p(\mathbb{R}^\nu)$ with $p > \nu/2$.

Proof. By a use of monotone convergence for forms and dominated convergence in the integral, it is easy to go from $V \in L^\infty$ to $V \in L^1_{\text{loc}}$. By a simple limiting argument (Problem 15), one need only prove (7.6.109) for $V$ a continuous function of compact support and for $\psi, \phi \in L^1 \cap L^\infty(\mathbb{R}^\nu)$.

By the Trotter product formula,

$$\text{LHS of } (7.6.109) = \lim_{n \to \infty} \langle \psi, (e^{-tH_0/n} e^{-tV/n})^n \phi \rangle$$

(7.6.110)

By Lemma 7.6.14, the inner product on the right of (7.6.110) is

$$\int \mathbb{E}\left( \exp\left( - \sum_{j=1}^n \frac{t}{n} V\left( \vec{x} + \vec{b}\left( \frac{jt}{n} \right) \right) \right) \phi(\vec{x} + \vec{b}(t)) \right) \psi(x) d^\nu x$$

(7.6.111)

Since $V$ and $b$ are continuous, for every $b$, the sum converges to $\int_0^t V(\vec{x} + \vec{b}(s)) ds$, so by the dominated convergence theorem, (7.6.110) converges to the right side of (7.6.108). □

Notes and Historical Remarks. Positivity-preserving operators and semigroups have their root in probability theory and in the fact that it is natural to consider matrices with all positive elements (if we think of $\mathbb{C}^n$ as $L^2(\{1, \ldots, n\}, d\mu)$ with $\mu(\{j\}) = \frac{1}{n}$, then a matrix, $C$, is positivity-preserving $\iff C_{ij} \geq 0$ for all $i, j$). We saw some aspects of this in Section 7.5 of Part 1, especially the Perron–Frobenius theorem, Theorem 7.5.3 of Part 1. We also saw a major role for positivity-preserving operators in the discussion...
of martingales (Section 2.10) and especially in the theory of hypercontractive semigroups (Section 6.6), both in Part 3.

Historically, the theorems of this section arose from hypercontractivity (although as discussed in the Notes to Section 6.6 of Part 3, there were earlier applications of positivity in quantum theory to get uniqueness of ground states). In [629], Simon obtained a precursor of Theorem 7.6.1: he proved that if \( V \in L^2(\mathbb{R}^\nu, e^{-x^2} \, d^\nu x) \), and \( V \geq 0 \), then \( -\Delta + V \) is essentially self-adjoint on \( C_0^\infty(\mathbb{R}^\nu) \). His method of proof was to use Theorem 6.6.30 of Part 3 and the hypercontractivity of the intrinsic semigroup associated to \( -\Delta + x^2 \) to prove \( -\Delta + V + x^2 \) and used a trick to get rid of the \( x^2 \).

The point of this result is that with regard to allowed local singularities, all the previous results didn’t distinguish between \( V_+ \) and \( V_- \). Because of Example 7.4.26 one can’t have an \( L^p_{\text{loc}} \) result for \( V_- \) unless \( p \geq \nu \) (i.e., not \( L^2 \) if \( \nu \geq 5 \)). What Simon showed is that the \( L^p \)-condition for \( V_+ \) is different from \( V_- \). He conjectured that for \( V \geq 0 \), \( L^2_{\text{loc}}(\mathbb{R}^\nu) \) should be enough.

Motivated by this, Kato [379] proved Theorem 7.6.1 by the approach used in Problems 1 and 2 that relied on the distributional inequality (7.6.14). Theorem 7.6.2 is a result of Simon [640].

The Beurling–Deny criteria are from their paper [55] (see also [56, 157]). This paper only looked at spaces with finitely many points but the method they used extends to the infinite-dimensional case. An equivalent form to the first Beurling–Deny criterion is due to Aronszajn–Smith [29]. The abstract form of Kato’s inequality, (7.6.12) and its equivalence to \( e^{-tA} \) positivity-preserving is due to Simon [636].

In his paper, Kato [379] proved a distributional inequality
\[
\Delta |u| \geq \text{Re} \left[ \left[ \text{sgn}(u) \right] (\nabla - ia)^2 u \right]
\] (7.6.112)
with \( \text{sgn}(u) \) given by (7.6.13). He used this to get self-adjointness results in a magnetic field which he improved in [381]. Motivated by this, by the equivalence of (a) and (d) in Theorem 7.6.4 and by Simon’s work on diamagnetic inequalities (see below), Hess et al. [315] and Simon [641] independently proved Theorem 7.6.7 (which had been conjectured in Simon [636]).

Theorem 7.6.1 has been extended to allow \( V(x) \geq -\nu(\nu - 4)/4|x|^2 \) in Simon [630]. Earlier results related to this (with stronger conditions than \( L^2_{\text{loc}} \)) are due to Kalf–Walter [366] and Schmincke [603]. Extensions of Theorem 7.6.1 to magnetic fields with optimal conditions, i.e., \((-i\nabla - a)^2 + V \) with \( V \geq 0 \), \( V \in L^2_{\text{loc}}, a \in L^4_{\text{loc}}, \) and \( \nabla \cdot a \in L^2_{\text{loc}} \) are due to Leinfelder–Simader [437]. Theorem 7.6.2 was extended to the optimum condition with magnetic field (\( V \geq 0 \), \( V \in L^1_{\text{loc}}, a \in L^2_{\text{loc}} \)) by Simon [640].

Diamagnetic inequalities (Theorem 7.6.11) go back to Simon [633] where he proved \( \inf_{\sigma(H(a, V))} \geq \inf_{\sigma(H(a = 0, V))} \) which can be viewed as the
The full result (following a suggestion of Nelson) is in Simon [636]. For nice \( a \)'s, it is proven also as a consequence of the results of Hess et al. [315] and Simon [641]. The idea of using gauge transformation in each variable that we exploit in our proof here is from Simon [640]—he uses the Trotter product formula in place of our argument here. This idea follows the result for \( a \in L^2_{\text{loc}} \). Hundertmark–Simon [327] has extensions to allow Dirichlet and Neumann boundary conditions.

The Lie product formula (7.6.95) is named after Lie’s work on the foundation of Lie groups and Lie algebras. More important to him is

\[
\exp([A, B]) = \lim_{n \to \infty} \left[ \exp(-B \sqrt{n}) \exp(-A \sqrt{n}) \exp(B \sqrt{n}) \exp(A \sqrt{n}) \right]
\]

(7.6.113)

since it justifies the Lie bracket. While Lie did consider differential relations on flows (see, for example, his book with Engel [446]) that are related to (7.6.95) and (7.6.113), it seems that he never really wrote them down explicitly.

There is a close connection between these formulae and the Baker–Campbell–Hausdorff formula

\[
\exp(sX) \exp(sY) = \exp\left(\sum_{j=1}^{\infty} s^j f_j(X,Y)\right)
\]

(7.6.114)

whose leading terms are

\[
\sum_{j=1}^{\infty} s^j f_j(X,Y) = s(X + Y) + \frac{s^2}{2} [X,Y]
\]

\[
+ \frac{s^3}{12} ([X,[X,Y]] - [Y,[X,Y]]) - \frac{s^4}{24} ([Y,[X,[X,Y]]])
\]

\[
+ O(s^5)
\]

(7.6.115)

It is easy to define (7.6.95) and (7.6.113) for finite matrices from this (Problem 116) using the fact that for small \( s \) the series converges.

Uniformly in dimension it is easy to see for \( \|X\| \leq 1, \|Y\| \leq 1 \), \( \log(\exp(sX) \exp(sY)) \) is analytic in an \( X, Y \)-independent circle \( \{ s \mid |s| \leq R \} \) and to compute the first two terms by hand. The BCH formula is named after 1897–1906 work of Campbell [97], Baker [42], and Hausdorff [299] (Hausdorff had the important result that after the leading term only multiple commutators enter); Poincaré [531] also had an early version. For modern presentations of the form of the terms see [171, 281, 389, 396].

In 1959, Trotter [705] looked at semigroups, \( T_t \), on a Banach space, \( X \), \( 0 \leq t < \infty \), which were strongly continuous at 0 with \( T_{t=0} = 1 \) and which obeyed \( \|T_t\| \leq Ce^{\omega t} \). Any such group has a generator, \( A \), with dense domain...
$D(A)$ and $A\varphi = \lim_{t \to 0} \left( \frac{T_t \varphi}{t} - \frac{\varphi}{t} \right)$ for $\varphi \in D(A)$. One writes $T_t = e^{tA}$. He proved if the closure, $C$, of $A + B$ defined on $D(A) \cap D(B)$ also generates such a semigroup, then $\lim_{n \to \infty} \left( e^{tA/n} e^{tB/n} \right)^n = e^{tC}$. We’ve focused on the Hilbert space case $e^{-tA}$, $A \geq 0$ and self-adjoint, but his result also applies to $e^{itA}$.

Extensions of this result in the Hilbert space self-adjoint case have focused in four directions:

1. using more general functions than $e^{tA/n}$;
2. quadratic form sums;
3. convergence of the product in a stronger topology;
4. error estimates.

There is a huge literature on these questions of which we’ll hit some high points.

Chernoff’s theorem \[122\] (Proposition 7.6.12) provides a tool not only for the traditional form but also for results like

$$\left[ \left( 1 + \frac{tA}{n} \right)^{-1} \left( 1 + \frac{tB}{n} \right)^{-1} \right]^n \to e^{-t(A+B)} \quad (7.6.116)$$

It is also a part of the proof of the following definitive result that shows the limit always exists!

**Theorem 7.6.16** (Kato–Trotter Product Formula). Let $A$ and $B$ be any positive self-adjoint operators on a Hilbert space, $\mathcal{H}$. Let $K \subset \mathcal{H}$ be the closure of $Q(A) \cap Q(B)$ and $P$ the projection onto $K$. Let $C$ be the positive self-adjoint operator on $K$ whose quadratic form is the sum of $q_A$ and $q_B$. Then

$$\lim_{n \to \infty} \left( e^{-tA/n} e^{-tB/n} \right)^n = e^{-tC} P \quad (7.6.117)$$

**Remarks.** 1. Recall Theorem 7.5.11 that the sum of closed quadratic forms are always quadratic.

2. $A$ and $B$ need not be densely defined—they need only have associated closed quadratic forms. If $K_1$ is a subspace of $\mathcal{H}$ and $A$ has $q_A(\varphi) = 0$ (respectively, $\infty$) for $\varphi \in K_1$ (respectively, $\varphi \not\in K_1$), then $e^{-tA}$ is for all $t$, just $Q_1$, the projection on $K_1$. In this case (for both $A$ and $B$), \[7.6.12\] says that if $Q_1, Q_2$ are two orthogonal projections, then $\lim (Q_1 Q_2)^n = Q$ where $Q$ is the projection onto $\text{Ran} Q_1 \cap \text{Ran} Q_2$.

3. There is an appendix in Kato’s paper which uses a remark of Simon to extend the result to cases where $A$ and $B$ are not self-adjoint but $e^{-tA}$ and $e^{-tB}$ are contraction semigroups for $t$ in some sector $|\arg z| \leq \alpha \in (0, \frac{\pi}{2})$.

This result is due to Kato \[382\]. For a textbook version, see Reed–Simon \[548\], Supplement to VIII.8.
The first norm convergence results are in Neidhardt–Zagrebnov \[496\] who considered the case where \(e^{-tA}, e^{-tB}\) are trace class with \(A + B\) self-adjoint on \(D(A) \cap D(B)\) and proved the Trotter product converges in trace norm. Operator norm estimates and the earliest explicit \(O(n^{-\beta})\) estimates are in Rogava \[576\]. Ichinose et al. \[331\] obtained \(O(n^{-1})\) estimates on the norm convergence if \(A + B\) is self-adjoint on \(D(A) \cap D(B)\) and found examples the convergence was no better than \(O(n^{-1})\). For some results on the unitary case, see \[330, 426, 190\].

The Feynman–Kac formula appeared first in Kac \[357\] based on formal considerations for \(\exp(-it(H_0 + V))\) by Feynman \[201\]. There is a huge literature on trying, with at most partial success, to make sense of Feynman’s idea for \(e^{-itH}\). We mention Nelson \[498\] who had the idea of using the Trotter product formula as a key tool (that also works in the \(e^{-itH}\) case).

We note that the standard approach to almost all the results in this section relies heavily on the Trotter product formula. The two-step approach to cut off \(V\) and then rely only on Kato’s inequality in semigroup form seems to be new here.

**Problems**

1. This problem will prove Kato’s inequality for \(-\Delta\), (7.6.14), directly without semigroups.
   (a) Let \(u\) be \(C^\infty\), \(u_\epsilon = \sqrt{|u|^2 + \epsilon^2}\) for some \(\epsilon > 0\). prove that
   \[
   2u_\epsilon \nabla u_\epsilon = 2 \text{Re}(\bar{u} \nabla u) 
   \]
   \[
   u_\epsilon \Delta u_\epsilon + |\nabla u_\epsilon|^2 = \text{Re}(\bar{u} \Delta u) + |\nabla u|^2 
   \]
   (7.6.118)
   (7.6.119)
   (b) Prove that \(|\nabla u_\epsilon| \leq |\nabla u|\) and conclude that
   \[
   u_\epsilon \Delta u_\epsilon > \text{Re}(\bar{u} \Delta u) 
   \]
   (7.6.120)
   (c) If \(\text{sgn}_\epsilon(u) = \bar{u}/u_\epsilon\), prove that
   \[
   \Delta u_\epsilon \geq \text{Re}\((\text{sgn}_\epsilon u) \Delta u) 
   \]
   (7.6.121)
   (d) By convoluting a \(u \in L^1_{\text{loc}}\) with an approximate identity, prove (7.6.121) for any \(u \in L^1_{\text{loc}}\) with \(\Delta u \in L^1_{\text{loc}}\) as a distributional inequality.
   (e) By taking \(\epsilon \downarrow 0\), conclude (7.6.14) for any \(u \in L^1_{\text{loc}}\) with \(\Delta u \in L^1_{\text{loc}}\).

2. This problem will prove the self-adjointness part of Theorem 7.6.1 directly from (7.6.14). So let \(V \geq 0\) be in \(L^2_{\text{loc}}\) and suppose for \(u \in L^2\), we have for all \(f \in C_0^\infty(\mathbb{R}^n)\) that
   \[
   \langle u, (-\Delta + V + 1)f \rangle = 0 
   \]
   (7.6.122)
(a) Prove that $\Delta u \in L^1_{\text{loc}}$.

(b) Prove that

$$\Delta |u| \geq 0$$  \hspace{1cm} (7.6.123)

as a distribution inequality. \textit{(Hint: Use Problem 1)}

(c) Let $w_n = j_n \ast |u|$ where $j_n$ is an approximate identity. Prove that

$$w_n \in D(\Delta) \text{ and } \langle w_n, \Delta w_n \rangle \leq 0$$  \hspace{1cm} (7.6.124)

(d) Prove that $\Delta w_n \geq 0$ so that $\langle w_n, \Delta w_n \rangle \geq 0$.

(e) Conclude that $w_n = 0$ and conclude that $u = 0$.

(f) Prove that $-\Delta + V \upharpoonright C_0^\infty$ is essentially self-adjoint.

3. Let $\vec{a} \in C^1(\mathbb{R}^\nu)$. Prove that as distribution inequalities if $(\nabla - ia)^2 u \in L^1_{\text{loc}}$ and $u \in L^1_{\text{loc}}$, then

$$\Delta |u| \geq \text{Re}(\text{sgn}(u) (\nabla - ia)^2 u)$$  \hspace{1cm} (7.6.125)

by following the proof in Problem 1.

4. Let $\vec{a} \in C^1(\mathbb{R}^\nu)$, $V \geq 0$, $V \in L^2_{\text{loc}}(\mathbb{R}^\nu)$. By following the proof in Problem 2, prove that $(i\nabla - a)^2 + V$ is essentially self-adjoint on $C_0^\infty(\mathbb{R}^\nu)$.

5. (a) Verify (7.6.15) where the integral is a norm convergence Riemann improper integral (Riemann for $\int_0^R$ and the $\lim_{R \to \infty}$).

(b) Prove (7.6.16) holds even with a $\| \cdot \|$-limit. \textit{(Hint: Spectral theorem.)}

6. Knowing (7.6.53) for all $\varphi \in C_0^\infty(\mathbb{R}^\nu)$, extend it to all $\varphi$ with $\varphi \in L^1_{\text{loc}}$ and $\Delta \varphi \in L^1_{\text{loc}}$.

7. Using the spectral theorem, prove for any positive self-adjoint operator $A$ and any dense subspace $D \subset \mathcal{H}$, one has that $e^{-tA}[D]$ is both a form and operator core for $A$.

8. (a) For any finite matrix $C$, prove that

$$\|e^{-tC} - 1 - tC\| = O(t^2)$$  \hspace{1cm} (7.6.126)

(b) For any finite matrices $A$ and $B$ on the same space, prove that

$$\|e^{-(A+B)/n} - e^{-A/n} e^{-B/n}\| = O(n^{-2})$$  \hspace{1cm} (7.6.127)

(c) For any finite matrices $C$, $D$, prove that

$$\|C^n - D^n\| \leq n\|C - D\|[\left(1 + \|C\|^n\right) \left(1 + \|D\|^n\right)]$$

(d) Prove that $\lim_{n \to \infty}\|e^{-(A+B)} - (e^{-A/n} e^{-B/n})^n\| = O(n^{-1})$ for finite matrices.
9. This problem will prove (7.6.100). Let $H_n$ be given by (7.6.99).

(a) Prove that $|H_n'(x)| \leq 1$.

(b) Prove that $H_n(x) \to 0$ pointwise.

(c) Conclude for each $R$

$$\limsup_{n \to \infty} \sup_{0 \leq x \leq R} |H_n(x)| = 0$$

(*Hint: Equicontinuity.*)

(d) Prove (7.6.100).


11. Complete the proof of (7.6.102).

12. For $V \geq 0$ with $V \in L^\infty$ and $e^{-tA}$ positivity-preserving, use the Trotter product formula to prove that for $f \geq 0$, we have

$$0 \leq e^{-t(A+V)} f \leq e^{-tA} f$$

13. Use the Kato–Trotter product formula (Theorem 7.6.16) to go from (7.6.92) to (7.6.112).

14. Verify the equality (7.6.108) when each $f_j$ is 1 or an $x_\ell (\ell = 1, 2, \ldots, \nu)$ and all but one or two are 1’s.

15. Show how to go from (7.6.109) for $V$ a continuous function of compact support to $V \geq 0$ in $L^1_{\text{loc}}(\mathbb{R}^\nu)$.

16. Given (7.6.114) and (7.6.115), prove (7.6.95) and (7.6.113) for finite matrices.

17. (a) Let $A, B$ be positive, self-adjoint generators of positivity-preserving semigroups with

$$f \geq 0 \Rightarrow e^{-tA} f \leq e^{-tB} f \quad (7.6.128)$$

Let $V$ be a multiplication operator. Prove that for any function $f$ in $L^2$ and $\alpha > 0$

$$\|V(A + \alpha)^{-1} f\| \leq \|V(B + \alpha)^{-1} f\| \quad (7.6.129)$$

(b) Prove that if $V$ is relatively $B$ bounded, it is relatively $A$-bounded with no larger $A$-bound.

(c) Prove if $V_+ \geq 0$, $V_+ \in L^2_{\text{loc}}(\mathbb{R}^\nu)$, $V_- \in L^q_u(\mathbb{R}^\nu)$ with $q \geq 2$ if $\nu = 3$ and $q > \frac{\nu}{2}$ if $\nu \geq 4$ (see (7.6.94)), then $-\Delta + V_+ - V_-$ is essentially self-adjoint on $C_0^\infty(\mathbb{R}^\nu)$.

**Remark.** (b) is called the Davies–Faris theorem after Davies [146] and Faris [193].
7.7. Self-adjointness and the Moment Problem

In Sections 4.17 and 5.6 of Part 1, we looked at the following question: Given real numbers, \( \{c_n\}_{n=0}^{\infty} \), with \( c_0 = 1 \), when is there a probability measure, \( d\mu \), with \( \text{supp}(d\mu) \) not a finite set (aka \( \mu \) is non-trivial) and

\[
\int |x|^n \, d\mu(x) < \infty \tag{7.7.1}
\]

for all \( n \) so that

\[
c_n = \int x^n \, d\mu(x) \tag{7.7.2}
\]

For obvious reasons, this is called the moment problem. The Hausdorff moment problem is the case \( \text{supp}(d\mu) \subset [0,1] \), the Stieltjes moment problem is the case \( \text{supp}(d\mu) \subset [0,\infty) \), and the Hamburger moment problem is \( \text{supp}(d\mu) \subset \mathbb{R} \). The Hausdorff problem was studied in Section 4.17 of Part 1, while the other two in Section 5.6 of Part 1. We also suppose \( d\mu \) is nondegenerate, that is, not supported on a finite set of points.

Uniqueness of solutions is easy in the Hausdorff case because polynomials are \( \| \cdot \|_{\infty} \)-dense in \( C([0,1]) \), but it is not necessarily true for either the Hamburger or Stieltjes moment problems. Example 5.6.5 of Part 1 noted that \( c_n = \exp(\frac{1}{4}n^2 + \frac{1}{2}n) \) had multiple solutions. While we had complete results on existence for these problems, we barely understood the uniqueness (aka determinate) and nonuniqueness (aka indeterminate) problems. In this section, we’ll see the Hamburger and Stieltjes moment problems can be rephrased as self-adjointness problems, which will not only allow us to recover the existence results but also to partially understand uniqueness in terms of the von Neumann (for the Hamburger problem) and Birman–Krein–Vishik (for the Stieltjes problem) theories of self-adjoint extensions of real and positive self-adjoint operators.

Given a set of moments, \( \{c_n\}_{n=0}^{\infty} \), we say it obeys the Hamburger moment condition if and only if for all \( n \) and all \( \zeta \in \mathbb{C}^n \setminus \{0\} \), we have

\[
\sum_{j,k=1}^{n} c_{j+k-2} \bar{\zeta}_j \zeta_k > 0 \tag{7.7.3}
\]

If it obeys this condition and also

\[
\sum_{j,k=1}^{n} c_{j+k-1} \bar{\zeta}_j \zeta_k > 0 \tag{7.7.4}
\]

we say \( \{c_n\}_{n=0}^{\infty} \) obeys the Stieltjes moment condition. In Section 4.17 of Part 1 (see Lemma 4.17.2 of Part 1), it is proven these conditions are equivalent to strict positivity of certain determinants.
It is immediate that these conditions are necessary for the Hamburger (respectively, Stieltjes) problems to have solutions, for if $c_n$ obeys (7.7.2), then
\[
\sum_{j,k=1}^{n} c_{j+k-2} \bar{\zeta}_j \zeta_j = \int \left| \sum_{j=1}^{n} \zeta_j x^{j-1} \right|^2 d\mu(x)
\]
(7.7.5)
\[
\sum_{j,k=1}^{n} c_{j+k-1} \bar{\zeta}_j \zeta_j = \int x \left| \sum_{j=1}^{n} \zeta_j x^{j-1} \right|^2 d\mu(x)
\]
(7.7.6)

Here is the key that relates these problems to operators on a Hilbert space:

**Theorem 7.7.1.** Let $\{c_n\}_{n=0}^{\infty}$ be a set of moments obeying the Hamburger moment condition. Let $\mathcal{P}$ be the family of complex polynomials $\{\sum_{j=1}^{n} \zeta_j X^{j-1} \mid \zeta \in \mathbb{C}^n; n = 0, 1, 2, \ldots\}$. Define a sesquilinear form on $\mathcal{P}$ by
\[
\langle \sum_{j=1}^{n} \zeta_j X^{j-1}, \sum_{k=1}^{m} \omega_k X^{k-1} \rangle = \sum_{j=1}^{n} \bar{\zeta}_j \omega_k c_{j+k-2}
\]
(7.7.7)

Then $\langle \cdot, \cdot \rangle$ is an inner product and the completion, $\mathcal{H}$, of $\mathcal{P}$ is an infinite-dimensional Hilbert space. If $A$ is the operator with $D(A) = \mathcal{P}$ and
\[
A[P(X)] = XP(X)
\]
(7.7.8)
then $A$ is a Hermitian operator. If $C$ is the map on $\mathcal{P}$,
\[
C\left(\sum_{j=1}^{n} \zeta_j X^{j-1}\right) = \sum_{j=1}^{n} \bar{\zeta}_j X^{j-1}
\]
(7.7.9)
then $C$ is a complex conjugation, $C: D(A) \to D(A)$, and
\[
C(A\varphi) = A(C\varphi)
\]
(7.7.10)
If $\{c_n\}_{n=0}^{\infty}$ also obeys the Stieltjes moment condition, then for all $\varphi \in D(A)$,
\[
\langle \varphi, A\varphi \rangle \geq 0
\]
(7.7.11)
In both cases, if $\varphi_0$ is the polynomial, 1, (i.e. $X^0$), then $\varphi_0 \in D(A^n)$ for all $n$ and
\[
\langle \varphi_0, A^n\varphi_0 \rangle = c_n
\]
(7.7.12)

**Proof.** Positivity of the putative inner product is trivially implied by (7.7.3). This also implies $\zeta \in \mathbb{C}^n \setminus \{0\}$ means $\|\sum_{j=0}^{n} \zeta_j X^{j-1}\| \neq 0$ so $\{X^j\}_{j=0}^{\infty}$ are independent, implying that $\mathcal{H}$ has infinite dimension. That $A$ is Hermitian and $C$ a conjugation obeying (7.7.10) is a direct calculation, as are (7.7.11) and (7.7.12).
From this follows the existence result:

**Theorem 7.7.2.** Let \( \{c_n\}_{n=0}^\infty \) be a sequence of reals that has \( c_0 = 1 \) and which obeys the Hamburger moment condition. Then there is a nontrivial measure, \( d\mu \), on \( \mathbb{R} \) obeying (7.7.2), that is, the Hamburger moment problem is solvable. If \( \{c_n\}_{n=0}^\infty \) obeys the Stieltjes moment condition, there is a nontrivial measure, \( d\mu \), on \([0, \infty)\) obeying (7.7.2).

**Remark.** If instead of a set of moments, we are given a tridiagonal Jacobi matrix, we can define \( A \) on finite sequences and so have (7.7.10) and so an extension of Favard’s theorem (Theorem 4.1.3).

**Proof.** In the Hamburger case, the operator, \( A \), of the last theorem is Hermitian and obeys (7.7.10). Thus, by Corollary 7.4.3, \( A \) has a self-adjoint extension, \( B \). Let \( d\mu \) be the spectral measure for \( B \) with vector \( \varphi_0 \). Then, since \( \varphi_0 \in D(A^n) \) for all \( n \), it is in \( D(B^n) \) for all \( n \) and \( A^n \varphi_0 = X^n = B^n \varphi_0 \). Thus,

\[
c_n = \langle \varphi_0, A^n \varphi_0 \rangle = \langle \varphi_0, B^n \varphi_0 \rangle = \int x^n \, d\mu(x) \quad (7.7.13)
\]

If \( \mu \) were trivial, say \( \text{supp}(d\mu) = \{ \lambda_j \}_{j=1}^J \), then \( P(X) \equiv \prod_{j=1}^J (X - \lambda_j) \) has zero \( L^2(\mathbb{R}, d\mu) \)-norm so \( \|P\|^2 = 0 \), contrary to strict positivity in the Hamburger condition.

For the Stieltjes case, \( A \) is positive, so it has a positive self-adjoint extension (by Theorem 7.5.19). The above argument showing (7.7.13) still holds, but now \( d\mu \) is supported on \( \sigma(B) \subset [0, \infty) \) since \( B \geq 0 \).

Our next goal will be to prove

**Theorem 7.7.3.** Let \( \{c_n\}_{n=0}^\infty \) with \( c_0 = 1 \) obey the Hamburger moment condition and let \( A \) be the operator (7.7.8). Then the solution of (7.7.2) is unique if and only if \( A \) has a unique self-adjoint extension (equivalently, \( A \) is essentially self-adjoint).

While at first sight this seems obvious, both directions have subtleties. If \( A \) has two different self-adjoint extensions, \( B \) and \( C \), then there are spectral measures, \( d\mu^B_{\varphi_0} \) and \( d\mu^C_{\varphi_0} \), solving (7.7.2). But just because \( B \neq C \), do we know that the measures are distinct? On the other hand, if \( A \) has a unique self-adjoint extension, that says there is a unique measure solving (7.7.2) constructed by this procedure. But how do we know there aren’t others? Indeed, as we’ll see, in case there are multiple self-adjoint extensions, there are many solutions besides those that come from self-adjoint extensions. So we develop some machinery.

**Definition.** A solution, \( d\mu \), of (7.7.2) which comes as the spectral measure of a self-adjoint extension of \( A \) is called a von Neumann solution.
For now, we note that since $\mathcal{H} = L^2(\mathbb{R}, d\mu)$ and $D(A)$ is the set of polynomials in $x$ and is dense in $\mathcal{H}$, for any von Neumann solution, $d\mu$, the polynomials in $x$ are dense in $L^2(\mathbb{R}, d\mu)$. We’ll eventually prove the converse is true and, in particular, if there are multiple solutions of the moment problem, there are solutions where the polynomials are not dense in $L^2(\mathbb{R}, d\mu)$.

We begin by writing a matrix form for $A$. The arguments in Section 4.1 that led to (4.1.7) and (4.1.23) only depended on $p_n(x)$ being the orthonormal set obtained by applying Gram–Schmidt to $1, x, x^2, \ldots$. If we look at $\mathcal{H}$ and elements $1, X, X^2, \ldots$, we get by the same method an orthonormal basis (since polynomials are dense in $\mathcal{H}$), $\{p_n(X)\}_{n=0}^\infty$, and Jacobi parameters, $\{a_n, b_n\}_{n=1}^\infty$, so that

$$A[p_n(X)] = a_{n+1}p_{n+1}(X) + b_{n+1}p_n(X) + a_np_{n-1}(X)$$

(7.7.14)

where we set

$$a_0 = 1, \quad p_{-1}(X) = 0$$

(7.7.15)

Thus, $A$ is given by a Jacobi matrix (of the form (4.1.13)), albeit one that might be unbounded.

Thus, we can view $\mathcal{H}$ as $\ell^2(\mathbb{Z}_+)$ so that

$$\{s_n\}_{n=0}^\infty \longleftrightarrow \sum_{n=0}^\infty s_np_n(X)$$

(7.7.16)

and

$$D(A) = \{s \mid \text{for some } N, s_k = 0 \text{ for } k \geq N\}$$

(7.7.17)

Notice that for any sequence $\{s_n\}_{n=0}^\infty$, we can define a new sequence (where $s_{-1} = 0$)

$$F(s)_n = a_{n+1}s_{n+1} + b_{n+1}s_n + a_ns_{n-1}$$

(7.7.18)

We also want to discuss Wronskians: Given any two sequences, $\{s_n\}_{n=0}^\infty, \{t_n\}_{n=0}^\infty$, we define

$$W(s, t)_n = a_{n+1}(s_{n+1}t_n - s_nt_{n+1})$$

(7.7.19)

We have, as usual,

$$a_{n+1}s_{n+1} + c_ns_n + a_ns_{n-1} = 0, \quad a_{n+1}t_{n+1} + d_nt_n + a_nt_{n-1} = 0$$

(7.7.20)

$$\Rightarrow W(s, t)_n - W(s, t)_{n-1} = (d_n - c_n)s_nt_n$$

(7.7.21)

(by multiplying the first equation in (7.7.20) by $t_n$ and the second by $s_n$ and subtracting). In particular, if for all $n, d_n = c_n$, then $W$ is constant.

This lets us describe $D(A^*)$.
Proposition 7.7.4. We have that
\[ D(A^*) = \{ s \in \ell^2 \mid \mathcal{F}(s) \in \ell^2 \} \] (7.7.22)
with
\[ A^* s = \mathcal{F}(s) \] (7.7.23)
for all \( s \in D(A^*) \). Moreover, if \( s, t \in D(A^*) \), we have that
\[ \lim_{n \to \infty} W(\bar{s}, t)_n = \langle A^* s, t \rangle - \langle s, A^* t \rangle \] (7.7.24)

Remark. (7.7.24) includes that the limit exists if \( s, t \in D(A^*) \).

Proof. For any finite sequence, \( \{ t_n \}_{n=0}^{\infty} \) (i.e., for some \( N, t_n = 0 \) if \( n \geq N \)), and any sequence \( \{ s_n \}_{n=0}^{\infty} \), define
\[ \langle s, t \rangle = \sum_{n=0}^{\infty} \bar{s}_n t_n \] (7.7.25)
Then for any finite sequence \( t \) (which lies in \( D(A) \)), we have
\[ \langle s, At \rangle = \langle \mathcal{F}(s), t \rangle \] (7.7.26)
for every sequence \( s \)! This is just a summation by parts.

If \( s, \mathcal{F}(s) \in \ell^2 \), (7.7.26) says \( s \in D(A^*) \) and \( A^* s = \mathcal{F}(s) \). Conversely, if \( s \in D(A^*) \) and \( A^* s = \eta \), (7.7.26) implies
\[ \langle \mathcal{F}(s) - \eta, t \rangle = 0 \] (7.7.27)
for all finite sequences, so taking \( t_n = \delta_{jn} \), we see \( \eta = \mathcal{F}(s) \), so \( \mathcal{F}(s) \in \ell^2 \).

By the calculation that led to (7.7.21), we have for any sequences, \( s, t \), that
\[ W(\bar{s}, t)_n - W(\bar{s}, t)_{n-1} = \overline{\mathcal{F}(s)}_n t_n - \bar{s}_n \mathcal{F}(t)_n \] (7.7.28)
(with \( W(\bar{s}, t)_{-1} \) interpreted as 0). Thus, for any \( s, t \) and any \( N \),
\[ \sum_{n=0}^{N} \overline{\mathcal{F}(s)}_n t_n - \bar{s}_n \mathcal{F}(t)_n = W(\bar{s}, t)_0 + \sum_{n=1}^{N} W(\bar{s}, t)_n - W(\bar{s}, t)_{n-1} = W(\bar{s}, t)_N \] (7.7.29)
If \( s, t \in D(A) \), the left side of (7.7.29) converges to \( \langle A^* s, t \rangle - \langle s, A^* t \rangle \), which yields (7.7.24). \[\square\]

This looks, of course, like a discrete analog of (7.4.34). Much of the theory below is essentially a discrete version of the Weyl limit point/limit circle analysis of Theorem 7.4.12.

While \( X \) in \( p_n(X) \) is a dummy variable, we see that putting \( z = X \) (with \( z \in \mathbb{C} \)) that (7.7.14) says that
\[ u_n = \begin{cases} p_n(z), & n \geq 0 \\ 0, & n = -1 \end{cases} \] (7.7.30)
obeys \((a_0 = 1)\)
\[
a_{n+1}u_{n+1} + b_{n+1}u_n + a_nu_{n-1} = zu_n, \quad n = 0, 1, 2, \ldots
\] (7.7.31)
and is (by induction) the unique solution with
\[
u_{-1} = 0, \quad u_0 = 1
\] (7.7.32)
We define functions \(\{q_n(z)\}_{n=-1}^\infty\) so that for each \(z\), \(u_n = q_n(z)\) solves (7.7.31) with initial conditions
\[
u_{-1} = -1, \quad u_0 = 0
\] (7.7.33)
Notice that
\[
q_1(z) = a_{-1}^{-1}
\] (7.7.34)
and then, by induction, \(q_n(z)\) is a polynomial of degree \(n - 1\). They are called \(polynomials\ \text{of the second kind}\. \hfill \square
\]

**Proposition 7.7.5.** \(q_n(z)\) is a polynomial of degree \(n - 1\) for \(n \geq 1\). We have, for all \(n \geq 0\), that
\[
a_n[q_n(z)p_{n-1}(z) - q_{n-1}(z)p_n(z)] = 1
\] (7.7.35)

**Proof.** By (7.7.20)/(7.7.21), the left side of (7.7.35) is \(n\)-independent. When \(n = 0\), \(a_0 = 1\), \(q_{-1} = -1\), \(p_0 = 1\), \(q_0 = 0\), so the combination is 1. \hfill \square

Given a polynomial, \(P(X)\), we define \(E_X(P(X))\) to be the result of replacing \(X^k\) by \(c_k\) (so \(E_X\) is a linear functional on the polynomials).

**Proposition 7.7.6.** For \(n \geq 0\),
\[
E_X\left(\frac{p_n(X) - p_n(Y)}{X - Y}\right) = q_n(Y)
\] (7.7.36)

**Remark.** Since
\[
\frac{X^k - Y^k}{X - Y} = \sum_{j=0}^{k-1} X^{k-1-j} Y^j
\] (7.7.37)
\((p_n(X) - p_n(Y))/(X - Y)\) is a polynomial in \(X\).

**Proof.** Use \(r_n(Y)\) for the left side of (7.7.36) and set \(r_{-1}(X) = 0\). Using the recursion relations for \(p_n(X)\) and \(p_n(Y)\), we see
\[
a_{n+1}r_{n+1}(Y) + b_{n+1}r_n(Y) + a_nr_{n-1}(Y)
\]
\[
= E_X\left(\frac{Xp_n(X) - Yp_n(Y)}{X - Y}\right) = E_X\left(\frac{Yp_n(X) - Yp_n(Y)}{X - Y} + p_n(X)\right)
\]
\[
= Yr_n(Y) + \delta_{n0}
\] (7.7.38)
Define \( \tilde{r}_n \) to be \( r_n \) for \( n \geq 0 \) with \( \tilde{r}_n = -1 \). Since \( a_0 \tilde{r}_{n+1} = 1 \), for \( n = 0 \), we bring \( \delta_{n0} \) to the left side of (7.7.27) and so that \( \tilde{r}_n(z) \) solves (7.7.31) with (7.7.39)

(since \( p_0(X) - p_0(Y) = 0 \)). Thus, \( \tilde{r}_n = q_n \), so \( r_n = q_n \) for \( n \geq 0 \).

\( q \) enters because of the following result:

**Theorem 7.7.7.** Let \( \mu \) solve (7.7.2). For \( z \in \mathbb{C} \setminus \mathbb{R} \), define

\[
m_{\mu}(z) = \int \frac{d\mu(x)}{x - z} \tag{7.7.40}
\]

Then

\[
\langle p_n, (\cdot - z)^{-1} \rangle_{L^2(d\mu)} = q_n(z) + m_\mu(z)p_n(z) \tag{7.7.41}
\]

In particular,

\[
\sum_{n=0}^{\infty} |q_n(z) + m_\mu(z)p_n(z)|^2 \leq \frac{\text{Im} m_\mu(z)}{\text{Im} z} \tag{7.7.42}
\]

with equality if \( \mu \) is a von Neumann solution (indeed, if \( \{p_n(x)\}_{n=0}^{\infty} \) is a basis for \( L^2(d\mu) \)).

**Remarks.** 1. We’ll see later that if \( \mu \) is not a von Neumann solution, then one has \(< \) in (7.7.42) for every \( z \in \mathbb{C} \setminus \mathbb{R} \) so, in particular, \( \{p_n(x)\}_{n=0}^{\infty} \) is a basis if and only if \( \mu \) is a von Neumann solution.

2. Fix \( z \). Writing \( \zeta = \kappa + i\lambda \), we see that any inequality like (7.7.42) if \( p(z), q(z) \) are both \( L^2 \) is a quadratic expression of the form (\( A, B, C, D \) real, \( A > 0 \))

\[
A(\kappa^2 + \lambda^2) + B\kappa + C\lambda \leq D \tag{7.7.43}
\]

Such a quadratic expression either has no solutions, one solution, or a disk of solutions (with equality on the boundary of the disk). We’ll see later in the indeterminate case that the solutions are a positive radius disk. The von Neumann solutions will fill the entire circle and all solutions the entire disk.

**Proof.** Since \( p_n(x) \) is a real polynomial, we have that

\[
\langle p_n, (\cdot - z)^{-1} \rangle = \int \frac{p_n(x)}{x - z} \, d\mu(x) \tag{7.7.44}
\]

\[
= \int \frac{p_n(x) - p_n(z)}{x - z} \, d\mu(x) + m_\mu(z)p_n(z) \tag{7.7.45}
\]

\[
= q_n(z) + m_\mu(z)p_n(z) \tag{7.7.46}
\]

We claim next that

\[
\left\| \frac{1}{x - z} \right\|^2 = \frac{\text{Im} m_\mu(z)}{\text{Im} z} \tag{7.7.47}
\]
for \( \text{Im}(1/(x-z)) = \text{Im} z/|x-z|^2 \). Thus, (7.7.42) is just Bessel’s inequality
and the equality is just Parseval’s equality. \( \square \)

For any \( z \in \mathbb{C} \), we define sequences, \( \pi(z), \xi(z) \), by
\[
\pi(z)_n = p_n(z), \quad \xi(z)_n = q_n(z) \quad (7.7.48)
\]

The following is a discrete analog of part of the Weyl limit point/limit circle
result:

**Theorem 7.7.8.** Fix \( z_0 \in \mathbb{C} \setminus \mathbb{R} \). Then the following are equivalent:

1. The Jacobi matrix, \( A \), is not essentially self-adjoint.
2. \( \pi(z_0) \in \ell^2 \).
3. \( \xi(z_0) \in \ell^2 \).
4. Both \( \pi(z_0) \) and \( \xi(z_0) \) are in \( \ell^2 \).

If these conditions hold, \( A \) has deficiency indices \((1,1)\) and for all \( z_0 \in \mathbb{C} \setminus \mathbb{R} \),
\( \pi(z_0), \xi(z_0) \) lie in \( D(A^*) \setminus D(A) \) and
\[
D(A^*) = D(A) + [\pi(z_0)] + [\xi(z_0)] \quad (7.7.49)
\]

**Proof.** (1) \( \iff \) (2). By Proposition 7.7.4, \((A^* - z_0)u = 0\) is equivalent to
(7.7.31) for \( z = z_0 \) and \( u_{-1} = 0 \). Thus, \( u_n = c \pi_n(z_0) \), that is,
\[
\text{Ker}(A^* - z_0) \neq \{0\} \iff \pi(z_0) \in \ell^2 \quad (7.7.50)
\]

Since
\[
\text{Ker}(A^* - z_0) = \{0\} \iff \text{Ker}(A^* - \bar{z}_0) = \{0\} \quad (7.7.51)
\]
(by the existence of a complex conjugation), (7.7.50) shows (1) \( \iff \) (2).

(2) \( \iff \) (3). Since (7.7.22) has (von Neumann) solutions, \( \mu \), with \( m_\mu(z_0) \neq 0 \)
(since \( \text{Im} m_\mu(z_0) > 0 \)), we know for some \( w_0 \neq 0 \),
\[
\xi(z_0) + w_0 \pi(z_0) \in \ell^2 \quad (\text{by } 7.7.42)
\]

Thus, \( \xi(z_0) \in \ell_2 \iff \pi(z_0) \in \ell_2 \).

(2) \( \iff \) (4). Immediate from (4) \( \equiv \) (2) + (3) plus (2) \( \iff \) (3).

Since \( \text{Ker}(A^* - z_0) \) is given by (7.7.50), its dimension is 1 if \( \pi(z_0) \in \ell^2 \),
that is, if \( A \) is not essentially self-adjoint, this dimension is always 1. Fix
\( z \in \mathbb{C} \setminus \mathbb{R} \). Then \( \pi(z_0), \xi(x_0) \in \ell_2 \). Since \( \mathcal{F}(\pi(z_0)) = z_0 \pi(z_0) \) and \( \mathcal{F}(\xi(z_0)) = z_0 \xi(z_0) + \delta_{00} \),
by Proposition 7.7.4, \( \pi(z_0), \xi(z_0) \in D(A^*) \). By (7.7.24) and
(7.7.35),
\[
\langle A^* \xi(z_0), \pi(z_0) \rangle - \langle \xi(z_0), A^* \pi(z_0) \rangle = 1 \neq 0 \quad (7.7.52)
\]
This implies \( \pi(z_0), \xi(z_0) \) are not in \( D(A) \). Indeed, they are linearly
independent in \( D(A^*) \setminus D(A) \) (Problem 1). This proves (7.7.49) since
\( \dim(D(A^*)/D(A)) = 2 \). \( \square \)
7.7. The Moment Problem

Proof of Theorem 7.7.3. If $A$ is essentially self-adjoint, by the above, for any $z_0 \in \mathbb{C} \setminus \mathbb{R}$, $\xi(z_0) + w\pi(z_0) \in \ell^2$ for a unique $w$ (or else $\pi \in \ell^2$). Thus, for any two solutions of the moment problem, $\mu, \nu$,

$$\int \frac{d\mu(x)}{x - z} = \int \frac{d\nu(x)}{x - z} \quad (7.7.53)$$

for all $z \in \mathbb{C} \setminus \mathbb{R}$, which implies that $d\mu = d\nu$ by Theorem 2.5.4 of Part 3.

If $A$ is not essentially self-adjoint, and if the spectral measures, $\mu, \nu$, for two self-adjoint extensions, $B$ and $C$, are the same, we have

$$\langle \varphi_0, (B - z)^{-1}\varphi_0 \rangle = m_\mu(z) = \langle \varphi_0, (C - z)^{-1}\varphi_0 \rangle \quad (7.7.54)$$

By (7.7.41) and the completeness of $\{p_n\}_{n=0}^\infty$, we see that

$$(B - z)^{-1}\varphi_0 = (C - z)^{-1}\varphi_0 \quad (7.7.55)$$

Since this is true for all $z$ in $\mathbb{C} \setminus \mathbb{R}$ and polynomials in $(x\pm i)^{-1}$ are $\| \cdot \|_\infty$-dense in $C_\infty(\mathbb{R})$, we see that

$$f(B)\varphi_0 = f(C)\varphi_0 \quad (7.7.56)$$

for all such $f$. In particular,

$$(B - z)^{-1}p_n(A)\varphi_0 = (C - z)^{-1}p_n(A)\varphi_0 \quad (7.7.57)$$

for all $p_n$ (using $p_n(A)\varphi_0 = p_n(B)\varphi_0 = p_n(C)\varphi_0$). Thus,

$$(B - z)^{-1} = (C - z)^{-1} \quad (7.7.58)$$

implying $B = C$. Thus, distinct self-adjoint extensions must have distinct spectral measures, and so (7.7.2) has multiple solutions.

We next want to focus on the structure of the solutions in the indeterminate case. We’ll show in that case the von Neumann solutions are all pure point measures, that the set of all solutions is infinite-dimensional, and that for non-von Neumann solutions (for which we’ll find many), the polynomials are not a basis and one has strict inequality in (7.7.42) at every point/limit circle theory, it is not surprising it is a variation of parameters.

Fix $z_0 \in \mathbb{C}$. Given an arbitrary sequence, $\{x_n\}_{n=-1}^\infty$, we can define $\alpha_n(x), \beta_n(x)$, $n = -1, 0, 1, \ldots$, by

$$\begin{pmatrix} x_{n+1} \\ x_n \end{pmatrix} = \alpha_n \begin{pmatrix} p_{n+1}(z_0) \\ p_n(z_0) \end{pmatrix} + \beta_n \begin{pmatrix} q_{n+1}(z_0) \\ q_n(z_0) \end{pmatrix} \quad (7.7.59)$$

Since

$$W(q(z_0), p(z_0))_n = 1 \quad (7.7.60)$$
\((p_{n+1})\) and \((q_{n+1})\) are independent in \(\mathbb{C}^2\) and so, such an expansion is possible. Indeed, by (7.7.60)

\[\alpha_n = W(q(z_0), x)_n, \quad \beta_n = -W(p(z_0), x)_n\]  

(7.7.61)

**Proposition 7.7.9.** For any moment problem (i.e., not just indeterminate), fix \(z, z_0 \in \mathbb{C}\). If \(p_n(z)\) or \(q_n(z)\) is expanded in \(\alpha_n, \beta_n\) associated to (7.7.59) (i.e., with \(z_0\)), then

\[
\begin{pmatrix}
\alpha_{n+1} \\
\beta_{n+1}
\end{pmatrix} = \left[1 + (z - z_0)S_n(z_0)\right]
\begin{pmatrix}
\alpha_n \\
\beta_n
\end{pmatrix}
\]  

(7.7.62)

where

\[
S_n(z_0) = \begin{pmatrix}
q_n(z_0)p_n(z_0) & q_n(z_0)q_n(z_0) \\
-p_n(z_0)p_n(z_0) & -p_n(z_0)q_n(z_0)
\end{pmatrix}
\]  

(7.7.63)

and

\[
(\alpha_{-1}, \beta_{-1}) = (1, 0) \text{ for } p(z); \quad = (0, 1) \text{ for } q(z)
\]  

(7.7.64)

One has

\[S_n^2 = \det(S_n) = \text{Tr}(S_n) = 0\]  

(7.7.65)

**Proof.** (7.7.62)/(7.7.63) is a simple calculation (Problem 2) using (7.7.19) and the difference equation (7.7.31) for \(z, z_0\). (7.7.64) is immediate from (7.7.59) and that the boundary conditions for \(p, q\) are \(z\)-independent. (7.7.65) is an immediate calculation.

**Theorem 7.7.10.** Suppose at some \(z_0, \pi(z_0)\) and \(\xi(z_0)\) are both in \(\ell^2\). Then

(a) With \(S\) given by (7.7.63), we have that

\[
\sum_{n=-1}^{\infty} \|S_n(z_0)\| < \infty
\]  

(7.7.66)

(b) For all \(z \in \mathbb{C}\), \(\pi(z), \xi(z)\) are in \(\ell^2\).

(c) \(T_\infty(z) = \lim_{n \to \infty} (1 + (z - z_0)S_n(z_0)) \ldots (1 + (z - z_0)S_{-1}(z_0))\)

(7.7.67)

exists and defines an entire analytic \(2 \times 2\) matrix-valued function.

(d) \(\det(T_\infty(z)) = 1\).

**Remark.** Thus, if \(A\) is not essentially self-adjoint, we have \(\pi(z), \xi(z)\) in \(\ell^2\) for all \(z \in \mathbb{C}\), not just \(z \in \mathbb{C} \setminus \mathbb{R}\).

**Proof.** (a) As products of \(\ell^2\) sequences, the matrix elements in (7.7.63) are \(\ell^1\).

(b) We note that

\[\|1 + (z - z_0)S_n(z_0)\| \leq e^{\|S_n(z_0)\| |z - z_0|}\]  

(7.7.68)
so by (7.7.62),
\[
\begin{pmatrix} \alpha_{n+1} \\ \beta_{n+1} \end{pmatrix} \leq e^{cS_n(z_0)} \begin{pmatrix} \alpha_n \\ \beta_n \end{pmatrix}
\] (7.7.69)
Thus, by (7.7.66) and (7.7.67), \( C = \sup_n (|\alpha_n| + |\beta_n|) < \infty \), so
\[
|p_n(z)| \leq C(|p_n(z_0)| + |q_n(z_0)|)
\] (7.7.70)
and \( p(z_0), q(z_0) \in \ell^2 \) implies \( p(z), q(z) \in \ell_2 \).

(c) Let \( T_n(z) \) be the product in (7.7.13). Then, using (7.7.68),
\[
\|T_{n+1}(z) - T_n(z)\| \leq \|z - z_0\| S_{n+1}(z_0) \| \exp\left( |z - z_0| \sum_{j=1}^n |S_j(z_0)| \right) \] (7.7.71)
proving that \( T_n \) is Cauchy (on account of (7.7.66)). The convergence is uniform in \( z \) for \( z \) in any compact subset of \( C \). Since the \( T_n \) are polynomials in \( z \), the limit is entire analytic.

(d) If \( \det(C) = \text{Tr}(C) = 0 \) for \( 2 \times 2 \) matrices, then
\[
\det(1 + C) = 1 + \text{Tr}(C) + \det(C) = 1
\] (7.7.72)
so \( \det(1 + (z - z_0)S_n(z_0)) = 1 \). Thus, \( \det(T_n(z)) = 1 \) so \( \det(T_\infty(z)) = 1 \). □

We now specialize to \( z_0 = 0 \). Thus, \( A^*\pi(0) = 0, \ A^*\xi(0) = \delta_0 \), so we can apply Theorem 7.4.7 with \( \psi = \pi(0), \varphi = \xi(0) \). The self-adjoint extensions, \( B_t \), of \( A \) are indexed by \( t \in \mathbb{R} \cup \{\infty\} \) with
\[
D(B_t) = D(A) + [\xi(0) + t\pi(0)]
\] (7.7.73)
(with \( [\xi(0) + t\pi(0)] \) interpreted as \( [\pi(0)] \) if \( t = \infty \)). We’ll let \( \mu_t \) be the corresponding von Neumann solution and \( m_t \) its Stieltjes transform.

**Proposition 7.7.11.** (a) \( \varphi \in D(A^*) \setminus D(A) \) lies in \( D(B_t) \) if and only if
\[
\lim_{n \to \infty} W(\xi(0), \varphi)_n = -t
\] (7.7.74)
(b) If \( \varphi \in D(A^*) \setminus D(A) \) and \( \alpha, \beta \) are defined by (7.7.59) (with \( z_0 = 0 \) and \( x = \varphi \)), then \( \lim \alpha_n = \alpha_\infty \) and \( \lim \beta_n = \beta_\infty \) exist, both are not zero and \( \varphi \in D(B_t) \) if and only if
\[
\alpha_\infty = t\beta_\infty
\] (7.7.75)
**Proof.** (a) Since \( D(A^*) = D(A) + [\xi(0) + [\pi(0)] \), we can write
\[
\varphi = \eta + a\xi(0) + b\pi(0)
\] (7.7.76)
for some \( \eta \in D(A) \) and \( (a, b) \in \mathbb{C}^2 \setminus (0, 0) \). By (7.7.24) and the reality of \( \pi(0) \) and \( \xi(0) \) and (7.7.35), we get
\[
b = \lim_{n \to \infty} W(\xi(0), \varphi)_n, \quad a = \lim_{n \to \infty} -W(\pi(0), \varphi)_n
\] (7.7.77)
Thus, \( a\xi(0) + b\pi(0) = a(\xi(0) + t\pi(0)) \) if and only if (7.7.74) holds.
(b) This follows from (a) and \((7.7.61)\). □

Now define \(A(z), B(z), C(z), D(z)\) by

\[
T_\infty(z, z_0 = 0)^{-1} = \begin{pmatrix}
C(z) & A(z) \\
-D(z) & -B(z)
\end{pmatrix}
\]

(7.7.78)

Since \(\det(T_\infty(z)) = 1\), it is always invertible, and since \(T_\infty(z)\) are entire, so are \(A, B, C, D\).

**Theorem 7.7.12.** We have that

\[
A(z)D(z) - B(z)C(z) = 1
\]

(7.7.79)

For each \(t \in \mathbb{R} \cup \{\infty\}\) and \(z \in \mathbb{C} \setminus \mathbb{R}\),

\[
m_t(z) = -\frac{C(z)t + A(z)}{D(z)t + B(z)}
\]

(7.7.80)

**Proof.** Let

\[
(B_t - z)^{-1}\delta_0 = \eta_t(z)
\]

(7.7.81)

Then

\[
(A^* - z)\eta_t(z) = \delta_0
\]

(7.7.82)

so

\[
\eta_t(z) - \xi(z) \in \text{Ker}(A^* - z) = [\pi(z)]
\]

(7.7.83)

By \((7.7.81)\)

\[
\langle \delta_0, \eta_t(z) \rangle = m_t(z)
\]

(7.7.84)

Since \(\langle \delta_0, \pi(z) \rangle = 0\), \(\langle \delta_0, \pi(z) \rangle = 1\), we see that

\[
\eta_t(z) = \xi(z) + m_t(z)\pi(z)
\]

(7.7.85)

It follows that

\[
\alpha_{-1} = m_t(z), \quad \beta_{-1} = 1
\]

(7.7.86)

so, by \((7.7.85)\),

\[
T_\infty(z, z_0 = 0)\begin{pmatrix} m_t(z) \\ 1 \end{pmatrix} = c_t(z)\begin{pmatrix} t \\ 1 \end{pmatrix}
\]

(7.7.87)

or, by \((7.7.78)\),

\[
\begin{pmatrix} m_t(z) \\ 1 \end{pmatrix} = c_t(z)\begin{pmatrix} C(z) & A(z) \\
-D(z) & -B(z) \end{pmatrix}\begin{pmatrix} t \\ 1 \end{pmatrix}
\]

(7.7.88)

which immediately yields \((7.7.80)\). □

**Theorem 7.7.13.** Suppose that \(\{c_n\}_{n=0}^\infty\) is a family of indeterminate Ham-
burger moments. Then

(a) For each \(t\), \(d\mu_t\) is a pure point measure. If \(x_0\) is a pure point of \(d\mu_t\), we have that

\[
\mu_t(\{x_0\}) = \frac{1}{\sum_{n=0}^\infty |p_n(x_0)|^2}
\]

(7.7.89)
7.7. The Moment Problem

(b) \( \sigma(B_t) \) is the set of pure points and each \( \lambda \in \sigma(B_t) \) is an eigenvalue of multiplicity 1. Moreover,

\[
\bigcup_{t \in \mathbb{R} \cup \{\infty\}} \sigma(B_t) = \mathbb{R} \quad (7.7.90)
\]

(c) For \( t_1 \neq t_2 \), \( \sigma(B_{t_1}) \cap \sigma(B_{t_2}) = \emptyset \).

(d) If \( x \in \mathbb{R} \setminus [\sigma(B_{t_1}) \cup \sigma(B_{t_2})] \), then \( (B_{t_1} - x)^{-1} - (B_{t_2} - x)^{-1} \) is rank-one.

(e) The eigenvalues of \( B_{t_1} \) and \( B_{t_2} \) interlace in the sense that between any two eigenvalues of \( B_{t_1} \) is exactly one eigenvalue of \( B_{t_2} \).

(f) For all \( t \neq \infty \), \( 0 \notin \sigma(B_t) \) and

\[
m_t(0) = t \quad (7.7.91)
\]

(g) For \( t_1, t_2 \neq \infty \),

\[
B_{t_1}^{-1} - B_{t_2}^{-1} = (t_1 - t_2) \langle \pi(0), \cdot \rangle \pi(0) \quad (7.7.92)
\]

(h) The eigenvalues \( x_n(t) \) of \( B_t \) are monotone decreasing and continuous in \( t \). Indeed,

\[
\frac{dx_n(t)}{dt} = -x_n(t)^2 \left[ \sum_{n=0}^{\infty} p_n(0)p_n(x(t)) \right]^2 \quad (7.7.93)
\]

Remarks. 1. That (7.7.92) holds, that \( \pi(x(t_1)) \) is an eigenvector of \( B_{t_1}^{-1} \), and no other \( B_{t_2}^{-1} \) implies that \( \langle \pi(0), \pi(x(t_1)) \rangle \neq 0 \). Thus, (7.7.93) shows \( \frac{dx_n(t)}{dt} \neq 0 \) for all \( n \) and all \( t \in \mathbb{R} \). A similar analysis looks at \( \pi(\varepsilon) \) for \( \varepsilon \) small, so the parametrization for \( t = \infty \) is a finite value, allows one to show at \( t^{-1} = 0 \), that \( \frac{dx_n(t^{-1})}{dt^{-1}} \neq 0 \).

2. One can understand the results here in part by looking at the theory of rank-one perturbations of finite matrices.

Proof. (a)–(c) \( A, B, C, D \) are all analytic and it is impossible that \( D(z)t + B(z) \) and \( C(z)t + A(z) \) have a common zero (since if they do, \( B(z)/D(z) = -t = A(z)/C(z) \) so \( AD - BC = 0 \), contrary to \( \det(T_{t_1}^{-1}) = 1 = AD - BC \). Thus, \( m_t(z) \) has a continuation from \( \mathbb{C}_+ \) to an entire meromorphic function. Since also

\[
m_t(z) = \int \frac{d\mu_t(x)}{x - z} \quad (7.7.94)
\]

we see that \( m_t(z) \) has simple poles only on \( \mathbb{R} \) with negative residues. It follows that \( d\mu_t \) is a pure point measure whose pure points are solutions of

\[
\frac{B(z)}{D(z)} = -t \quad (7.7.95)
\]

Obviously, distinct \( t \)’s have distinct solutions of (7.7.95), proving (c) and any \( x \in \mathbb{R} \) is a pure point of \( B_t \), where \( t \) is given by (7.7.95) (with \( z = x \)). This proves (7.7.90).
If $x_0$ is an eigenvalue of $B_t$, the normalized eigenvector, $\psi$, must solve $(A^* - x_0)\psi = 0$, that is,

$$\psi = \frac{\pi(x_0)}{\|\pi(x_0)\|^2}$$

(7.7.96)

proving that the eigenvalue has multiplicity 1 (since $A$ has deficiency indices $(1, 1)$) and the weight $\mu_t(\{x\})$ is given by $|\psi_{n=0}|^2$. Since $p_n(x_0) = 1$, (7.7.96) says

$$|\psi_{n=0}|^2 = \frac{1}{\sum_{n=0}^{\infty} p_n(x_0)}$$

(7.7.97)

proving (7.7.89).

(d)–(e) If $\eta = (A - x)\varphi$, then

$$(B_t - x)^{-1}\eta = \varphi$$

(7.7.98)

for all $t$, proving $(B_{t_1} - x)^{-1} - (B_{t_2} - x)^{-1}$ vanishes on $\text{Ran}(A - x)$ and so on $\text{Ran}(A - x)$. Since it is self-adjoint, it is nonvanishing only on $\text{Ran}(A - x)\perp = \text{Ker}(A^* - x)$, which is one-dimensional. This proves (d). (e) then follows from Theorem 5.8.9.

(f)–(h) $B_t^{-1}\delta_0 = \xi(0) + m_t(0)\pi(0)$ by (7.7.85). But $B_t^{-1}\delta_0$ must obey (7.7.95), so we have (7.7.91).

By the fact that $B_{t_1}^{-1} - B_{t_2}^{-1}$ vanishes on $\text{Ker}(A^*)\perp$, we see that

$$B_{t_1}^{-1} - B_{t_2}^{-1} = c(t_1, t_2)\langle \pi(0), \cdot \rangle \pi(0)$$

Taking $\langle \delta_0, \cdot \delta_0 \rangle$ matrix elements using $\pi(0) = p_0(0) = 1$ and (7.7.91), we see $c(t_1, t_2) = t_1 - t_2$, proving (7.7.92).

First-order eigenvalue perturbation theory, aka the Feynman–Hellmann theorem (see Theorem 1.4.7), shows that

$$\frac{d}{dt} x_n(t)^{-1} = |\langle \pi(0), \pi(x_n(t)) \rangle|^2$$

(7.7.99)

proving (7.7.93). \qed

Having understood a lot about the von Neumann solutions, we turn to non-von Neumann solutions.

**Theorem 7.7.14.** If $\{c_n\}_{n=0}^{\infty}$ is a family of indeterminate Hamburger moments, then there are solutions, $d\mu$, of the moment problem in each of the following classes:

(a) $\mu$ is purely a.c.
(b) $\mu$ is pure point.
(c) $\mu$ is purely singular continuous.
(d) There is some $\mu$ which has nonvanishing components of any pair of type

(a)–(c) and $\mu$ with all three types.
Proof. Knowing \( \frac{dx_n}{dt} \neq 0 \), we conclude if \( d\eta(t) \) is a probability measure, then \( \int d\eta(t) \, d\mu(x) = d\mu^{(n)}(x) \) is purely a.c. if \( \eta \) is and purely s.c. if \( \eta \) is. The von Neumann solutions are pure point. To get mixed type, use the fact that the solutions of the moment problem are a convex set and just take a convex combination of the above. \( \square \)

We are heading towards a wonderful parametrization of all solutions in the indeterminate case. We need the following:

**Theorem 7.7.15.** For each \( z \in \mathbb{C}_+ \), the map 
\[
F_z(w) = -\frac{C(z)w + A(z)}{D(z)w + B(z)}
\]
maps \( w \in \mathbb{C}_+ \) one-one into the interior of a disk in \( \mathbb{C}_+ \) and maps \( t \in \mathbb{R} \cup \{\infty\} \) one-one onto the boundary of this disk.

**Proof.** \( F_z(w) \) maps \( \mathbb{R} \cup \{\infty\} \) one-one onto a circle in the upper half-plane, since \( F_z(t) = m_t(z) \) and \( F_z(\cdot) \) is a nondegenerate FLT since \( -CB + AD = 1 \).

For \( z \in \mathbb{R}, \) \( F_z \) is an FLT associated to an element of \( \mathbb{SL}(2, \mathbb{R}) \) and so maps \( \mathbb{C}_+ \) to \( \mathbb{C}_+ \) (see Theorem 7.3.9 of Part 2A).

For each \( z \in \mathbb{C}_+, \) the image of \( \mathbb{R} \cup \{\infty\} \) is a circle and not a straight line since the image is finite for all \( t \in \mathbb{R} \cup \{\infty\} \). Thus, for each \( z, \mathbb{C}_+ \) is mapped onto either the interior or exterior of the circle. But joint continuity in \( z \) and \( w \) (as a \( \mathbb{C} \cup \{\infty\} \)-valued map), it must be the same for all \( z \in \mathbb{C}_+ \) (i.e., all interior or all exterior). If it were always the exterior, in the limit as \( z \) approaches a point in \( \mathbb{R} \) of some \( w \in \mathbb{C} \) would have to lie in \( \mathbb{C}_- \) since the interior of the disks expands to the whole of \( \mathbb{C}_+ \). But we saw above for \( z \) real, \( F_z \) maps \( \mathbb{C}_+ \) to \( \mathbb{C}_+ \). Thus, the upper half-plane is always mapped to the interior. \( \square \)

**Proposition 7.7.16.** Let \( \{c_n\}_{n=0}^\infty \) be a set of Hamburger moments and let \( \mathcal{M}(\{c_n\}_{n=0}^\infty) \) be the set of solutions of \( (7.7.2) \). Then

(a) For all \( \mu \in \mathcal{M}(\{c_n\}_{n=0}^\infty) \), we have for all \( N \) and \( y \in (0, \infty) \),
\[
\int \frac{d\mu(x)}{x - iy} = \sum_{n=0}^{N} \frac{i^{n+1}c_n}{y^{n+1}} + O\left(\frac{1}{y^{N+2}}\right)
\]
where the \( O(y^{-N-2}) \) is bounded uniformly in \( \mu \in \mathcal{M}(\{c_n\}_{n=0}^\infty) \).

(b) If \( m(z) \) is an arbitrary analytic function on \( \mathbb{C}_+ \) with \( \text{Im} \, m(x + iy) > 0 \) for all \( y > 0, \, x \in \mathbb{R} \), and so that, with the left side of \( (7.7.101) \) replaced by \( m(iy) \), \( (7.7.101) \) holds for each \( N \), then \( m(z) = \int \frac{d\mu(x)}{x - z} \) where \( \mu \) has finite moments for all \( n \) and lies in \( \mathcal{M}(\{c_n\}_{n=0}^\infty) \).
Proof. (a) By geometric series with remainder,
\[
\frac{1}{x - iy} = \sum_{n=0}^{N} \frac{i^{n+1}x^n}{y^{n+1}} + \frac{1}{x - iy} \quad \text{(7.7.102)}
\]
Thus, since \(|(x - iy)^{-1}| \leq y^{-1}\),
\[
\left| \int \frac{d\mu(x)}{x - iy} - \sum_{n=0}^{N} \frac{i^{n+1}c_n}{y^{n+1}} \right| \leq \frac{CN+1}{y^{N+2}} \quad \text{(7.7.103)}
\]
which implies (7.7.101) uniformly in \(\mu\).

(b) By the Herglotz representation theorem (Theorem 5.9.1 in Part 3),
\[
m(z) = cz + d + \int d\mu(x) \left[ \frac{1}{x - z} - \frac{x}{1 + x^2} \right] \quad \text{(7.7.104)}
\]
where \(c > 0\), \(d\) is real, and
\[
\int \frac{d\mu(x)}{1 + x^2} < \infty \quad \text{(7.7.105)}
\]
Since \(y^{-1}m(iy) \to c\) and \(m(iy) = O(1/y)\), we have \(c = 0\). (7.7.105) then implies that
\[
y \Im m(iy) = \int \left( \frac{y^2}{x^2 + y^2} \right) d\mu(x) \quad \text{(7.7.106)}
\]
By the monotone convergence theorem, the right side converges to \(\int d\mu(x)\) (which, a priori, might be infinite). Since \(y \Im m(iy) \to c_0\), we see \(\mu\) is a finite measure.

This in turn implies that
\[
\Re m(iy) \to d - \int d\mu(x) \left[ \frac{x}{1 + x^2} \right] \quad \text{(7.7.107)}
\]
Since \(m(iy) = O(1/y)\), we see that
\[
m(iy) = \int \frac{d\mu(x)}{x - iy} \quad \text{(7.7.108)}
\]
Suppose we know \(\int |x|^n d\mu < \infty\) for \(n = 0, 1, 2, \ldots, 2M - 2\) and \(\text{(7.7.2)}\) holds for \(n = 0, 1, 2, \ldots, 2M - 2\). Then (7.7.102) and (7.7.101) for \(N = 2M\) implies that
\[
\int \frac{(iy)^2x^{2M-1}}{x - iy} d\mu(x) + iyc_{2M-1} \to -c_{2M} \quad \text{(7.7.109)}
\]
Taking real and imaginary parts implies
\[
c_{2M-1} = \lim_{y \to \infty} \int \frac{y^2x^{2M-1}}{x^2 + y^2} d\mu(x) \quad \text{(7.7.110)}
\]
\[ c_{2M} = \lim_{y \to \infty} \int \frac{y^2 + x^{2M}}{x^2 + y^2} \, d\mu(x) \quad (7.7.111) \]

The monotone convergence theorem and (7.7.111) implies \( \int x^{2M} \, d\mu(x) = c_{2M} < \infty \), and then the dominated convergence theorem and (7.7.110) implies that \( \int x^{2M-1} \, d\mu(x) = c_{2M-1} \). Thus, by induction, \( \mu \in \mathcal{M}(\{c_n\}_{n=0}^\infty) \).

Let \( \mathcal{H} \) be the set of analytic functions \( f : \mathbb{C}_+ \to \mathbb{C} \) so
\[ \text{Im } f(z) \geq 0 \quad \text{for all } z \in \mathbb{C}_+ \quad (7.7.112) \]

together with the function \( f(z) = \{\infty\} \). Notice \( \mathcal{H} \) includes not only Herglotz functions (for which (7.7.112) has \( > \), not just \( \geq \)) but also the real constants (by the open mapping theorem, if \( \text{Im } f(z_0) = 0 \), then \( f(z) \) is constant).

**Theorem 7.7.17** (Nevanlinna Parametrization Theorem). For any indeterminate Hamburger moment problem, there is a one-one correspondence between \( \mathcal{H} \) and solutions of the moment problem \( \Phi \in \mathcal{H} \leftrightarrow d\mu_\Phi \) given by
\[ \int \frac{d\mu_\Phi(x)}{x - z} = -\frac{C(z)\Phi(z) + A(z)}{D(z)\Phi(z) + B(z)} \quad (7.7.113) \]

**Remarks.**
1. We emphasize that (7.7.113) is a nonlinear parametrization. In particular, extreme points in \( \mathcal{H} \) are not directly related to extreme points in \( \mathcal{M}(\{c_n\}_{n=0}^\infty) \).
2. Computing the inverse of \( \begin{pmatrix} -C & -A \\ B & D \end{pmatrix} \), we see if \( m_\Phi(z) \) is the left side of (7.7.113), then
\[ \Phi(z) = -\frac{B(z)m_\Phi(z) + A(z)}{D(z)m_\Phi(z) + C(z)} \quad (7.7.114) \]

**Proof.** Suppose first \( \mu \in \mathcal{M}(\{c_n\}_{n=0}^\infty) \). If \( m_\mu \) is given by (7.7.40), then by Theorems 7.7.7 and 7.7.15 \( F_z^{-1}(m_\mu(z)) = \Phi(z) \), which is given by (7.7.114), is analytic in \( z \) and has \( \text{Im } \Phi(z) \geq 0 \).

Conversely, if \( \Phi \in \mathcal{H} \), the right side of (7.7.113), \( m_\Phi(z) \), lies inside the circle \( \{m_t(z) \mid t \in \mathbb{R} \cup \{\infty\}\} \). Since this circle lies in \( \mathbb{C}_+ \), \( \text{Im } m_\Phi(z) > 0 \). Since \( m_t(z) \) obeys (7.7.101) uniformly in \( t \), any function with values in the circle or a convex combination of points on the circle obeys (7.7.101). Thus, by Proposition 7.7.16 \( m_\Phi \) has the form on the left side of (7.7.113) for \( \mu_\Phi \in \mathcal{M}(\{c_n\}_{n=0}^\infty) \).

**Corollary 7.7.18.** (a) If \( \mu \in \mathcal{M}(\{c_n\}_{n=0}^\infty) \) is not a von Neumann solution, then for each \( z \in \mathbb{C} \setminus \mathbb{R} \), \( m_\mu(z) \) lies strictly inside the circle \( \{m_t(z) \mid t \in \mathbb{R} \cup \{\infty\}\} \) and, in particular, (7.7.42) has strict inequality for all \( z \in \mathbb{C} \setminus \mathbb{R} \).
(b) For any \( \mu \in \mathcal{M}(\{c_n\}_{n=0}^\infty) \) which is not a von Neumann solution, the polynomials are not dense in \( L^2(\mathbb{R},d\mu) \).

(c) Each von Neumann solution is an extreme point of \( \mathcal{M}(\{c_n\}_{n=0}^\infty) \).

Remarks. 1. There are many more extreme points. For example, further analysis (see the Notes and Problem 3) shows that if \( \Phi(z) \) is a rational function, then \( d\mu_\Phi \) is an extreme point and the polynomials have finite codimension in \( L^2(\mathbb{R},d\mu) \). The set of measures (all of them the extreme points!) with this codimension exactly \( N \) is a \( 2N+1 \)-dimensional manifold.

2. Further analysis (see Problem 4) shows if \( \mu \in \mathcal{M}(\{c_n\}_{n=0}^\infty) \) with \( \mu\{\{x_0\}\} \neq 0 \) and if \( \mu_t \) is the von Neumann solution with \( \mu_t\{\{x_0\}\} \neq 0 \), then

\[
\mu\{\{x_0\}\} \leq \mu_t\{\{x_0\}\}
\]

with equality only if \( \mu = \mu_t \).

3. Further analysis (see Problem 5) shows if \( w \in D(z_0) \), the closed disk whose boundary is \( \{m_t(z) \mid t \in \mathbb{R} \cup \{\infty\}\} \), then \( w \in \partial D(z_0) \), then \( m_\mu(z) = w \Rightarrow \mu \) is a \( \mu_t \). But if \( w \in D(z_0)^\text{int} \), there are multiple \( \Phi \)'s with \( m_\Phi(z) = w \).

Proof. (a) If \( m_\Phi \) takes a value in the circle \( \{m_t(z) \mid t \in \mathbb{R} \cup \{\infty\}\} \), then \( \Phi(z_0) = t \) for \( t \in \mathbb{R} \cup \{\infty\} \). By the open mapping theorem, it follows that \( \Phi(z) = t \) for all \( z \). Thus, \( \mu = \mu_t \).

(b) The proof of Theorem 7.7.17 implies that one has equality in (7.7.112) if the polynomials are dense.

(c) Given \( t_0 \in \mathbb{R} \cup \{\infty\} \), pick \( z_0 \in \mathbb{C}_+ \). Since the circle \( \{m_t(z_0) \mid t \in \mathbb{R} \cup \{\infty\}\} \) bounds a strictly convex set, there is \( \omega \in e^{i\theta} \) so that for all \( w \) in the disk,

\[
\text{Re} \bar{\omega}[w - m_{t_0}(z_0)] \geq 0
\]

with equality if and only if \( w = m_{t_0}(z_0) \).

If \( \mu_t \) is a convex combination of \( \nu_1, \nu_2 \in \mathcal{M}(\{c_n\}_{n=0}^\infty) \), then (7.7.116) implies \( m_{\nu_j}(z_0) = m_{t_0}(z_0) \). By the proof of (a), \( \nu_1 = \nu_2 = \mu_{t_0} \).

We now turn to the uniqueness question for the Stieltjes moment problem. If \( \{c_n\}_{n=0}^\infty \) is a set of Stieltjes moments, the operator, \( A \), is positive. We thus define

\[
\alpha = \inf_{\varphi \in \mathcal{H}, \|\varphi\| = 1} \langle \varphi, A\varphi \rangle = \inf_{n, \zeta \in \mathbb{C}^n} \left( \sum_{j,k=1}^n c_{j+k-1} \bar{\zeta}_j \zeta_k \right)
\]

We are heading towards a proof of

**Theorem 7.7.19.** Let \( \{c_n\}_{n=0}^\infty \) be a set of Stieltjes moments. Then the Stieltjes moment problem is determinate if and only if either
(i) The corresponding Hamburger moment problem is determinate.

(ii) $\alpha = 0$.

This happens if and only if $A$ has a unique positive self-adjoint extension.

As a preliminary, consider a Stieltjes moment problem for which the corresponding Hamburger problem is indeterminate. Let $B_t$ be the associated von Neumann self-adjoint extensions as parametrized above. Since $A$ is positive, it has a Friedrichs extension (see Theorem 7.5.19), that is, for some $t_0$,

$$A_F = B_{t_0} \quad (7.7.117)$$

Since $\alpha = \inf \sigma(A_F)$ and $A_F$ has discrete spectrum, $\alpha = x_1(t_0)$, the minimum eigenvalue of $A_F$.

We first claim $x_1(t) < \alpha$ for all $t \neq t_0 \quad (7.7.118)$

For the $B_t$ have distinct eigenvalues as $t$ varies, so if (7.7.118) fails for $t = t_1 \neq t_0$, then $x_1(t_1) > \alpha$ and thus, $B_{t_0} \geq \alpha$, $B_{t_1} \geq \alpha$. Since $0 \leq B_{t_1} \leq B_{t_0}$, we conclude (see Theorem 7.5.14) that

$$(B_{t_0} + 1)^{-1} \leq (B_{t_1} + 1)^{-1} \quad (7.7.119)$$

But if $B_t \geq 0$,

$$\|B_t + 1\|^{-1} = (x_1(t) + 1)^{-1} \quad (7.7.120)$$

so

$$(x_1(t_0) + 1)^{-1} \leq (x_1(t_1) + 1)^{-1} \Rightarrow x_1(t_1) \leq x_1(t_0) \quad (7.7.121)$$

that is, $t_1$ obeys (7.7.118). This proves (7.7.118).

Define the Krein extension to be $A_K \equiv B_{t=\infty}$. This, by definition, is the extension with $\pi(0) \in D(B_0)$. Since $\text{Ker}(A^*) = [\pi(0)]$, if $\alpha > 0$, this is the Krein extension as defined for strictly positive operators after Theorem 7.5.20. If $\alpha = 0$, it is an exact analog.

If $\alpha = 0, 0 \in \sigma(A_F)$ so $\text{Ker}(A^*) \subset D(A_F)$, so $A_F = B_{t=\infty}$, and $t_0 = \infty$.

If $\alpha > 0, t_0 \neq \infty$, and by the fact that $\frac{dx(t)}{dt} < 0$, we see that

$$B_t \geq 0 \Leftrightarrow t = \infty \text{ or } t \leq t_0 \quad (7.7.122)$$

As $t$ increases from $t_0$, $x_1(t)$ moves down. As $t \uparrow \infty$, $x_1(t) \downarrow 0$, then as $t$ moves up from $-\infty$ to $t_0$, $B_t$ must converge in norm-resolvent sense to $B_{t_0}$ (see Theorem 7.4.1). What happens is that $x_1(t) \downarrow -\infty$ with $x_{n+1}(t) \to x_n(t_0)$ for $n = 1, 2, \ldots$.

We summarize in

**Proposition 7.7.20.** If $A$ is associated to a Stieltjes moment problem for which the Hamburger moment problem is indeterminate, there is a $t_0$ with $(7.7.117)$ where $A_F$ is the Friedrichs extension. If $t \neq t_0$, $x_1(t) = \inf \sigma(B_t) < x(t_0)$ so that $A$ has a unique positive self-adjoint extension if and only if
unbounded self-adjoint operators

\[ \alpha = 0, \text{ and in that case, } t_0 = \infty. \] If \( \alpha > 0 \) (equivalently, \( t_0 \neq \infty \)), \( B_\infty \) is the Krein extension. If \( d\mu_K, d\mu_F \) are the spectral measures for the Krein and Friedrichs extensions (with vector \( \delta_0 \)), then for all \( y > 0 \),

\[
\int \frac{d\mu_F(x)}{x + y} \leq \int \frac{d\mu_K(x)}{x + y}
\]  
(7.7.123)

**Proof.** All that remains is (7.7.123). Since \( A_F \geq A_K \), for all \( y > 0 \), \( (A_F + y)^{-1} \geq (A_K + y)^{-1} \) (by Theorem 7.5.14), so

\[
\langle \delta_0, (A_F + y)^{-1} \delta_0 \rangle \leq \langle \delta_0, (A_K + y)^{-1} \delta_0 \rangle
\]  
(7.7.124)

but this is (7.7.123). \( \square \)

Here is the theorem we’ll prove below that characterizes \( S(\{c_n\}_{n=0}^\infty) \), the set of solutions of a Stieltjes moment problem:

**Theorem 7.7.21.** Let \( \{c_n\}_{n=0}^\infty \) be a set of Stieltjes moments for which the Hamburger moment problem is indeterminate. Then

\[
\mu \in S(\{c_n\}_{n=0}^\infty) \iff \forall y > 0, \text{we have that}
\]

\[
\int \frac{d\mu_F(x)}{x + y} \leq \int \frac{d\mu_K(x)}{x + y}
\]  
(7.7.125)

**Proof of Theorem 7.7.19 given Theorem 7.7.21.** If the Hamburger moment problem is determinate, then, a fortiori, the Stieltjes problem is. Since then, by Theorem 7.7.3, \( A \) has a unique self-adjoint extension, it has a unique positive self-adjoint extension. If \( \alpha > 0 \), then \( d\mu_F \neq d\mu_K \) and so, the Stieltjes problem is indeterminate, and since \( A_F \) and \( A_K \) are distinct, \( A \) has multiple self-adjoint extensions. If \( \alpha = 0 \), \( B_{t=\infty} \) is the only positive self-adjoint extension and \( d\mu_F = d\mu_K \), so by (7.7.125), every \( \mu \) in \( S(\{c_n\}_{n=0}^\infty) \) has

\[
\int \frac{d\mu(x)}{x - z} = \int \frac{d\mu_F(x)}{x - z}
\]  
(7.7.126)

for \( z \in (-\infty, 0) \). By analyticity, this holds for all \( z \in \mathbb{C}_+ \) and so \( \mu = \mu_F \) by Theorem 2.5.4 of Part 3. \( \square \)

The proof of Theorem 7.7.21 will rely on finite matrix approximations. We begin with the \( \mu_F \) lower bound.

**Theorem 7.7.22.** Let \( A_F^n \) be the \( n \times n \) Jacobi matrix with \( b_1, \ldots, b_n \) along the diagonal, \( a_1, \ldots, a_{n-1} \) above and below the diagonal, and 0 otherwise. Then

\[
\langle \delta_0, (A_F^n - z)^{-1} \delta_0 \rangle \to \langle \delta_0, (A_F - z)^{-1} \delta_0 \rangle
\]  
(7.7.127)

as \( n \to \infty \), for all \( z \in \mathbb{C} \setminus [0, \infty) \). For \( z \in (-\infty, 0) \), the convergence is monotone increasing in \( n \).
Thus, \( \hat{\delta}(i.e., the 0 operator on \hat{\delta} \)

where \( z \)

Taking \( a \) 

Then \( a \)

\( \) holds. (7.7.127)

\( (7.7.127) \) holds. \( a \)

\( (7.7.133)/(7.7.134) \) imply \( (7.7.128) \).

(a) Let \( \mathcal{H}_n \) be the span of \( \delta_0, \ldots, \delta_{n-1} \). Define

\[
a_F^{[n]}(\varphi) = \begin{cases} 
\langle \varphi, A\varphi \rangle, & \varphi \in \mathcal{H}_n \\
\infty, & \varphi \notin \mathcal{H}_n
\end{cases}
\]

Then \( a_F^{[n]} \) is a positive quadratic form which is monotone decreasing in \( n \).

The limit is the form for \( A \) whose closure is the form for \( A_F \). Thus, by the monotone convergence theorem for forms (Theorem 7.5.18), \((A_F^{[n]} - z)^{-1} \oplus 0 \)

(i.e., the 0 operator on \( \mathcal{H}_n^\perp \)) converges strongly to \((A_F - z)^{-1} \). In particular, \((7.7.127) \) holds. \( a_F^{[n+1]} \leq a_K^{[n]} \) and Theorem 7.5.14 shows that for \( y \geq 0 \), \((A_F^{[n]} + y)^{-1} \leq (A_F^{[n+1]} + y)^{-1} \).

(b) We know that \( p_n(z) = (a_1 \ldots a_n)^{-1} z^n + \) lower order (see 4.1.11). By an induction (Problem 6) starting with (7.7.34), we have

\[
q_n(z) = (a_1 \ldots a_n)^{-1} z^{n-1} + \text{lower order}
\]

Thus, if \( P_n, Q_n \) are the monic polynomials,

\[
\frac{q_n(z)}{p_n(z)} = \frac{Q_n(z)}{P_n(z)}
\]

By (4.1.31), \( \det(z - A_F^{[n]}) = P_n(z) \) so

\[
P_n(z) = (-1)^n \det(A_F^{[n]} - z), \quad Q_n(z) = (-1)^{n-1} \det(\hat{A}_F^{[n]} - z)
\]

where \( \hat{A}_F^{[n]} \) is \( A_F^{[n]} \) with the top row and leftmost column removed. Cramer’s rule plus \( (7.7.133)/(7.7.134) \) imply \( (7.7.128) \).

(c) For any \( z \), \( (p_n(x) - p_n(z))/(x - z) \) is a polynomial in \( x \) of degree \( n - 1 \). Thus,

\[
\int d\mu(x) \left( \frac{p_n(x) - p_n(z)}{x - z} \right) p_n(x) = 0
\]

Taking \( z = -y \), we find

\[
p_n(-y) \int \frac{d\mu(x) p_n(x)}{x + y} = \int \frac{p_n(x)^2}{x + y} d\mu(x) \geq 0
\]
Now use (7.7.41) to see that
\[
p_n(-y) \int \frac{d\mu(x) p_n(x)}{x + y} = p_n(-y)^2 \int \frac{d\mu(x)}{x + y} + p_n(-y) q_n(-y) \quad (7.7.137)
\]
Using (7.7.136) and dividing by \( p_n(-y)^2 > 0 \) yields (7.7.129) (we have that \( p_n(-y) \neq 0 \) since the zeros of \( p_n \) lie in \([0, \infty)\)).

(d) (a) & (b) implies that
\[
\lim_{n \to \infty} -\frac{q_n(z)}{p_n(z)} = \int \frac{d\mu_F(x)}{x - z} \quad (7.7.138)
\]
so (7.7.129) implies (7.7.130).

For the finite matrix approximation to \( A_K \), we’ll use
\[
A_K^{[n]} = \begin{pmatrix}
  b_1 & a_1 \\
  a_1 & b_2 \\
  & \ddots \\
  b_{n-1} & a_{n-1} \\
  a_{n-1} & b_n - \alpha_n
\end{pmatrix} \quad (7.7.139)
\]
where \( \alpha_n \) is chosen via:

**Proposition 7.7.23.** Let \( A \geq 0 \). There is a unique \( \alpha_n \) so that the matrix (7.7.139) has a zero eigenvalue. The corresponding eigenvector is \( \{ p_j(0) \}_{j=0}^{n-1} \). \( \alpha_n \) obeys the following formulae:
\[
(b_n - \alpha_n)p_{n-1}(0) + a_{n-1}p_{n-2}(0) = 0 \quad (7.7.140)
\]
\[
\alpha_n = -\left[ \frac{a_n p_n(0)}{p_{n-1}(0)} \right] \quad (7.7.141)
\]
\[
(b_n - \alpha_n)\alpha_{n-1} - a_{n-1}^2 = 0 \quad (7.7.142)
\]
\[
0 < \alpha_n < b_n \quad (7.7.143)
\]

**Proof.** Let \( A^{[n]}(\alpha) \) be the matrix on the right side of (7.7.139) with \( \alpha_n \) replaced by \( \alpha \). This is the Jacobi matrix for a measure on \( n \) points (see Theorem 4.1.5) which has orthogonal polynomials \( p_0(x; \alpha), \ldots, p_{n-1}(x; \alpha) \) and monic polynomial \( P_n(x; \alpha) = \det(x - A^{[n]}(\alpha)) \). In fact, by the recursion relation, \( p_j(x; \alpha) \) is \( \alpha \)-independent, \( j = 0, \ldots, n - 1 \), but \( P_n(x; \alpha) \) is linear in \( \alpha \).

The eigenvalues \( x_j^{[n]}(\alpha) \) are all real and simple (again by Theorem 4.1.5) and solve
\[
P_n(x_j^{[n]}(\alpha); \alpha) = 0 \quad (7.7.144)
\]
and the normalized eigenvectors are
\[
u_\ell = p_\ell(x_j(\alpha)) / \left[ \sum_{k=0}^{n-1} p_k(x_j(\alpha))^2 \right]^{1/2}
\]
(by (4.1.31) and (4.1.37)).

By eigenvalue perturbation theory (see Theorem 1.4.7),
\[
\frac{d}{d\alpha} x_j^n(\alpha) = - p_n-1(x_j(\alpha))^2 \sum_{\ell=1}^{n-1} p_\ell(x_j(\alpha))^2
\]
(7.7.145)

Since \( P_n \) and \( P_{n-1} \) have distinct zeros, (7.7.145) implies
\[
\frac{d}{d\alpha} x_j^n(\alpha) < 0 \quad (7.7.146)
\]

Since \( A > 0 \) and eigenvalues of \( A^n(0), A^{n+1}(0) \) strictly interlace, \( A^n(0) \) has all positive eigenvalues, that is,
\[
x_1(0) < x_2(0) < \cdots x_n(0) \quad (7.7.147)
\]

Since eigenvalues of \( A^n(\alpha) \) and \( A^n(0) \) interlace \( (A^n(\alpha) - A^n(0)) \) is rank-one; see Theorem 5.8.9, if \( A^n(\alpha) \) is to have a zero eigenvalue, it must be \( x_1(\alpha) \). Since \( x_1(\alpha) \) is strictly monotone, there is a unique \( \alpha \) with a zero eigenvalue and it has \( \alpha > 0 \).

\[
A^n(\alpha_n) \geq 0 \text{ and } \langle \varphi, A^n(\alpha_n) \varphi \rangle = 0 \Rightarrow A^n(\alpha_n) \varphi = 0 \quad (7.7.148)
\]

Since \( \delta_{n-1} \) is not an eigenvector, we must have \( b_n - \alpha_n = \langle \delta_{n-1}, A^n(\alpha_n) \delta_{n-1} \rangle > 0 \), that is, we have proven (7.7.143).

Since \( \{p_j(0)\}_{j=0}^{n-1} \) is an eigenvector for \( A^n(\alpha_n) \), the bottom row of \( A^n(\alpha_n)t(0) = 0 \) is (7.7.140). The recursion relation for defining \( p_n(0) \) then implies
\[
-\alpha_n p_{n-1}(0) = a_n p_n(0) \quad (7.7.149)
\]
which is (7.7.141). This equation with \( n \) replaced by \( n - 1 \) is
\[
p_{n-1}(0) = -\alpha_{n-1} p_{n-2}(0) a_{n-1}^{-1} \quad (7.7.150)
\]
Plugging this into (7.7.140) and dividing by \( -p_{n-2}(0) a_{n-1}^{-1} \) (since \( A^n(0) \) has no zero eigenvalues, \( p_m(0) \neq 0 \) for all \( m \)) yields (7.7.142).

We also define as an operator on \( \ell^2 \),
\[
\overline{A}_K^n = A_K^n \oplus 0 \quad (7.7.151)
\]
\[
m_n(z) = p_n(z) - p_n(0)p_{n-1}(z)p_{n-1}(0)^{-1}
\]
\[
r_n(z) = q_n(z) - p_n(0)q_{n-1}(z)p_{n-1}(0)^{-1}
\]
(7.7.152)
Here is the result that completes the proof of Theorem [7.7.21]

**Theorem 7.7.24.** For a set of Stieltjes moments that yield an indeterminate Hamburger moment problem, define $A_K^{[n]}, \tilde{A}_K^{[n]}$, $m_n, r_n$ as above. Then

(a) $\langle \delta_0, (A_k^{[n]} - z)^{-1}\delta_0 \rangle \to \langle \delta_0, (A_k - z)^{-1}\delta_0 \rangle$ as $n \to \infty$ for all $z \in \mathbb{C} \setminus [0, \infty)$. For $z \in (-\infty, 0)$, the convergence is monotone decreasing in $n$.

(b) $\langle \delta_0, (A_K^{[n]} - z)^{-1}\delta_0 \rangle = -\frac{r_n(z)}{m_n(z)}$.

(c) For any $\mu \in \mathcal{S}([c_n])$ and $y > 0$, we have for all $n$ that

$$-\frac{r_n(-y)}{m_n(-y)} \geq \int \frac{d\mu(z)}{x+y}.$$ (7.7.155)

(d) For any $\mu \in \mathcal{S}([c_n])$ and $y > 0$, we have that

$$\int \frac{d\mu_K(x)}{x+y} \geq \int \frac{d\mu(x)}{x+y}.$$ (7.7.156)

**Proof.** (a) $\tilde{A}_K^{[n]} - \tilde{A}_K^{[n-1]}$ is a $2 \times 2$ block in the $(n-1)$-st and $n$-th column and row of the form

$$C = \begin{pmatrix} a_{n-1} & a_n \\ b_n & \alpha_n \end{pmatrix}.$$ (7.7.157)

By (7.7.143), $\text{Tr}(C) > 0$ and by (7.7.142), $\det(C) = 0$. Thus, $C$ is a positive rank-one matrix, that is,

$$\tilde{A}_K^{[n]} \geq \tilde{A}_K^{[n-1]}.$$ (7.7.158)

so by Theorem [7.5.14] $\langle \delta_0, (\tilde{A}_K^{[n]} + y)^{-1}\delta_0 \rangle \leq \langle \delta_0, (\tilde{A}_K^{[n-1]} + y)^{-1}\delta_0 \rangle$.

Moreover, we claim that for any $z \in \mathbb{C} \setminus [0, \infty)$ and $\varphi \in \mathcal{H}$,

$$\langle \tilde{A}_K^{[n]} - z \rangle^{-1} \varphi \to (\tilde{A}_K - z)^{-1} \varphi.$$ (7.7.159)

If $\varphi = \pi(0)$, this is immediate since $\tilde{A}_K^{[n]} \pi(0) = 0$ and $A_K \pi(0) = 0$. So

$$\langle \tilde{A}_K^{[n]} - z \rangle^{-1} \pi(0) = (z)^{-1} \pi(0) = (A_K - z)^{-1} \pi(0)$$ (7.7.160)

On the other hand, if $\eta$ is a vector in $\ell^2$ with finitely many components and $\varphi = (A - z)\eta$, then for $n$ large, $\varphi = (\tilde{A}_K^{[n]} - z)\eta$, and so for $n$ large,

$$\langle \tilde{A}_K^{[n]} - z \rangle^{-1} \varphi = \eta = (A_K - z)^{-1} \varphi$$ (7.7.161)

We therefore have (7.7.159) for $\varphi \in \text{Ran}(A - z) + [\pi(0)]$. We first note that, by (7.7.52),

$$\pi(0) \in D(A^*) \setminus D(A)$$ (7.7.162)
Since \((A_K - z)^{-1}(\bar{A} - z)\varphi = \varphi\) for all \(\varphi \in D(\bar{A})\) and \((A_K - z)^{-1}\pi(0) = -z^{-1}\pi(0)\), we have
\[
(A_K - z)^{-1}[\text{Ran}(\bar{A} - z) + [\pi(0)]] = D(\bar{A}) + [\pi(0)] = D(A_K) \tag{7.7.163}
\]
for \(D(A_K)/D(A)\) is dimension 1 and, by \((7.7.162)\), \(\pi(0) \notin D(A)\). Since \(A_K - z\) is a bijection of \(D(A_K)\) and \(\ell^2\), we see
\[
\text{Ran}(A - z) + [\pi(0)] = \ell^2 \tag{7.7.164}
\]
proving \((7.7.159)\).

Because \(\tilde{A}_K^{[n]}\) is a direct sum,
\[
\langle \delta_0, (\tilde{A}_K^{[n]} - z)^{-1}\delta_0 \rangle = \langle \delta_0, (A_K^{[n]} - z)^{-1}\delta_0 \rangle \tag{7.7.165}
\]
so we have proven (a).

(b) Expanding \(\det(A_K^{[n]} - z)\) in minors proves that
\[
\det(A_K^{[n]} - z) = \det(A_F^{[n]} - z) - \alpha_n \det(A_F^{[n-1]} - z) \tag{7.7.166}
\]
Thus,
\[
(-1)^n(a_1 \ldots a_n)^{-1} \det(A_K^{[n]} - z) = p_n(z) - \beta np_{n-1}(z) \tag{7.7.167}
\]
for \(\beta_n = \alpha_n a_n^{-1}\). Since 0 is an eigenvalue of \(A_K^{[n]}\), \(p_n(0) - \beta np_{n-1}(0) = 0\), so
\[
\beta_n = \frac{p_n(0)}{p_{n-1}(0)} \tag{7.7.168}
\]
and \((7.7.167)\) says
\[
(-1)^n(a_1 \ldots a_n)^{-1} \det(A_K^{[n]} - z) = p_n(z) - p_n(0)p_{n-1}(z)p_{n-1}(0)^{-1}
\]
\[
= m_n(z) \tag{7.7.169}
\]

If \(\tilde{A}_K^{[n]}\) is \(A_K^{[n]}\) with the top row and leftmost column removed, the same argument \((7.7.134)\) implies
\[
(-1)^{n-1}(a_1 \ldots a_n)^{-1} \det(\tilde{A}_K^{[n]} - z) = q_n(z) - \beta_n q_{n-1}(z)
\]
\[
= r_n(z) \tag{7.7.170}
\]
given \((7.7.170)\).

\((7.7.169)\) and \((7.7.170)\) imply \((7.7.154)\).

(c) We first note that \((7.7.36)\) for \(p_n\) and \(p_{n-1}\) imply that for any \(\mu \in S(\{c_n\})\),
\[
r_n(z) = \int d\mu(x) \left[ \frac{m_n(x) - m_n(z)}{x - z} \right] \tag{7.7.171}
\]
Next, note that since \(m_n(0) = 0\), \(z^{-1}m_n\) is a polynomial of degree \(n - 1\) and thus, \([x^{-1}m_n(x) - z^{-1}m_n(z)]/[x - z]\) is a polynomial in \(x\) of degree \(n - 2\).
Since $m_n$ is a linear combination of $p_n(x)$ and $p_{n-1}(x)$, it is orthogonal to this polynomial of degree $n - 2$. Thus,

$$\int d\mu(x) \frac{m_n(x)}{x - z} \left[ \frac{m_n(x)}{x} - \frac{m_n(z)}{z} \right] = 0 \quad (7.7.172)$$

Therefore, taking $y > 0$ and $z = -y$, we see

$$0 \leq \int \frac{m_n(x)^2}{(x + y)(x)} \, d\mu(x) = \frac{m_n(-y)}{(-y)} \int d\mu(x) \frac{m_n(x)}{x - z} \quad (7.7.173)$$

$$= \frac{m_n(-y)^2}{(-y)} \int \frac{d\mu(x)}{x + y} + \frac{m_n(-y) r_n(-y)}{(-y)} \quad (7.7.174)$$

Dividing by the negative number $m_n(-y)^2/(-y)$, we see that

$$0 \geq \int \frac{d\mu(x)}{x + y} + \frac{r_n(-y)}{m_n(-y)} \quad (7.7.175)$$

which is (7.7.155).

(d) Immediate, taking $n \to \infty$ in (7.7.155) and using (7.7.15) and (7.7.154).

□

Notes and Historical Remarks. The Notes of Section 5.6 of Part 1 have a comprehensive history of the moment problem. We note that the Hamburger and Stieltjes moment problems are named after their 1920–21 [286] and 1894 [667] papers, which were the first to prove the conditions of Theorem (7.7.2) implied existence of solutions. The Nevanlinna parametrization is from his 1922 paper [501]. For a comprehensive overview from the classical point of view, see the book of Akhiezer [11].

The Nevanlinna parametrization has an analog in other moment-like problems. For example, the Nehari theorem discussed in the Notes to and Problem 6 of Section 5.11 of Part 3 can be rephrased as a moment-type problem. Namely, given a Hankel matrix of norm at most 1, find those $\varphi \in L^\infty(\partial \mathbb{D})$ with $\varphi^*_n = C_{n}$, $n = 1, 2, \ldots$. There is a way of associating the Hankel matrix to a partial isometry with $(d_+, d_-) \equiv \text{dim}(\mathcal{H}^\perp_F, \mathcal{H}^\perp_I)$ (the initial and final subspaces) equal to either $(0, 0)$ or $(1, 1)$. The solution (i.e., the $\varphi$) is unique if and only if these indices are $(0, 0)$. If they are $(1, 1)$, there are infinitely many solutions where the projection of $\varphi$ to $H^2$ is a Schur function given by the right side of (7.7.113) for a suitable matrix like (7.7.78) where now the matrix is in $\mathbb{SU}(1, 1)$ (instead of $\mathbb{SL}(2, \mathbb{R})$), $z$ lies in $\mathbb{D}$ and $\Phi$ is a Schur function. This theory is due to Adamjan, Arov, and Krein [3] and discussed further in Sarason [589] and references therein.

The approach via the spectral theorem is due to Stone in his 1932 book [670]. In this section, we follow a long article by Simon [646] on treating the moment problem as a difference operator. In particular, the names “von
Neumann solution” (Akhiezer calls them $N$-extremal), Friedrichs solution, and Krein solution are from Simon’s paper.

There are explicit formulae for $A, B, C, D$ in terms of $p$ and $q$ (Problem 7):

\begin{align*}
A(z) &= z \sum_{n=0}^{\infty} q_n(0)q_n(z) \quad (7.7.176) \\
B(z) &= -1 + z \sum_{n=0}^{\infty} q_n(0)p_n(z) \quad (7.7.177) \\
C(z) &= 1 + z \sum_{n=0}^{\infty} p_n(0)q_n(z) \quad (7.7.178) \\
D(z) &= z \sum_{n=0}^{\infty} p_n(0)p_n(z) \quad (7.7.179)
\end{align*}

This last formula sheds light on the fact that we saw (see the remark after Theorem 7.7.13) that if $t \neq \infty$, then $\langle \pi(0), \pi(x(t)) \rangle \neq 0$. For if the inner product were 0, then $D(x(t)) = 0$ by (7.7.179). But then $B(x(t)) \neq 0$ (since $AD - BC = 1$), so since it is finite, $D(x(t)) + B(x(t)) \neq 0$, contrary to the fact (given (7.7.80)) that $m_t(z)$ has a pole at $z = x(t)$.

It is easy to see (Problem 8) that for all $\varepsilon > 0$, there is $C_\varepsilon$ so that

$$|A(z)| + |B(z)| + |C(z)| + |D(z)| \leq C_\varepsilon c^{|z|} \quad (7.7.180)$$

This implies information on the $x_n(t)$’s.

As we remarked and is proven in Akhiezer [11] and Simon [646], if $\Phi$ is rational, $d\mu_\Phi$ is an extreme point of $\mathcal{M}(\{c_n\}_{n=0}^{\infty})$, and this implies the extreme points are dense.

Problems

1. Let $A$ be a symmetric operator. Let $f, g \in D(A^*)$ with $\langle A^*f, g \rangle - \langle f, A^*g \rangle \neq 0$. Prove that $f$ and $g$ are independent in $D(A^*)/D(A)$.

2. Verify (7.7.62)/(7.7.63)

3. We have seen the von Neumann solutions are exactly the solutions, $d\mu$, with the polynomials dense in $\| \cdot \|_2$—norm in $L^2(\mathbb{R}, d\mu)$. In this problem, the reader will prove the extreme points in the set of all solutions of a moment problem are precisely those with the polynomials dense in $\| \cdot \|_1$-norm in $L^1(\mathbb{R}, d\mu)$. This is a result of Naimark [489]. It is part of the results that $d\mu_\Phi$ is an extreme point if $\Phi$ is a rational Herglotz function and of the density of the extreme points in the weak topology (see the Notes).
(a) If the polynomials are not dense in $L^1(\mathbb{R}, d\mu)$ show that there is a real-valued $F \in L^\infty(\mathbb{R}, d\mu)$, $\|F\|_\infty = 1$ so that $\int x^n F(x) d\mu(x) = 0$ for $n = 0, 1, 2, \ldots$.

(b) In that case, prove that $\frac{1}{2}(1 \pm F) d\mu$ also solve the moment problem and conclude that $d\mu$ is not an extreme point.

(c) Let $\mu_1 \neq \mu_2$ solve the moment problem and let $\mu = \frac{1}{2} \mu_1 + \frac{1}{2} \mu_2$. Prove that $\mu_1$ is $\mu$ a.c. and, by using Radon–Nikodym derivatives, prove there is $F$ in $L^\infty(\mathbb{R}, d\mu)$ with $\mu_1 = \frac{1}{2}(1 + F) d\mu$, $\|F\|_\infty \neq 0$. Conclude that the polynomials are not dense in $L^1(\mathbb{R}, d\mu)$.

4. Let $\mu_t(\{x_0\}) > 0$ and suppose $D(x_0) \neq 0$ and that $\nu = \mu_\Phi$ has $\nu(\{x_0\}) > 0$.

(a) Prove that $\lim_{\varepsilon \downarrow 0} \Phi(x_0 + i\varepsilon) = t$ and that

$$Q_\nu \equiv \lim_{\varepsilon \downarrow 0} (\Phi(x_0 + i\varepsilon) - t)/(i\varepsilon) > 0$$

(b) Prove that $\mu_t(\{x_0\}) = [D(x_0)(D'(x_0)t + B(x_0))]^{-1}$ and that

$$\nu(\{x_0\}) = \frac{1}{Q_\nu + D(x_0)[D'(x_0)t + B(x_0)]}$$

and so conclude that $\nu(\{x_0\}) < \mu_t(\{x_0\})$.

(c) If $D(x_0) = 0$, modify the above argument.

5. (a) If $m_\mu(z_0) \in \partial D(z_0)$ for a single $z_0$, prove that $\Phi$ is constant and so that $\mu$ is a von-Neumann solution. Thus, if $w \in \partial D(z_0)$, there is a unique solution of the moment problem with $m_\mu(z_0) = w$.

(b) If $w \in D(z_0)^{\text{int}}$, prove there are multiple $\mu$’s solving the moment problem with $m_\mu(z_0) = w$. (Hint: Prove first that two distinct non-trivial convex combinations of $\mu$’s are distinct measures because which $\mu_t$’s are involved can be determined from the pure points of the convex combination.)

6. Verify (7.7.132) by induction.

7. Verify (7.7.176)–(7.7.179). (Hint: Extend the product (7.7.67).)

8. Prove (7.7.180). (Hint: Use (7.7.70) only from $n = N$ to $\infty$ to show $\|T_\infty(z)\|$ is bounded by a polynomial in $|z|$ times $\exp(|z - z_0| \sum_{N}^{\infty} ||S_j(z_0)||)$.)

### 7.8. Compact, Rank-One and Trace Class Perturbations

Our goal in this section is to consider a positive (normally unbounded) operator, $A$, and consider

$$C = A + B$$
where $B$ is one of the following:

(a) relatively compact, in which case we’ll show $\sigma_{\text{ess}}(C) = \sigma_{\text{ess}}(A)$;
(b) rank-one, in which case we’ll extend the results of Section 5.8;
(c) relatively trace class, in which case we’ll prove that $\Sigma_{\text{ac}}(C) = \Sigma_{\text{ac}}(A)$

Of course, these are just analogs of results we have in the bounded case, but as the word “relatively” indicates in (a), (c) (and the formulation we’ll give in case (b)), there is a more general aspect. For example, if $V \in C_\infty(\mathbb{R}^\nu)$ is a continuous function vanishing at $\infty$, multiplication by $V$ is not compact but we’ve seen that $V(-\Delta + 1)^{-1}$ is compact (see Theorem 3.8.8) and that will imply that $\sigma_{\text{ess}}(-\Delta + V) = \sigma_{\text{ess}}(-\Delta) = [0, \infty)$. Similarly, we’ll see that for $A = -\frac{d^2}{dx^2}$ on $[0, \infty)$, change of boundary condition can be viewed as a rank-one perturbation. Some proofs will be by analogy, but others will directly use the bounded operator result with a “mapping theorem.”

We begin by studying these mapping theorems.

**Theorem 7.8.1** (Spectral Mapping Theorem). (a) Let $A$ be a self-adjoint operator and $F$ a bounded continuous function on $\sigma(A)$ if $A$ is bounded and on $\sigma(A) \cup \{\infty\}$ if $A$ is unbounded. Then,

\[ \sigma(F(A)) = F(\sigma(A)) \quad \text{or} \quad F([\sigma(A) \cup \{\infty\}]) \quad (7.8.1) \]

(b) Suppose there is a $k \in \mathbb{Z}_+$ so for all $\lambda \in \mathbb{R}$, \(|F^{-1}(|\lambda|)| \leq k\). Then,

\[ \sigma_{\text{ess}}(F(A)) = F[\sigma_{\text{ess}}(A)] \quad \text{or} \quad F(\sigma_{\text{ess}}(A) \cup \{\infty\}) \quad (7.8.2) \]

**Proof.** (a) The proof is identical to the proof of Theorem 5.1.11 (given that if $A$ is unbounded $\sigma(A) \cup \{\infty\}$ is compact).

(b) If $\lambda \in \sigma(F(A))$, then, by hypothesis, $F^{-1}(|\lambda|)$ is a finite set. If $\sigma(A) \cap F^{-1}(|\{\lambda\}|)$ is in $\sigma_d(A)$, then clearly $\lambda$ is an isolated eigenvalue of finite multiplicity so $\lambda \in \sigma_d(F(A))$. If $\sigma_{\text{ess}}(A) \cap F^{-1}(|\{\lambda\}|) \neq \emptyset$, either $\lambda$ is not isolated in $\sigma(F(A))$ (since $F$ is continuous and by the finiteness result $\mu$ not isolated in $\sigma(A)$, implies $F(\mu)$ is not isolated in $F[\sigma(A)]$) or else $\lambda$ is an eigenvalue of infinite multiplicity. Either way, $\lambda \in \sigma_{\text{ess}}(F(A))$. \hfill \qed

**Theorem 7.8.2.** Let $A$ be a self-adjoint operator and $F$ a $C^1$-function in a neighborhood of $\sigma(A)$ (or if $A$ is unbounded of $\sigma(A) \cup \{\infty\}$). Suppose \( \{x \in \sigma(A) \mid F'(x) = 0\} \) is finite. Then,

\[ \Sigma_{\text{ac}}(F(A)) = F[\Sigma_{\text{ac}}(A)] \quad (7.8.3) \]

**Remarks.**

1. To say $F$ defined in a neighborhood of $\infty$ is $C^1$ at $\infty$ means $g(y) = F(x^{-1})$ is $C^1$ at $y = 0$.

2. Because of the hypothesis on $F$, it is immediate that $S \subset \sigma(A)$ with $|S| = 0 \Rightarrow |F[S]| = 0$, so if $\Sigma$ is a family of sets mod sets of Lebesgue
measure zero, \( \{ F[S] \mid S \in \Sigma \} \) is a family of sets modulo sets of Lebesgue measure zero.

**Proof.** Let us start with the case where \( F \) is \( C^1 \) in a neighborhood of \([a, b]\), \( F'(x) > 0 \) on \((a, b)\) and

\[
(A\varphi)(x) = x\varphi(x)
\]
on \( L^2([a, b], g(x)dx) \) where \( g(x) \in L^1((a, b)) \).

We claim that \( F(A) \) is unitarily equivalent to multiplication by \( y \) on \( L^2([F(a), F(b)], h(y)dy) \) where \( h \in L^1 \) and \( \{ y \mid h(y) \neq 0 \} = F[\{ x \mid g(x) \neq 0 \}] \). For \( F \) is a bijection from \([a, b]\) to \([F(a), F(b)]\) and if \( G \) is its two-sided inverse, by the chain rule,

\[
F'(G(y))G'(y) = 1
\] (7.8.4)

It follows that with \( h(y) \equiv g(G(y))G'(y), d\mu(x) = g(x) dx, d\nu(y) = h(y)dy \) that \( \nu(F[S]) = \mu(S) \) for all Baire \( S \) and if

\[
(U\varphi)(y) = [G'(y)]^{-1/2}\varphi(G(y))
\] (7.8.5)

then \( U \) is unitary from \( L^2([a, b], d\mu) \) to \( L^2([F(a), F(b)], d\nu) \) and \( UF(A)U^{-1} \) is multiplication by \( y \) on \( L^2([F(a), F(b)], d\nu) \).

This proves the required result in this case. In general, since \( F' \) has only finitely many zeros, we have a direct sum of operators of the above form and a singular piece and a simple argument proves the full result (Problem[1]). □

**Definition.** Let \( A \) and \( B \) be two self-adjoint operators each bounded from below. We say \( B \) is a relatively compact perturbation of \( A \) if for some \( \lambda \in \mathbb{R} \) with \( A \geq \lambda, B \geq \lambda \), we have that \( (A + \lambda + 1)^{-1} - (B + \lambda + 1)^{-1} \) is compact.

**Remark.** It is easy to see (Problem[2]) that \( (A - z)^{-1} - (B - z)^{-1} \) is compact for one \( z \in \mathbb{C} \setminus [\sigma(A) \cup \sigma(B)] \) if and only if it is compact for all such \( z \).

**Theorem 7.8.3.** If \( B \) is a relatively compact perturbation of \( A \), then \( \sigma_{\text{ess}}(A) = \sigma_{\text{ess}}(B) \).

**Proof.** This is an immediate consequence of Weyl’s invariance theorem (Theorem[3.14.1]) and the spectral mapping theorem (Theorem[7.8.1]) applied to \( (A + \lambda + 1)^{-1} \) and \( (B + \lambda + 1)^{-1} \).

**Definition.** Let \( A \) be positive self-adjoint operator. A symmetric operator \( C \) is called relatively \( A \)-operator compact if \( D(A) \subset D(C) \) and \( C(A + 1)^{-1} \) is a compact operator. A symmetric quadratic form, \( C \), is called relatively \( A \)-form compact if \( Q(A) \subset D(C) \) and \( (A + 1)^{-1/2}C(A + 1)^{-1/2} \) is a compact operator.
7.8. Compact Perturbations

Remarks. 1. To be more precise in the form compact situation, \( Q(A) \subset D(C) \) implies \( C(\eta, \kappa) \) is well-defined if \( \eta, \kappa \in Q(A) \). Thus \( C((A + 1)^{-1/2}\varphi, (A + 1)^{-1/2}\psi) \) is defined for all \( \varphi, \psi \in \mathcal{H} \). The condition means there is a compact operator, \( D \), so that

\[
C((A + 1)^{-1/2}\varphi, (A + 1)^{-1/2}\psi) = \langle \varphi, D\psi \rangle
\]

(7.8.6)

for all \( \varphi, \psi \in \mathcal{H} \). We then write \( D = (A + 1)^{-1/2}C(A + 1)^{-1/2} \).

2. It is easy to see (Problem 5) that \( (A + 1)^{-1/2} \) can be replaced by \( (A - z)^{-1/2} \) for any \( z \in (-\infty, \alpha) \) with \( \alpha = \inf \text{spec}(A) \).

3. It is easy to see (Problem 4) operator (respectively, form) compact perturbations are operator (respectively, form) bounded perturbations of relative bound zero.

4. It is easy to see (Problem 3) that if \( C = X^*UX \) where \( X \in \mathcal{L}(\mathcal{H}_+, \mathcal{K}) \), \( U \) is bounded from \( \mathcal{K} \) to \( \mathcal{K} \), and if \( X \) or \( U \) is compact (i.e., a norm limit of finite rank operators), then \( C \) is relatively form compact and conversely, every such perturbation has this form.

Theorem 7.8.4. If \( C \) is relative A-form (respectively, operator) compact, then \( B = A + C \) is a relatively compact perturbation of \( A \). In particular, \( \sigma_{\text{ess}}(B) = \sigma_{\text{ess}}(A) \).

Proof. We discuss the form case. The operator case can be accomplished by a similar argument (Problem 5) or by proving any operator compact perturbation is a form compact perturbation (Problem 7).

As noted above, \( C \) is a form bounded perturbation with relative bound zero which implies \( \lim_{x \to \infty} \| (A + x)^{-1/2}C(A + x)^{-1/2} \| = 0 \). Pick \( x_0 \) so the norm is less than 1. Let

\[
D = (A + x_0)^{-1/2}C(A + x_0)^{-1/2}, \quad \| D \| < 1
\]

(7.8.7)

Write

\[
A + C + x_0 = (A + x_0)^{1/2}(1 + D)(A + x_0)^{1/2}
\]

(7.8.8)

Since \( \| D \| < 1 \), \( (1 + D) \) is invertible so

\[
(B + x_0)^{-1} - (A + x_0)^{-1} = (A + x_0)^{-1/2}[D(1 + D)^{-1}] - (A + x_0)^{-1/2}
\]

(7.8.9)

\[
= -(A + x_0)^{-1/2}[D(1 + D)^{-1}] (A + x_0)^{-1/2}
\]

(7.8.10)

is a product of bounded and one compact operator, so compact. \( \square \)

Example 7.8.5. \( L^p + (L^\infty)_\varepsilon \) is the set of functions \( f \), so that for any \( \varepsilon \), we can write \( f = f_{1,\varepsilon} + f_{2,\varepsilon} \) where \( f_{1,\varepsilon} \in L^p \) and \( \| f_{2,\varepsilon} \|_\infty \leq \varepsilon \). Fix \( \nu \in \mathbb{Z}_+ \) and \( p \geq 1, p > \nu/2 \). We claim any \( V \in L^p + (L^\infty)_\varepsilon \), as a function on \( \mathbb{R}^p \),
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prove (Problem 8) that

Theorem 7.8.6. Let $\Delta$ be a possibly unbounded perturbation. As in the discussions in Section 5.8, we are interested in the one parameter family, $\alpha \in \mathbb{R}$

$$A_\alpha = B + \alpha \langle \varphi, \cdot \rangle \varphi \quad (7.8.11)$$

The new element is that instead of $\varphi \in \mathcal{H}$, we only demand $\varphi \in \mathcal{H}_{-1}$, the dual of the form domain of $B$ with norm $\| \psi \|_{-1} = \langle \psi, (B + 1) \psi \rangle^{1/2}$, equivalently, the completion of $\mathcal{H}$ with norm $\| \psi \|_{-1} = \langle \psi, (B + 1)^{-1} \psi \rangle^{1/2}$.

$$\langle \varphi, \cdot \rangle \varphi$$ is $B$-form bounded for

$$|\langle \varphi, \psi \rangle|^2 \leq \| \varphi \|^2_{-1} \| \psi \|^2_{+1}$$

Writing $\varphi = \varphi_{1, \varepsilon} + \varphi_{2, \varepsilon}$ with $\varphi_{1, \varepsilon} \in \mathcal{H}$ and $\| \varphi_{2, \varepsilon} \|_{-1} \leq \varepsilon$, we see the relative bound is zero, so $A_\alpha$ can be defined for all $\alpha \in \mathbb{R}$ as a closed, bounded from below form with form domain $Q(B) = \mathcal{H}_{+1}$. In fact, $\langle \varphi, \cdot \rangle \varphi$ is clearly $B$-form compact.

As in Section 5.8 we may as well suppose $\varphi$ is cyclic for $B$ (i.e., $\{(B - z)^{-1} \varphi \mid z \in \mathbb{C} \setminus [0, \infty)\}$ is total in $\mathcal{H}$) in which case it is not hard to prove (Problem 8) that $\varphi$ is cyclic for each $A_\alpha$. We can make this cyclicity assumption since if $\mathcal{H}_\varphi$ is the cyclic subspace generated by $B$ and $\varphi$, then $A_\alpha = B$ on $\mathcal{H}_\varphi^\perp$.

By the spectral theorem slightly extended (Problem 9), there is a measure $d\mu_\alpha$ on $\mathbb{R}$ with $\int_0^\infty \frac{d\mu_\alpha(x)}{x+1} < \infty$, so that for $z \in \mathbb{C} \setminus \mathbb{R}$

$$F_\alpha(z) \equiv \langle \varphi, (A_\alpha - z)^{-1} \varphi \rangle = \int \frac{d\mu_\alpha(x)}{x-z} \quad (7.8.12)$$

We can define $\langle \varphi, (A_\alpha - z)^{-1} \varphi \rangle$ since $(A_\alpha - z)^{-1}$ maps $\mathcal{H}_{-1}$ to $\mathcal{H}_{+1}$.

As in Section 5.8 the Aronszajn–Krein formula

$$F_\alpha(z) = \frac{F_0(z)}{1 + \alpha F_0(z)} \quad (7.8.13)$$

holds without any change of proof (if one notes that the operator $P_\varphi$ of (5.8.26) is now a map of $\mathcal{H}_{+1}$ to $\mathcal{H}_{-1}$. Once one has this, all the results of Section 5.8 extend with little change.
Example 7.8.7. This is a rephrasing of Example 7.5.13. Let $B$ have $Q(B) = \{ \psi \in L^2((0, \infty), dx) \mid \psi \text{ is absolutely continuous and } \psi' \in L^2 \}$ with $\langle \psi, B\psi \rangle = \int_0^\infty |\psi'(x)|^2 \, dx$. As we saw, $B$ is $-\frac{d^2}{dx^2}$ with $\psi'(0) = 0$ boundary conditions. We also saw that there is $\varphi \in H_{-1}$, so $\langle \varphi, \psi \rangle = \psi(0)$ (formally $\varphi(x) = \delta(x)$). \((7.5.63)\) says that $A_\alpha = B + \alpha \langle \varphi, \cdot \rangle \varphi$ with $\alpha = -\cot(\theta)$ is just $-\frac{d^2}{dx^2}$ on $(0, \infty)$ with boundary conditions. Thus, variation of boundary conditions can be rephrased in terms of rank-one perturbations. In a sense, one can make precise (see the Notes), Dirichlet boundary conditions ($\psi(0) = 0$) corresponds to $\alpha = \infty$.\hfill\Box

Next, we discuss trace class perturbations.

Theorem 7.8.8. Let $A, B$ be self-adjoint operators both bounded from below. Suppose for some $\lambda \in \mathbb{R}$, $\lambda \not\in \sigma(A) \cup \sigma(B)$ and $(A + \lambda)^{-1} - (B + \lambda)^{-1}$ is trace class. Then

$$\Sigma_{ac}(A) = \Sigma_{ac}(B) \quad \tag{7.8.14}$$

Proof. By Theorem 5.9.1, $\Sigma_{ac}((A + \lambda)^{-1}) = \Sigma_{ac}((B + \lambda)^{-1})$. By Theorem 7.8.2, $\Sigma_{ac}(A) = \{ \mu^{-1} - \lambda \mid \mu \in \Sigma_{ac}((A + \lambda)^{-1}) \}$ and similarly for $B$. \((7.8.14)\) follows.\hfill\Box

Example 7.8.9. Let $V \in L^1(\mathbb{R}^3) \cap [L^2(\mathbb{R}^3) + L^\infty(\mathbb{R}^3)]$. Then, $V$ is $-\Delta$ bounded with relative bound zero so $-\Delta + V$ is self-adjoint on $D(-\Delta)$ and bounded from below and for $x$ large

$$(-\Delta + V + \lambda)^{-1} - (-\Delta + \lambda)^{-1} = (-\Delta + \lambda)^{-1}(-V)(-\Delta + V + \lambda)^{-1}
\quad = [(-\Delta + \lambda)^{-1}|V|^{1/2}] (\text{sgn } V) [|V|^{1/2}(-\Delta + \lambda)^{-1}]$$

Since $|V|^{1/2}$ and $f(k) = (k^2 + 1)^{-1}$ are in $L^2$, the first and third factors are Hilbert Schmidt (by Theorem 3.8.6) and the other two factors are bounded. We conclude that

$$\Sigma_{ac}(-\Delta + V) = \Sigma_{ac}(-\Delta) = [0, \infty) \quad \tag{7.8.15}$$

This is unsatisfying for two reasons. In terms of estimates of the form $|V(x)| \leq C(1 + |x|)^{-\alpha}$ on $L^2(\mathbb{R}^\nu)$, $V \in L^1$ if and only if $\alpha > \nu$. But it is known that \((7.8.15)\) holds if $\alpha > 1$. This requires non-trace class methods as we’ll discuss in the Notes.

But even within the context of trace class methods, this argument is limited for it only works if $\nu \leq 3$. If $\nu \geq 4$, $(k^2 + 1)^{-1} \not\in L^2$ so one cannot prove (and it is not true!) that $(-\Delta + V + \lambda)^{-1} - (-\Delta + \lambda)^{-1}$ is trace class.
Limiting to resolvents is not a good approach. We’ll say more about this in the Notes.

Finally, we note a min-max principle which holds for general semi-bounded self-adjoint operators, but is most useful when one can use the theory of relatively compact perturbations to locate $\Sigma^{-}(A)$, which is defined by (3.14.26). As in the discussion following that definition, we define $\lambda^{-}_{n}(A)$ so that $\lambda^{-}_{1}(A) \leq \lambda^{-}_{2}(A) \leq \cdots \leq \lambda^{-}_{n}(A) \leq \Sigma^{-}(A)$.

**Theorem 7.8.10** (Min-Max Principle for Semibounded Operators). Let $A$ be a self-adjoint operator which is bounded from below. Then

$$\lambda^{-}_{n}(A) = \sup_{\psi_{1}, \ldots, \psi_{n-1}} \left\{ \inf_{\varphi \perp \psi_{1}, \ldots, \psi_{n-1}} \langle \varphi, A\varphi \rangle \right\} \tag{7.8.16}$$

**Remarks.** 1. The proof is the same as Theorem 3.14.5.
2. $Q(A)$ can be replaced by any form core and, in particular, by $D(A)$.

**Notes and Historical Remarks.** Example 7.8.5 is just the first step in a long discussion of the essential spectrum of Schrödinger operators, Jacobi matrices and CMV matrices in more complicated situations than $\sigma_{\text{ess}}(A) = \sigma_{\text{ess}}(B)$. The earliest such result is the HVZ theorem which identifies the essential spectrum of $N$-body Schrödinger operators named after work of Hunziker [328], van Winter [713], and Zhislin [774]. Very general results on such spectrum coming from what happens near infinity are due to Georgescu–Iftimovici [237], Last–Simon [429, 430], Mantoiu [464], and Rabinovich [541].

One can sometimes make sense of $B + \alpha \langle \varphi, \cdot \rangle \varphi$ for $\varphi$’s more singular than in $\mathcal{H}_{-1}$; see [12, 297, 391, 406, 416, 733]. Gesztesy–Simon [243] discuss the limit of $A_{\alpha}$ as $\alpha \to \infty$ when $\varphi \in \mathcal{H}_{-1}$ but $\varphi \notin \mathcal{H}$. Then $Q(A_{\infty}) = \{ \psi \in Q(B) \mid \langle \varphi, \psi \rangle = 0 \}$ which is still dense in $\mathcal{H}$ and for $\psi \in Q(A_{\infty})$, $\langle \psi, A_{\infty}\psi \rangle = \langle \psi, B\psi \rangle$. In the case of Example 7.8.7, $A_{\infty}$ is exactly the Dirichlet boundary condition operator.

Theorem 7.8.8 is due to Kuroda [418], Birman [60, 61], and deBranges [151] using wave operators. The first extensions to unbounded $A, B$ are due to Putnam [538] and Kuroda [418], with some important extensions by Birman [60, 61, 62]. An especially elegant result and proof that includes these earlier results is due to Pearson [515]. To get results that cover $|V(x)| \leq C(1 + |x|)^{-\alpha}$, $\alpha > \nu$ in $\mathbb{R}^{\nu}$, one can use a result of Birman [62]: We say $A$ is subordinate to $B$ if there is a continuous $f(x) \to \infty$ as $|x| \to \infty$ and a function $g(x)$ so $f(A) \leq g(B)$. If $A$ is subordinate to $B$ and vice-versa and if $P_{I}(A)(A - B)P_{I}(B)$ is trace class for all bounded intervals, $I$ (with $P_{I}(\cdot)$ spectral projections), then $\Sigma_{\text{ac}}(A) = \Sigma_{\text{ac}}(B)$.
Results for $|V(x)| \leq C(1 + |x|)^{-\alpha}$, $1 < \alpha \leq \nu$ are due to Agmon [6]; see the exposition in the books of Hörmander [324] and Reed–Simon [551].

### Problems

1. Given the special case of Theorem 7.8.2 where $A$ has a cyclic vector and $F$ is defined and $C^1$ in a neighborhood of $[a, b]$ with $F'(x) > 0$ on $(a, b)$, prove the general result.

2. Prove that if $A$ and $B$ are arbitrary self-adjoint operators and $(A - z)^{-1} - (B - z)^{-1}$ is compact for one $z$ in $\mathbb{C} \setminus [\sigma(A) \cup \sigma(B)]$, it is compact for all such $z$. (Hint: $(A - w)^{-1} - (B - w)^{-1} = [1 + (w - z)(A - w)^{-1}][(A - z)^{-1} - (B - z)^{-1}] [1 + (w - z)(B - w)^{-1}]$.)

3. Let $C$ be a quadratic form with $(A - z)^{-1/2}C(A - z)^{-1/2}$ compact for one $z \in (-\infty, \inf \sigma(A))$. Prove it is compact for all such $z$. (Hint: $(A - z)^{-1/2}(A - w)^{1/2}$ is bounded on $\mathcal{H}$.)

4. Let $B$ be relatively $A$-operator compact. Prove that $B$ is $A$-operator bounded with relative bound zero. Prove the form analog of this statement. (Hint: $\mathcal{H}$ is dense in $\mathcal{H}_{-1}$.)

5. Let $A \geq 0$ be self-adjoint. Prove that $C$ is relatively form compact if and only if $C = X^*UX$ where $X \in \mathcal{L}(\mathcal{H}_{+1}, \mathcal{K})$ is compact and $U \in \mathcal{L}(\mathcal{K}, \mathcal{K})$ is bounded.

6. Prove the operator version of Theorem 7.8.4 by mimicking the form version proof.

7. Prove that any relatively $A$-operator compact perturbation defines a form which is relatively $A$-form compact.

8. Let $B \geq 0$ be self-adjoint and $\varphi \in \mathcal{H}_{-1}$. Suppose $\varphi$ is cyclic for $B$. Prove that $\varphi$ is also cyclic for each $A_\alpha = B + \alpha \langle \varphi, \cdot \rangle \varphi$. (Hint: Look at the orthogonal complement of \{(A_\alpha - z)^{-1} \varphi \}.)

9. Prove the following extension of the spectral theorem: if $B \geq 0$ is self-adjoint, $\varphi \in \mathcal{H}_{-1}$ and \{(B - z)^{-1} \varphi \mid z \in \mathbb{C} \setminus \{0, \infty\}\} is total in $\mathcal{H}$, prove there exists a measure $d\mu$ on $[0, \infty)$ with $\int_0^\infty \frac{d\mu(x)}{x+1} < \infty$ and $V : \mathcal{H} \rightarrow L^2(\mathbb{R}, d\mu)$ unitary so that
   - (i) $Q(B) = \{\eta \in \mathcal{H} \mid \int_0^\infty x |(V\eta)(x)|^2 d\mu(x) < \infty\}$;
   - (ii) if $\eta \in Q(B)$, then $\langle \eta, B\eta \rangle = \int x |(V\eta)(x)|^2 d\mu(x)$;
   - (iii) $V((B + 1)^{-1} \varphi) = (x + 1)^{-1}$. 

---
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7.9. The Birman–Schwinger Principle

Let $A \geq 0$ be a positive self-adjoint operator. Let $B$ be $A$-form compact and symmetric. Then, as we’ve seen (see Theorem 7.8.4) $\sigma(A - B) \cap (-\infty, 0)$ is only discrete spectrum. In this section, we describe and apply a method for determining if this discrete set (which can be infinite only if 0 is a limit point) is finite or infinite and even for estimating $\dim[\text{Ran}(E_{(-\infty,0)}(A - B))]$. This section is a complement to Section 6.7 of Part 3 which also uses this method. Indeed, since the reader should read this section before that one, we use the phrase “as we’ll see” when referring to that other section.

Example 7.9.1. Let $N(V)$ denote $\dim[\text{Ran}(E_{(-\infty,0)}(H))]$ for $H = -\Delta + V$, a Schrödinger operator on $L^2(\mathbb{R}^3, d^3x)$ where “$V$” is a shorthand for the operator of multiplication by a measurable function on $\mathbb{R}^3$, also denoted by $V$. To avoid technical issues, we suppose that $V \in L^\infty$ so that $H$ is self-adjoint on $D(-\Delta)$. Once one has bounds on the quantities $N_e(V)$ and $N(V)$ below, it is easy to extend the bounds to more general $V$ as we’ll occasionally point out.

The Birman–Schwinger bound which we’ll prove below says that

$$N(V) \leq \frac{1}{(4\pi)^2} \int \frac{|V(x)||V(y)|}{|x - y|^2} \, d^3x \, d^3y \quad (7.9.1)$$

Recalling (see Theorem 6.8.2 of Part 1) that $(-\Delta)^{-1}$, at least on $S(\mathbb{R}^3)$, acts as convolution with $(4\pi)^{-1}|x - y|^{-1}$, we note that the right side of (7.9.1) is the Hilbert–Schmidt norm of the operator with integral kernel

$$K(x, y) = (4\pi)^{-1}|V(x)|^{1/2}|x - y|^{-1}|V(y)|^{1/2} \quad (7.9.2)$$

called the Birman–Schwinger kernel. This is just the integral kernel of the operator $|V|^{1/2}(-\Delta)^{-1}|V|^{1/2}$.

This example partly explains why we write $A - B$. If $V = V_+ - V_-$ (with $V_\pm = \max(\pm V, 0)$), $N(V) \leq N(V_-)$ by the min-max principle and $-\Delta + V \geq -\Delta - V_-$. Motivated by (7.9.2), in the abstract setting where

$$B = C^*D, \quad C, D : \mathcal{H}_{-1} \to \mathcal{K} \quad (7.9.3)$$

a factorizable interaction (see Theorem 7.5.9 which says every $B$ is factorizable), we define the Birman–Schwinger kernel for $e \in (-\infty, 0)$ by

$$K_e = D(A - e)^{-1}C^* \quad (7.9.4)$$

(Birman–Schwinger operator might be better but, given the history, “kernel” is almost universally used even for the abstract theory). Note that $C^* : \mathcal{K} \to \mathcal{H}_{-1}$, $(A - e)^{-1} : \mathcal{H}_{-1} \to \mathcal{H}_{-1}$ and $D : \mathcal{H}_{-1} \to \mathcal{K}$ so $K_e$ is a bounded, indeed (when $B$ is $A$-form compact) compact, operator from $\mathcal{K}$ to $\mathcal{K}$. 
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We have the following

**Proposition 7.9.2.** (a) $\sigma(K_e)$ is real.

(b) $e$ is an eigenvalue of $A - B$ with multiplicity $\ell$ if and only if $1$ is an eigenvalue of $K_e$ of multiplicity $\ell$.

**Remark.** In many applications, $B \geq 0$ and we can take $C = D$ so $K_e$ is self-adjoint (and positive) and the spectrum is obviously real. We then call the self-adjoint, positive operator $C(A - e)^{-1}C^*$ a canonical Birman–Schwinger kernel.

**Proof.** (a) Let $X = D(A - e)^{-1/2}, Y = C(A - e)^{-1/2}$. Since $(A - e)^{-1/2}$ is bounded from $H$ to $H_{+1}$, $X, Y$ are bounded from $H$ to $K$, so

$$K_e = XY^*$$

(7.9.5)

is a bounded map of $K$ to $K$. By Problem 5 of Section 2.2 (extended to maps between Banach spaces—(2.2.66) is still valid)

$$\sigma(K_e) \setminus \{0\} = \sigma(Y^*X) \setminus \{0\}$$

(7.9.6)

Since $B$ is symmetric as a form, $Y^*X = (A - e)^{-1/2}B(A - e)^{-1/2}$ is self-adjoint and so has real spectrum.

(b) For now, think of $A, B : H_{+1} \to H_\cdot$. $(A - B)\varphi = e\varphi$ (for $\varphi \in H_{+1}$)

$$\Leftrightarrow (A - e)\varphi = B\varphi \Leftrightarrow (A - e)^{-1}B\varphi = \varphi$$

(7.9.7)

Since $\varphi \in H_{+1}$, we can apply $D$ to both sides and see that

$$D(A - e)^{-1}(C^*D)\varphi = D\varphi, \quad \text{i.e., } K_e(D\varphi) = D\varphi$$

(7.9.8)

Conversely, if $K_e\psi = \psi$ for $\psi \in K, \psi \neq 0 \Rightarrow C^*\psi \neq 0$ (since $\psi = D(A - e)^{-1}(C^*\psi)$). Thus, $\varphi \equiv (A - e)^{-1}C^*\psi \neq 0$. Clearly, $D\varphi = K_e\psi = \psi$ so $\varphi = (A - e)^{-1}C^*D\varphi = (A - e)^{-1}B\varphi$ implies $(A - B)\varphi = e\varphi$ by (7.9.7).

Thus, $D$ is a map of $\{\varphi \mid (A - B)\varphi = C\varphi\}$ onto $\{\psi \mid K_e\psi = \psi\}$ and is a bijection since $(A - e)^{-1}C^*$ is the two-sided inverse of $D$ on this space. □

Now we’ll vary the coupling constant. For $\lambda > 0$, let $e_n(\lambda)$ be defined by

$$e_n(\lambda) = \begin{cases} 
\text{n-th negative eigenvalue of } A - \lambda B \text{ counting multiplicity} \\
0 \text{ if there are fewer than } n \text{ negative eigenvalues}
\end{cases}$$

**Proposition 7.9.3.** (a) If $e_n(\lambda_0) < 0$, then for some $\varepsilon > 0$, $e_n(\lambda) < 0$ for $\lambda \in (\lambda_0 - \varepsilon, \lambda_0 + \varepsilon)$ and

$$\frac{de_n}{d\lambda} < 0 \quad \text{if } e_n(\lambda_0) < 0$$

(7.9.9)
Proof. (a) If $e_n(\lambda_0) < 0$, it is an isolated point of finite multiplicity, so we can find $\varepsilon$ and $\delta$ both positive so that for $\lambda \in (\lambda_0 - \varepsilon, \lambda_0 + \varepsilon)$, $A - \lambda B$ has exactly $\ell$ eigenvalues in $(e_n(\lambda_0) - \delta, e_n(\lambda_0) + \delta) \subset (-\infty, 0)$ and they are given by $\ell$ real analytic functions, $f_1, \ldots, f_\ell$, all with $f(\lambda_0) = e_n(\lambda_0)$ on $(\lambda_0 - \varepsilon, \lambda_0 + \varepsilon)$. This follows by Theorems 1.4.4 and 2.3.11. Moreover, there are $\ell$ analytic $\mathcal{H}$-valued functions, $\varphi_1, \ldots, \varphi_\ell$ in $Q(A)$ so that

\[(A - \lambda B)^{+}\varphi_j(\lambda) = f_j(\lambda)\varphi_j(\lambda), \quad \|\varphi_j(\lambda)\| = 1 \text{ if } \lambda \text{ is real} \quad (7.9.10)\]

By a Feynman–Hellman type argument (see Theorem 1.4.7),

\[\frac{df_j}{d\lambda} = \langle \varphi_j(\lambda), B\varphi_j(\lambda) \rangle \quad (7.9.11)\]

\[= \lambda^{-1}\left[ f_j(\lambda) - \langle \varphi_j(\lambda), A\varphi_j(\lambda) \rangle \right] \quad (7.9.12)\]

\[< 0 \quad (7.9.13)\]

since $f_j < e_n(\lambda_0) + \varepsilon < 0$ and $A \geq 0$. $f_j$'s can cross at $\lambda_0$ but there are $j_\pm$ so $e_n(\lambda) = f_{j_{\pm}}(x)$ for $\pm(\lambda - \lambda_0) > 0$. This proves (7.9.9).

(b) By (a), $L = \{\lambda \mid e_n(\lambda) < 0\}$ is open. If it’s empty, set $\lambda^{(n)} = \infty$. Otherwise, let $(\lambda_1, \lambda_2)$ be a connected component of $L$. If $\lambda_2 < \infty$, since $B$ is $A$-form bounded with relative bound zero,

\[\inf_{0 \leq \lambda \leq \lambda_2} \inf_{\lambda \leq \lambda_2} [\inf \sigma(A - \lambda B)] > -\infty\]

By (a), $e_n(\lambda)$ is monotone so $\lim_{\lambda \downarrow \lambda_2}$ exists. It is easy to prove (Problem 1(a)) that this limit is $e_n(\lambda_2)$ so $\lambda_2 \in L$ contrary to the assumption that $(\lambda_1, \lambda_2)$ was a component. It follows that $\lambda_2 = \infty$. Similarly, one proves (Problem 1(b)) that $\lim_{\lambda \uparrow \lambda_1} e_n(\lambda)$ must be 0.

Remarks. 1. It is a basic fact (see Proposition 6.7.10 of Part 3) that $\sum_{j=1}^n e_j(\lambda) \equiv T_n(\lambda)$ is a concave function of $\lambda$ so $T_n(\lambda)$ and thus $e_n = T_n - T_{n-1}$ have derivatives at all but countable many $\lambda$'s and at all $\lambda$, left (respectively, right) derivatives exist and are continuous from the left (respectively, right). (See Theorem 5.3.12 of Part 1). Then (7.9.9) refers to either the right or left derivative.

2. By continuity (which we'll prove), $\lim_{\lambda \uparrow \lambda^{(n)}} e_n(\lambda) = 0$, so if $\lambda^{(n)} < \infty$, $e(\lambda)$ is a bijection of $(\lambda^{(n)}, \infty)$ and $(-\infty, 0)$.

3. $\lambda^{(n)} = \infty$ is shorthand for the statement that $N(A + \lambda B) < n$ for all $\lambda > 0$. 

Proof. (a) If $e_n(\lambda_0) < 0$, it is an isolated point of finite multiplicity, so we can find $\varepsilon$ and $\delta$ both positive so that for $\lambda \in (\lambda_0 - \varepsilon, \lambda_0 + \varepsilon)$, $A - \lambda B$ has exactly $\ell$ eigenvalues in $(e_n(\lambda_0) - \delta, e_n(\lambda_0) + \delta) \subset (-\infty, 0)$ and they are given by $\ell$ real analytic functions, $f_1, \ldots, f_\ell$, all with $f(\lambda_0) = e_n(\lambda_0)$ on $(\lambda_0 - \varepsilon, \lambda_0 + \varepsilon)$. This follows by Theorems 1.4.4 and 2.3.11. Moreover, there are $\ell$ analytic $\mathcal{H}$-valued functions, $\varphi_1, \ldots, \varphi_\ell$ in $Q(A)$ so that

\[(A - \lambda B)^{+}\varphi_j(\lambda) = f_j(\lambda)\varphi_j(\lambda), \quad \|\varphi_j(\lambda)\| = 1 \text{ if } \lambda \text{ is real} \quad (7.9.10)\]

By a Feynman–Hellman type argument (see Theorem 1.4.7),

\[\frac{df_j}{d\lambda} = \langle \varphi_j(\lambda), B\varphi_j(\lambda) \rangle \quad (7.9.11)\]

\[= \lambda^{-1}\left[ f_j(\lambda) - \langle \varphi_j(\lambda), A\varphi_j(\lambda) \rangle \right] \quad (7.9.12)\]

\[< 0 \quad (7.9.13)\]

since $f_j < e_n(\lambda_0) + \varepsilon < 0$ and $A \geq 0$. $f_j$'s can cross at $\lambda_0$ but there are $j_\pm$ so $e_n(\lambda) = f_{j_{\pm}}(x)$ for $\pm(\lambda - \lambda_0) > 0$. This proves (7.9.9).

(b) By (a), $L = \{\lambda \mid e_n(\lambda) < 0\}$ is open. If it’s empty, set $\lambda^{(n)} = \infty$. Otherwise, let $(\lambda_1, \lambda_2)$ be a connected component of $L$. If $\lambda_2 < \infty$, since $B$ is $A$-form bounded with relative bound zero,

\[\inf_{0 \leq \lambda \leq \lambda_2} \inf_{\lambda \leq \lambda_2} [\inf \sigma(A - \lambda B)] > -\infty\]

By (a), $e_n(\lambda)$ is monotone so $\lim_{\lambda \downarrow \lambda_2}$ exists. It is easy to prove (Problem 1(a)) that this limit is $e_n(\lambda_2)$ so $\lambda_2 \in L$ contrary to the assumption that $(\lambda_1, \lambda_2)$ was a component. It follows that $\lambda_2 = \infty$. Similarly, one proves (Problem 1(b)) that $\lim_{\lambda \uparrow \lambda_1} e_n(\lambda)$ must be 0.
(c) This is an immediate consequence of continuity, strict monotonicity and \( \lim_{\lambda \uparrow \lambda(n)} e_n(\lambda) = 0. \)

These preliminaries immediately yield the main tool of the section.

**Theorem 7.9.4** (Birman–Schwinger Principle). Let \( B = C^*D \) be a factorizable form compact perturbation of a nonnegative self-adjoint operator, \( A. \) Let \( N_e(A + B) = \text{dim} \text{Ran}(E_{(-\infty,e]}(A + B)) \) for \( e \in (-\infty,0) \), i.e., the number of eigenvalues below \( e \), counting multiplicity. Then

\[
N_e(A + B) = \# \{ \eta \geq 1 \mid \eta \text{ is an eigenvalue of } K_e \text{ counting multiplicity} \} \tag{7.9.14}
\]

If \( K_e \) is in some trace ideal, \( I_p \), then

\[
N_e(A + B) \leq \| K_e \|_p \tag{7.9.15}
\]

**Remarks.**
1. We often abuse notation in situations where \( A \) is fixed and write \( N_e(B). \)
2. \( N_e \) is obviously nondecreasing as \( e \) increases, so

\[
N(A + B) \equiv \lim_{e \uparrow 0} N_e(A + B)
\]
exists. It is clearly \( \text{dim} \text{Ran}\left((E_{(-\infty,0]}(A + B))\right) \), “the total number of bound states” in physicist’s parlance.
3. In the canonical case, \( C \equiv D \), we don’t need the Schur–Lalesco–Weyl inequality in the proof.

**Proof.** By continuity and the strict monotonicity of \( e_j(\lambda) \) (by Proposition 7.9.3), \( e_j(1) \leq e_0 \) if and only if there is a unique \( \lambda_j \in (0,1] \) so that \( e_j(\lambda_j) = e_0. \) By Proposition 7.9.2 this is true if and only if 1 is an eigenvalue \( K_e(A + \lambda_j B) = \lambda_j K_e(A + B), \) if and only if \( \lambda_j^{-1} \) is an eigenvalue of \( K_e(A + B). \) Multiplicities are included.

By the Schur–Lalesco–Weyl inequality (Theorem 3.9.1)

\[
\sum_{\ell} |\lambda_\ell(K_e)|^p \leq \| K_e \|_p^p \tag{7.9.16}
\]
If \( \lambda_\ell(K_e) \geq 1, \) it contributes at least 1 to the sum, so

RHS of (7.9.15) \( \leq \) RHS of (7.9.16)

which implies (7.9.15).

The example that both Birman and Schwinger used in discovering their principle was Example 7.9.1 (we do \( \mathbb{R}^3 \) and will leave \( \mathbb{R}^\nu \) to the reader—see Problems 2 and 3).
Theorem 7.9.5 (Birman–Schwinger bound). For any measurable $V$ on $\mathbb{R}^3$ which is $-\Delta$-form compact, we have

$$N(V) \leq \frac{1}{(4\pi)^2} \int \frac{|V(x)||V(y)|}{|x-y|^2} \, d^3x \, d^3y \quad (7.9.17)$$

and if $e = -\alpha^2$, $\alpha > 0$, then

$$N_e(V) \leq \frac{1}{(4\pi)^2} \int \frac{|V(x)| e^{-2\alpha|x-y|} |V(y)|}{|x-y|^2} \, d^3x \, d^3y \quad (7.9.18)$$

Remarks. 1. In fact, if the integral on the right side of (7.9.17) is finite, one can show that $V$ is $-\Delta$-form compact (Problem 4).

2. As usual, we suppose $V$ is nice, e.g., in $L^1 \cap L^\infty$. It is easy to then get the general result by a limiting argument.

3. If $V_- = \max(V,0)$, then $N(V) \leq N(V_-)$, so in (7.9.17) and similar bounds, one can replace $V$ by $V_-$. 

Proof. As we saw in Section 6.9 of Part 1 (see (6.9.48) of that section), the integral kernel of $(-\Delta + \alpha^2)^{-1}$ is

$$(-\Delta + \alpha^2)(x,y) = (4\pi)^{-1}|x-y|^{-1} e^{-\alpha|x-y|} \quad (7.9.19)$$

so $K_e$ (with $e = -\alpha^2$) has the integral kernel

$$K_e(x,y) = |V(x)|^{1/2} e^{-\alpha|x-y|} |V(y)|^{1/2} \quad (7.9.20)$$

We recognize the right side of (7.9.18) as the square of the Hilbert–Schmidt norm of $K_e$, so (7.9.18) is a special case of (7.9.15) with $p = 2$.

By the monotone convergence theorem, as $e \uparrow 1$, RHS of (7.9.18) converges to RHS of (7.9.17) proving (7.9.17). \qed

By an HLS bound (see Theorem 6.2.1 of Part 3), we have

Corollary 7.9.6. For a universal constant $C$, for all $V \in L^{3/2}(\mathbb{R}^3)$, we have

$$N(V) \leq C\|V\|_{3/2}^2 \quad (7.9.21)$$

Remark. Quasiclassical estimates (see the end of Section 7.5) suggest that $N(\lambda V)$ grows as $\lambda^{3/2}$ as $\lambda \to \infty$, so (7.9.21) has the wrong large $\lambda$ behavior; this is an issue to discuss further below and in Section 6.7 of Part 3.

Corollary 7.9.7. Let $e \in (-\infty,0)$ and $V$ so that $V \in L^2 \cap L^\infty$. Then,

$$N_e(V) \leq (4\pi)^{-1}(2|e|)^{-1/2} \int |V_{\leq \frac{e}{2}}(x)|^2 \, d^3x \quad (7.9.22)$$
where

\[
V_{\leq e}(x) = \begin{cases} 
0 & \text{if } V(x) > e \\
[V(x) - e] & \text{if } V(x) \leq e
\end{cases}
\]  

(7.9.23)

**Proof.** We claim that

\[
V(x) - e \geq V_{\leq e}(x) - \frac{e}{2}
\]  

(7.9.24)

For if \(V(x) > \frac{e}{2}\), this says \(-e \geq -\frac{e}{2}\) obvious since \(e < 0\). If \(V(x) \leq \frac{e}{2}\), this says \(V(x) - e \geq V(x) - \frac{e}{2} - \frac{e}{2}\).

(7.9.24) in turn implies, by the variational principle that

\[
N_e(V) \leq N_{\frac{e}{2}}(V_{\leq e}) \leq \frac{1}{(4\pi)^2} \int |V_{\leq e}(x)| \frac{e^{-\alpha \sqrt{2}|x-y|}}{|x-y|^2} |V_{\leq e}(y)|
\]  

(7.9.25)

by a Birman–Schwinger bound and \(\frac{e}{2} = -\left(\frac{\alpha}{\sqrt{2}}\right)^2\).

Young’s inequality (see (6.6.10) of Part 1) says that

\[
\int \left| f(x) g(x-y) h(y) \right| d^3x d^3y \leq \|g\|_1 \|f\|_2 \|h\|_2
\]  

(7.9.26)

Noting that (by passing to spherical coordinates and using that for functions of \(|x|, \int g(|x|)d^3x = 4\pi \int_0^\infty r^2 g(r)dr\) we see

\[
\int \frac{e^{-\alpha \sqrt{2}|x|}}{|x|^2} d^3x = 4\pi (2|e|)^{-1/2}
\]  

(7.9.27)

and we obtain (7.9.22) from (7.9.26). □

**Theorem 7.9.8** (Lieb–Thirring Inequality). Let \(V\) be a bounded function of compact support on \(\mathbb{R}^3\). Let \(\{\lambda_j(V)\}_{j=1}^J\) be the negative eigenvalues of \(-\Delta + V\) counting multiplicity (\(J\) is finite or infinite). Let \(q > \frac{1}{2}\). Then, there is a constant \(C_{q,3}\) so that

\[
S_q(V) \equiv \sum_{j=1}^J |\lambda_j(V)|^q \leq C_{q,3} \int |V(x)|^{q+3/2}
\]  

(7.9.28)

**Remarks.** 1. These are the celebrated Lieb–Thirring inequalities. The condition \(q > \frac{1}{2}\) is an artifact of the method of proof. They are known to hold (with \(3/2\) replaced by \(\nu/2\)) on \(\mathbb{R}^\nu\) for \(q \geq 0\) if \(\nu \geq 3\), \(q > 0\) if \(\nu = 2\) and for \(q \geq \frac{1}{2}\) if \(\nu = 1\). It can be seen that the inequalities are false if \(\nu = 1\), \(q < \frac{1}{2}\) or \(\nu = 2\), \(q = 0\) (Problem 3). In Problem 3 the reader will use the ideas of this section to get all but the borderline cases \((q = 0\) if \(\nu \geq 3\), \(q = \frac{1}{2}\) if \(\nu = \frac{1}{2}\)). Using different ideas, Section 6.7 of Part 3 will prove the borderline cases.
2. \( q = 0, \nu \geq 3 \) are known as the CLR inequalities after Cwickel, Lieb, and Rozenbljum.

3. Since \( \lambda_j(-V_-) \leq \lambda_j(V) \), we can replace \( |V|^{q+3/2} \) by \( |V_-|^{q+3/2} \).

4. Of course, once one has this, it is easy to replace \( V \) bounded of compact support by any \( V \in L^{q+3/2} \) defining \(-\Delta + V\) as a form sum (Problem 3).

**Proof.** \(-dN_e(V)\) is a Stieltjes measure which has only pure points exactly at the eigenvalues of weight the multiplicity of the eigenvalues. Thus

\[
S_q(V) = \int |e|^q [-dN_e(V)]
= q \int_0^\infty y^{q-1}N_y(V) \, dy
\leq D_q \int_0^\infty [y^{q-3/2}] \int [V(x) + \frac{y}{2}]^2 \, d^3 x
= D_q \int_{\mathbb{R}^3} d^3 x \int_0^{2|V_-(x)|} (V(x) + \frac{y}{2})^2 y^{q-\frac{3}{2}} \, dy
= D_q \int_{\mathbb{R}^3} [V_-(x)]^{q+3/2} \int_0^2 (1 + \frac{w}{2})^2 w^{q-\frac{3}{2}} \, dw
= C_{q,3} \int |V_-(x)|^{q+\frac{3}{2}}
\]

In the above, (7.9.30) uses an integration by parts in the Stieltjes integral and (7.9.31) is just (7.9.22). We get (7.9.32) by noting that \( V(x) + \frac{y}{2} < 0 \iff y \leq 2|V_-(x)|\) and changing the order of integration. (7.9.33) uses the change of variable \( y = w|V(x)|\) and (7.9.34) uses the fact that \( q > \frac{1}{2}\), the \( w \) integral converges. \(\square\)

We will use this to deduce a kind of dual relation that generalizes a suitable Gagliardo–Nirenberg inequality. Later, in Section 6.7 of Part 3, we will see that there is a close connection between homogeneous Sobolov inequalities and CLR inequalities and between Lieb–Thirring and Gagliardo–Nirenberg inequalities. We want to consider antisymmetric functions, \( \psi \), in \( L^2(\mathbb{R}^{3N}, d^3 x) \) (this is suitable for fermions in quantum physics). For now, we consider \( \psi \)'s, which also obey

\[
\int |\psi(x_1, \ldots, x_N)|^2 \, d^{3N} x = 1
\]

One defines the particle density by

\[
\rho(x) = N \int |\psi(x_1, x_2, \ldots, x_N)|^2 \, d^3 x_2 \cdots d^3 x_{N-1}
\]
(If we think of $\psi$ as an $N$-particle wave function, $\rho$ is the physical particle density).

Given $W \geq 0$, let

$$H_N(W) = -\sum_{j=1}^{N} \Delta_j - \sum_{j=1}^{N} W(x_j)$$ (7.9.37)

on all of $L^2(\mathbb{R}^{3N}, d^3x)$. It is not hard to see (Problem 7) that eigenvalues of $H_N(W)$ are products $\psi_{j_1}(x_1) \cdots \psi_{j_N}(x_N)$ where $\psi_j(x)$ are eigenvectors of $-\Delta - W$. If we want antisymmetry, the $\psi_j$’s must be distinct (and can be then orthogonal) for which the *Slater determinants*

$$\psi_{j_1 \ldots j_N}(x_1, \ldots, x_N) = \frac{1}{\sqrt{N!}} \sum_{\pi \in \Sigma_N} \sigma_\pi \psi_{j_{\pi(1)}}(x_1) \cdots \psi_{j_{\pi(N)}}(x_N)$$ (7.9.38)

are antisymmetric eigenfunctions with eigenvalues $\sum_{k=1}^{N} \lambda_k(-W)$. It follows that the bottom of the spectrum of $H_N$ on the antisymmetric functions is $\sum_{k=1}^{m} \lambda_k(W)$ (or if $-\Delta - W$ has only $m < N$ eigenvalues $\sum_{k=1}^{m} \lambda_k(W)$) and so, for all $N$

$$H_N \geq -S_1(-W) \geq -C_{1,3} \int |W(x)|^{5/2} d^3x$$ (7.9.39)

On the other hand, for each $j$, because of the antisymmetry of $\psi$ and so symmetry of $|\psi|^2$,

$$\int W(x_j)|\psi(x_1, \ldots, x_N)|^2 = \int W(x_1)|\psi(x_1, x_2, \ldots, x_N)|d^{3N}x$$

$$= N^{-1} \int \rho(x)W(x) d^3x$$ (7.9.40)

It follows that

$$\langle \psi, (-\Delta_N)\psi \rangle \geq \int W(x)\rho(x)d^3x - C_{1,3} \int |W(x)|^{5/2} d^3x$$ (7.9.41)

Given $\psi$, pick $W(x) = \alpha \rho^{2/3}(x)$ for some positive $\alpha$. Then

$$\langle \psi, (-\Delta_N)\psi \rangle \geq (\alpha - C_{1,3} \alpha^{5/3}) \int \rho^{5/3}(x)d^3x$$

$$\geq D_{1,3} \int \rho^{5/3}(x)d^3x$$ (7.9.42)

where $D_{1,3} = \min_{\alpha}(\alpha - C_{1,3} \alpha^{5/3}) < 0$ since $\alpha - C_{1,3} \alpha^{5/2}$ is negative for small $\alpha$. We have thus proven:

**Theorem 7.9.9** (Lieb-Thirring Kinetic Energy Bound). For any antisymmetric $\psi$ on $L^2(\mathbb{R}^{3N})$ obeying (7.9.35) with $\rho$ given by (7.9.36), we have (7.9.42) for a constant independent of $N$ and $\psi$. 
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Remarks. 1. This is important historically because it was used for an elegant proof of quantum stability of matter depending on the known stability of matter in the Thomas–Fermi theory of atoms; see the Notes.

2. In a quasiclassical limit $\int \rho^{5/3}(x) d^3x$ is the kinetic energy of the ground state, see the end of Section 7.5.

3. By replacing $\psi$ by $\psi/\|\psi\|_2$, we see that for general $\psi$, (7.9.42) says that
   \[ \langle \psi, (-\Delta_N)\psi \rangle \langle \psi, \psi \rangle^{2/3} \geq D_{1,3} \int |\rho(x)|^{5/3} d^3x \]  
   with $\rho$ still given by (7.9.36). Specializing to $N = 1$ where $\rho(x) = |\psi(x)|$, raising both sides to $3/10$th power, we get
   \[ D_{1,3}^{3/10} \|\psi\|_{10/3} \leq \|\nabla \psi\|_2^{3/5} \|\psi\|_2^{2/5} \]  
   which is a special case of the Gagliardo–Nirenberg inequality, (6.3.30) of Part 3 (with $\theta = 3/5$, $s = 1$, $\nu = 3$, $q = r = 2$ so $p = 10/3$). We discuss this further in the Notes.

Having discussed this application of the Birman–Schwinger principle, we turn to when instead of looking at $N_e(V)$ for $e < 0$ and taking $e \uparrow 0$, we can directly look at $\lim_{e \uparrow 0} K_e(V)$. One key is a monotonicity in $e$. For eigenvalues, this is true for any $C^*D$ factorization.

**Proposition 7.9.10.** Let $B = C^*D$ be relatively compact, $\lambda_j^\pm(K_e(B))$ be all the eigenvalues of $K_e(B)$ with $\pm \lambda_j^+ > 0$ and $\pm \lambda_j^- \geq \pm \lambda_j^+ \geq \ldots$. Then as $e$ increases, $\pm \lambda_j^+(K_e(B))$ increases.

**Proof.** We proved $e_n(\lambda)$ is monotone decreasing in $\lambda$ (see Proposition 7.9.3). $K_e(B)$ has eigenvalue $\mu = \lambda_j^+(K_e(B))$ if and only if $e_n(\mu^{-1}) = e$. Thus, $(\lambda_j^+)^{-1}$ and $e_n$ are inverse functions and the monotonicity of $e_n$ implies one of $\lambda_j^+$. Since $\lambda_j^-(K_e(B)) = -\lambda_j^+(K_e(B))$, we get the $\lambda_j^-$ monotonicity. \qed

**Proposition 7.9.11.** In the canonical case $B = C^*C$, $K_e(B)$ is strictly monotone in $e$ as an operator, i.e., $K_e(B) \geq 0$ and for any $\varphi$, and $e < \tilde{e} < 0$
   \[ \langle \varphi, K_e(B)\varphi \rangle < \langle \varphi, K_{\tilde{e}}(B)\varphi \rangle \]  
   (7.9.45)

**Proof.** For any finite measure $\mu$ on $[0, \infty)$
   \[ \int \frac{d\mu(x)}{x - e} < \int \frac{d\mu(x)}{x - \tilde{e}} \]  
   (7.9.46)
   This fact plus the spectral theorem implies (7.9.45). \qed

Thus, for any $\varphi$, $\lim_{e \uparrow 0} \langle \varphi, K_e(B)\varphi \rangle$ exists although it may be infinite for some $\varphi$. If it is always finite, then by polarization, $\lim_{e \uparrow 0} \langle \varphi, K_e(B)\psi \rangle$ always exists and defines an operator which is Hermitian and everywhere...
defined. Thus, there is a bounded operator, $K_0(B)$, the zero energy Birman–Schwinger kernel.

**Theorem 7.9.12.** In the canonical case, suppose $K_0(B)$ exists and the spectral projection $P_{(1,\infty)}(K_0)$ has finite dimension. Then $N(B)$ is finite and

$$N(B) = \dim P_{(1,\infty)}(K_0(B))$$ (7.9.47)

**Remarks.**

1. It can happen that $K_0(B)$ exists but is not compact (Problem 5).
2. (7.9.47) is sometimes called the Birman–Schwinger principle.
3. It can be proven (Problem 9) if $\dim P_{(1,\infty)}(K(B)) = \infty$, then $N(B)$ is infinite.

**Proof.** Let $d = \dim P_{(1,\infty)}(K_0(B))$. Since $K_e(B) \leq K_0(B)$

$$\dim(P_{(1,\infty)}(K_e(B))) \leq d$$ (7.9.48)

The Birman–Schwinger principle in the form of Theorem 7.9.4 says

$$N_{<e}(B) = \dim P_{(1,\infty)}(K_e(B))$$ (7.9.49)

**Note.** We state eigenvalues of $A + B \leq e$ = eigenvalues of $K_e \geq 1$ but the same argument gives the result with $< e$ and $> 1$.

Thus, since $N(B) = \lim_{e \uparrow 0} N_{<e}(B)$

$$N(B) \leq d$$ (7.9.50)

Let $\mathcal{K}$ be the $d$-dimensional space of eigenvectors of $K_0(B)$ larger than 1. Then, $\inf_{\varphi \in \mathcal{K}, \|\varphi\|=1} \langle \varphi, K_0(B) \varphi \rangle > 1$. It follows for some $e_0 < 0$ that $\inf_{\varphi \in \mathcal{K}, \|\varphi\|=1} \langle \varphi, K_{e_0}(B) \varphi \rangle > 1$ also, so by (7.9.49) and the variational principle, $N_e(B) \geq d$, i.e., $N(B) \geq d$. □

In the case $\mathcal{H} = L^2(\mathbb{R}^3, d^3x)$, $A = -\Delta$ and $B = V \geq 0$, $K_0$ is exactly (7.9.2).

* * * * *

We now turn to bounds on the number of bound states on $L^2(\mathbb{R}^3)$ when $V$ is spherically symmetric (and on $L^2([0,\infty), dx)$). In that case, as we saw in Theorem 3.5.8 of Part 3 (see the remark after the theorem), $-\Delta$ is unitary equivalent under a natural unitary to

$$\bigoplus_{\ell=0}^{\infty} \bigoplus_{m=-\ell}^{\ell} h_{0,\ell} \text{ on } \bigoplus_{\ell=0}^{\infty} \bigoplus_{m=-\ell}^{\ell} L^2([0,\infty), dr)$$

where

$$h_{0,\ell} = -\frac{d^2}{dr^2} + \frac{\ell(\ell + 1)}{r^2}$$ (7.9.51)
If \( \ell = 1, 2, \ldots \), the operator is limit point at 0 and infinity as we saw in Example 7.4.24. If \( \ell = 0 \), one needs \( u(0) = 0 \) boundary conditions.

So we want to study \( \dim P_{(-\infty, 0)}(h_0, \ell + V) \) for a function, \( V(r) \) on \([0, \infty)\). We'll assume initially that \( V \) is nonpositive and continuous of compact support. \( \ell = 0 \) is particularly simple. Using the formalism of Theorem 7.4.17 for \( e = -\kappa^2 < 0 \)

\[
\begin{align*}
  u_-(r) &= \sinh \kappa r, \quad u_+(r) = e^{-\kappa r}, \quad W(u_+, u_-) = \kappa \\
  g_{0, \ell=0, e>0} &= \kappa^{-1} \sinh \kappa r e^{-\kappa r} > 
\end{align*}
\]

Pointwise as \( e \uparrow 0 \), \( g_0 \) has the limit

\[
g_{0, \ell=0, e=0} = r <
\]

(7.9.54) which fits (7.4.44) if we take \( u_+(r) \equiv 1, u_-(r) \equiv r \). By Mercer’s theorem (Theorem 3.11.9) since \( K_e \equiv |V|^{1/2}(h_0, \ell=0-e)^{-1} |V|^{1/2} \geq 0, K_e \) is trace class and by Mercer’s theorem again (since \( K_e - K_e' \geq 0 \) if \( e > e' \)), \( K_e \) converges as \( e \uparrow 0 \) in trace class to the trace class operator \( K_0 \) where \( K_0 \) has kernel

\[
K_0 = |V(r)|^{1/2} \min(r, r') |V(r')|^{1/2}
\]

(7.9.55)

Thus, letting \( n_\ell(V) \) be \( N_{e=0}(V) \) for \( h_0, \ell + V \)

\[
n_\ell=0(V) \leq \text{Tr}(K_0)) = \int_0^\infty r |V(r)| dr
\]

(7.9.56)

The general \( \ell \) case is similar but computationally more complicated since \( u_\pm \) for \( \ell \neq 0, e < 0 \) involves Bessel functions (of imaginary argument).

The solutions of

\[
-u'' + \frac{\ell(\ell + 1)}{r^2} u = 0
\]

are \( r^{\ell+1} \) and \( r^{-\ell} \) (as one checks or finds by trying \( r^\alpha \) and solving for \( \alpha \)). Thus, formally at \( e = 0 \)

\[
\begin{align*}
  u_+ &= r^{-\ell}, \quad u_- = r^{\ell+1}, \quad W(u_+, u_-) = 2\ell + 1 \\
  g_{0, \ell, e=0}(r, r') &= (2\ell + 1)^{-1} r^{\ell+1} r^{-\ell}
\end{align*}
\]

(7.9.58)

(7.9.59)

and \( K_0 \) has integral kernel

\[
(2\ell + 1)^{-1} |V(r)|^{1/2} r^{\ell+1} r^{-\ell} |V(r')|^{1/2}
\]

(7.9.60)

which is trace class by Mercer’s theorem.

One can justify that this is indeed \( \lim_{e \uparrow 0} K_e \) either by using explicit Bessel functions (Problem 13), or by ODE methods (Problem 14). Either way

\[
n_\ell(V) \leq \text{Tr}(K_0) = (2\ell + 1)^{-1} \int_0^\infty r |V(r)| dr
\]

(7.9.61)
By a limiting argument, for $V \leq 0$ and variational principle for $V$ of both signs, one obtains the celebrated

**Theorem 7.9.13** (Bargmann’s Bound). If $\int_0^\infty r |V(r)| \, dr < 0$, we have

$$n_\ell(V) \leq (2\ell + 1)^{-1} \int_0^\infty r |V(r)| \, dr$$

(7.9.62)

Problem [10] has a version of this for Jacobi matrices and Problem [11] an ODE proof (the original one of Bargmann).

* * * * * *

We discussed the CLR bounds which imply if $V \in C_0^\infty$ (much more generally), $\nu \geq 3$ and $\lambda$ is small, then $N(-\Delta + \lambda V) = 0$. The analog is false for $\nu = 1, 2$ and one can use the Birman–Schwinger principle to prove and analyze this. We’ll discuss the $\nu = 1$ case and leave the $\nu = 2$ case to Problem [12].

As we’ve seen, $\sqrt{-e}$ enters in $K_e$ so we’ll shift to $-\frac{d}{dx^2} + \lambda V$ (not $-\lambda V$), $\alpha > 0$ with $e = -\alpha^2$ and abuse notation and write $K_\alpha$ for $K_{-\alpha^2}$, i.e., $K_\alpha$ has integral kernel

$$K_\alpha(x, y) = -|V(x)|^{1/2} \frac{e^{-\alpha|x-y|}}{2\alpha} V^{1/2}(y)$$

(7.9.63)

with $V^{1/2}(x) \equiv V(x)/|V(x)|^{1/2}$. $e^{-\alpha|x-y|}/2\alpha$ enters since $u_\pm(x) = e^{\mp\alpha x}$ with $W(u_+, u_-) = 2\alpha$. For reasons that will become clear in a moment, we’ll assume $V$ obeys

$$\int (1 + |x|^2) |V(x)| \, dx < \infty$$

(7.9.64)

Notice that as $\alpha \downarrow 0$, $K_\alpha(x, y) \to \infty$, so there is no $K_0$, but the infinity is only in a rank-one operator. To make this clear, define kernels $L_\alpha, \widetilde{L}, M_\alpha$ by

$$L_\alpha(x, y) = (2\alpha)^{-1} \widetilde{L}(x, y)$$

$$\widetilde{L}(x, y) = -|V(x)|^{1/2} V^{1/2}(y)^{1/2};$$

(7.9.65)

$$M_\alpha(x, y) = -|V(x)|^{1/2} \frac{(-e^{-\alpha|x-y|} - 1)}{2\alpha} V^{1/2}(y)^{1/2}$$

We’ll see in a moment that $L_\alpha, \widetilde{L}, M_\alpha$ define operators and

$$K_\alpha = L_\alpha + M_\alpha$$

(7.9.66)

either as kernels or operators.
Proposition 7.9.14. $K_\alpha$, $L_\alpha$, $M_\alpha$, $\tilde{L}$ are kernels of trace class operators.

Proof. $K_\alpha$ has the form $f(x)g(p)h(x)$ where $g(p) = (p^2 + \alpha^2)^{-1}$ and so is trace class by Theorem 3.8.6 and $V \in L^1$. Thus, $K_\alpha$ is trace class. $L_\alpha$ and $\tilde{L}$ are rank-one, so also trace class and $M_\alpha = K_\alpha - L_\alpha$. □

Let $M_0$ be the integral kernel which is the pointwise limit of $M_\alpha(x, y)$:

$$M_0(x, y) = \frac{1}{2}|V(x)|^{1/2} |x - y| V(y)^{1/2} \quad (7.9.67)$$

Proposition 7.9.15. $M_0$ is the kernel of a Hilbert–Schmidt operator and $\|M_\alpha - M_0\|_2 \to 0$ as $\alpha \downarrow 0$ where $\| \cdot \|_2$ is the Hilbert-Schmidt norm.

Remark. This is presumably also true if “Hilbert–Schmidt” is replaced by “trace class.”

Proof.

$$\int |M_0(x, y)|^2 \, dx \, dy = \frac{1}{4} \int |V(x)| |x - y|^2 |V(y)|^2 \, dx \, dy \leq \frac{1}{2} \int |V(x)| (|x|^2 + |y|^2) |V(y)|^2 \, dx \, dy \quad (7.9.68)$$

is finite by (7.9.64). That

$$\int |M_\alpha(x, y) - M_0(x, y)|^2 \, dx \, dy \to 0 \quad (7.9.69)$$

follows from dominated convergence and $|e^{-u} - 1| = |\int_0^u e^{-y} \, dy| \leq u$ if $u > 0$. □

Theorem 7.9.16. Let $V$ be a measurable function on $\mathbb{R}$, obeying (7.9.64). Then, for small $\delta$, $H(\delta) = -\frac{d^2}{dx^2} + \delta V(x)$ has at most one bound state.

Proof. Since $N(\lambda V) \leq N(-|\lambda V|)$, we can suppose that $V \leq 0$. In that case, $K_\alpha, L_\alpha$ and $M_\alpha$ are all self-adjoint. $L_\alpha$ is rank-one, explicitly, $\langle \varphi, L_\alpha \varphi \rangle = 0$ if $\langle |V|^{1/2}, \varphi \rangle = 0$. Thus, if $0 < \alpha < 1$

$$\varphi \perp |V|^{1/2} \Rightarrow \langle \varphi, K_\alpha \varphi \rangle = \langle \varphi, M_\alpha \varphi \rangle \leq \|\varphi\|^2 \sup_{0 \leq \alpha \leq 1} \|M_\alpha\|$$

Then, if $c = \sup_{0 \leq \alpha \leq 1} \|M_\alpha\|$, the set $\sigma(K_\alpha) \setminus [0, c]$ is at most one point by the min-max principle. If $\lambda_0 c < 1$, $\lambda_0 K_\alpha$ has at most one eigenvalue in $[1, \infty)$, i.e., $N_\alpha(\lambda_0 V) \leq 1$. Since $\alpha$ is arbitrary in $[0, 1]$, $N(\lambda_0 V) \leq 1$, i.e., $\lambda < c^{-1} \Rightarrow N(\lambda V) \leq 1$. □

Proposition 7.9.17. Let $V$ be a measurable function on $\mathbb{R}$ obeying (7.9.64). Let $c = \sup_{0 \leq \alpha < \infty} \|M_\alpha\|$ (which is finite). Let

$$H(\lambda) = -\frac{d^2}{dx^2} + \lambda V(x) \quad (7.9.70)$$
If $0 < \lambda < c^{-1}$, then $-\alpha^2$ is a negative eigenvalue for $\alpha \in (0, \infty)$ of $H(\lambda)$ if and only if
\[
\alpha = -\frac{1}{2} \lambda(V^{1/2} (1 - \lambda M_\alpha)^{-1} |V|^{1/2}) \tag{7.9.71}
\]

**Proof.** By the Birman–Schwinger principle, we know that $-\alpha^2$ is an eigenvalue if and only if there is $\varphi \in L^2, \varphi \neq 0$ so that
\[
(\lambda M_\alpha + \lambda L_\alpha)\varphi = \varphi \tag{7.9.72}
\]
Since $\|\lambda M_\alpha\| < 1$, this is true if and only if
\[
\lambda(1 - \lambda M_\alpha)^{-1} L_\alpha \varphi = \varphi \tag{7.9.73}
\]
If $\langle V^{1/2}, \varphi \rangle = 0$, $L_\alpha \varphi = 0$, so by (7.9.73), $\varphi = 0$. Thus $\varphi \neq 0 \Rightarrow \langle V^{1/2}, \varphi \rangle \neq 0$. If (7.9.73) holds, taking inner products with $V^{1/2}$, we see that
\[
-\lambda(2\alpha)^{-1} \lambda(V^{1/2}, (1 - \lambda M_\alpha)^{-1} |V|^{1/2}) \langle V^{1/2}, \varphi \rangle = \langle V^{1/2}, \varphi \rangle
\]
so (7.9.71) holds.

For the converse, if (7.9.71) holds for $\alpha > 0$, we set
\[
\varphi = -\lambda(2\alpha)^{-1}(1 - \lambda M_\alpha)^{-1} |V|^{1/2} \tag{7.9.74}
\]
and note that by (7.9.71), $\langle V^{1/2}, \varphi \rangle = 1$ and therefore $\varphi$ obeys (7.9.73). \qed

**Theorem 7.9.18.** Let $V$ be a measurable function on $\mathbb{R}$ obeying (7.9.64). Let
\[
H(\lambda) = -\frac{d^2}{dx^2} + \lambda V(x), \quad a = \int V(x) \, dx \tag{7.9.75}
\]
If $a > 0$, for small $\lambda$, $H(\lambda)$ has no negative eigenvalues. If $a < 0$, for small $\lambda$, $H(\lambda)$ has exactly one negative eigenvalue $e(\lambda)$ with
\[
e(\lambda) = -\left(\frac{\lambda a}{2}\right)^2 + o(\lambda^2) \tag{7.9.76}
\]

**Remarks.**
1. We’ll discuss $a = 0$ soon; it is more subtle.
2. If $\int e^{A|x|} |V(x)| \, dx < \infty$ for some $A > 0$, $e(\lambda)$ in the case $a < 0$ is given by an analytic function of $\lambda$ (for $\lambda > 0$ and small).

**Proof.** If (7.9.71) has a solution $\alpha(\lambda)$, then since $M_\alpha(\lambda)$ is uniformly bounded as $\alpha \downarrow 0$, $\lim \alpha(\lambda)/\lambda$ exists and equals $-\frac{1}{2} a$. If $a > 0$, this is impossible since $\alpha(\lambda) > 0$, i.e., there is no positive solution, $\alpha(\lambda)$, for all small $\lambda$, i.e., $N(\lambda V) = 0$.

Let $\alpha = \beta \lambda$. We are looking for a solution of $F(\beta, \lambda) = 0$ where
\[
F(\beta, \lambda) = \beta + \frac{1}{2} \langle |V|^{1/2}, (1 + \lambda M_{\beta \lambda})^{-1} |V|^{1/2}\rangle \tag{7.9.77}
\]
defined for $\beta > 0, \lambda \geq 0$. $F(\beta, \lambda = 0) = \beta + \frac{1}{2} a$ has a positive solution if $a < 0$. Moreover, $\frac{\partial F}{\partial \beta} (\beta = -\frac{1}{2} a, \lambda = 0) = 1$, so by a variant of the implicit
function theorem, \((7.9.71)\) has a solution positive for small \(\lambda\). Of necessity, it obeys \(\lim_{\alpha \to 0} \alpha(\lambda)/\lambda = -\frac{1}{2} a\), i.e., \((7.9.76)\) holds.

As a preliminary to the case \(a = 0\), we need

**Proposition 7.9.19.** If \(f\) obeys \((7.9.64)\) and \(\int f(x) dx = 0, f \not\equiv 0\), then \(\int f(x)|x - y|f(y) dx dy < 0\).

**Remark.** We say \(|x - y|\) is a conditionally strictly negative definite kernel.

**Proof.** Since \(a = 0\),

\[
\langle V^{1/2}, (1 - \lambda M_\alpha)^{-1} |V|^{1/2} \rangle = \langle V^{1/2}, [(1 - \lambda M_\alpha)^{-1} - 1] |V|^{1/2} \rangle = -\lambda \langle V^{1/2}, M_\alpha(1 - \lambda M_\alpha)^{-1} |V|^{1/2} \rangle
\]

At \(\alpha = 0, \lambda = 0\), \(\langle V^{1/2}, M_\alpha(1 - \lambda M_\alpha)^{-1} V^{1/2} \rangle \big|_{\alpha=\lambda=0} = \langle V, |x - y| V \rangle\). An analysis using \(\alpha = \gamma \lambda^2\) similar to the one in the proof of Theorem \(7.9.18\) proves this result.

**Theorem 7.9.20.** If the hypothesis of Theorem \(7.9.18\) holds with \(a = 0\), \(V \not\equiv 0\), then \(H(\lambda)\) has exactly one negative eigenvalue for \(\lambda\) small and

\[
e(\lambda) = -\left(\frac{\lambda^2}{4} \int V(x)|x - y| V(y) dx dy \right)^2 + o(\lambda^4)
\]

**Proof.** Since \(a = 0\),

\[
\langle V^{1/2}, (1 - \lambda M_\alpha)^{-1} |V|^{1/2} \rangle = \langle V^{1/2}, [(1 - \lambda M_\alpha)^{-1} - 1] |V|^{1/2} \rangle
\]

Notes and Historical Remarks.

The idea of quantitative bounds on \(N(V)\) for Schrödinger operators goes back to Bargmann [45] in 1952. In 1961, Birman [59] and Schwinger [612] independently found their method and bound and used the method to recover Bargmann’s bound. Birman’s paper was largely unknown in the West and the bound was widely referred to as the Schwinger bound, especially in the physics literature. This was changed by Simon’s review article [631] for a Festschrift in honor of Bargmann’s 65th birthday. He introduced the
terms Birman–Schwinger principle and Birman–Schwinger bound which by now have wide acceptance and literally hundreds of papers.

We’ll say much more about Lieb–Thirring bounds in the Notes to Section 6.7 of Part 3. The method we used in the proof of Theorem 7.9.8 is from the original paper of Lieb–Thirring [447] who only considered $q = 1, \nu = 3$. The more general result (and method of Problem 3) is from their follow-up paper [448] from the same Bargmann Festschrift mentioned above.

The square root of the integral in (7.9.17) is sometimes called the Rollnik norm after its first appearance (even before Birman and Schwinger) in Rollnik [577]. Simon [627, 628] has systematically developed quantum mechanics for such potentials.

Bargmann (and Lieb–Thirring) estimates for Jacobian matrices on the half-line are due to Hundertmark–Simon [326].

The small coupling analysis for $-\Delta + V$ if $\nu = 1$, $K > 1/2$ (Theorem 7.9.16) is due to Simon [632]; for extensions to the long range case, see Blankenbecler et al. [72] and Klaus [392]. In particular, Simon [632] proves the analyticity result mentioned after Theorem 7.9.18.

Problems.

1. (a) Let $e_j(\lambda)$ be the negative eigenvalues of $A - \lambda B$ ($B$ is $A$-form compact, $\sigma(A) \subset [0, \infty)$) counting multiplicity. Let $\lambda \downarrow \lambda_2$ and suppose $A - \lambda B$ has at least $n$ strictly negative eigenvalues for $\lambda \in (\lambda_1, \lambda_2)$. Prove that $A - \lambda_2 B$ has at least $n$ negative eigenvalues and $\lim_{\lambda \downarrow \lambda_2} e_n(\lambda) = e_n(\lambda_2)$.
(Hint: Prove that $\langle \varphi, B \varphi \rangle > 0$ if $\varphi$ is an eigenfunction with a negative eigenvalue of any $A - \lambda B$ ($\lambda > 0$) and conclude the number of negative eigenvalues is increasing as $\lambda$ increases.)

(b) If $e_n(\lambda) < 0$ for $\lambda < \lambda_1$ but $A - \lambda_1 B$ has fewer than $n$ negative eigenvalues, prove that $\lim_{\lambda \uparrow \lambda_1} e_n(\lambda) = 0$. (Hint: If not, use a variational argument to show that $A - \lambda_1 B$ has at least $n$ eigenvalues.)

2. Let $V \in L^p(\mathbb{R}^\nu)$, $\nu \geq 3$, $p > \nu/2$. Prove that $|V|^{1/2}(-\Delta + e)^{-1/2} \in \mathcal{L}_{2p}$ with $|||V|^{1/2}(-\Delta + e)^{-1/2}||_{2p}$ bounded uniformly in $e > 0$ and conclude that $N(-\Delta - V) < \infty$. (Hint: See Problem 6 in Section 3.8.)

3. (a) Use the ideas of Problem 2 and of our proof of Theorem 7.9.8 to prove (7.9.29) for $\nu \geq 3$, $K > 0$.

(b) Using the ideas and the analysis in Theorem 7.9.16 prove (7.9.29) for $\nu = 1$, $K > 1/2$ and $\nu = 2$, $K > 0$.

4. If $\int \frac{|V(x)||V(y)|}{|x-y|^2} \, d^3x \, d^3y < \infty$, prove that $V$ is $-\Delta$-form compact.
5. (a) Let $V = \chi_{[-1,1]}(x)$. Prove that for any $\lambda > 0$, $-\frac{d^2}{dx^2} - \lambda V$ has a negative eigenvalue, $e_1(\lambda)$, with $e_1(\lambda) \leq c\lambda^2$ for some $c > 0$. Conclude that (7.9.29) fails if $0 < K < \frac{1}{2}$, $\nu = 1$. (Hint: Use a trial wave function $\varphi(x) = e^{-\beta|x|}$ for suitable $\beta(\lambda)$.)

(b) Prove for $V$ the characteristic function of a ball in $\mathbb{R}^2$, that $-\Delta - \lambda V$ has a negative eigenvalue for all $\lambda > 0$.

Remark. This is, of course, related to Theorem 7.9.16 and Problem 12 below.

6. Knowing Theorem 7.9.8 for $V$ on $\mathbb{R}^3$ which is bounded with compact support, extend the result to $V \in L^q(\mathbb{R}^3)$, $q > 1/2$.

7. Prove that eigenvectors of the $H_N(W)$ of (7.9.37) are sums of products of the form $\psi_j_1(x_1)\cdots\psi_j_N(x_N)$ where $\psi_j$ is an eigenfunction of $-\Delta + W$.

(Hint: See Section 3.10.)

8. Let $V(x)$ on $\mathbb{R}^3$ be defined by

$$V(x) = \begin{cases} 1 & \text{if } |x| \leq 1 \\ |x|^{-2} & \text{if } |x| \geq 1 \end{cases}$$

Prove that $V$ is a relatively compact perturbation of $-\Delta$, then that $\lim_{e \to 0} |V|^{1/2}(-\Delta - e)^{-1} |V|^{1/2}$ exists in strong operator sense (and defines a bounded operator), but that the limit is not a compact operator. (Hint: Let $\varphi_0$ be the characteristic function of $1 < |x| < 2$ and $\varphi_n(x) = 2^{-3n/2}\varphi_n(2^{-n}x)$. Prove that $\varphi_n \to 0$ weakly but $\langle \varphi_n, K_0\varphi_n \rangle$ does not go to 0.)

9. (a) If $\dim P_{[1,\infty)}(K_0(B)) = \infty$, prove that $N(B) = \infty$.

(b) Using the example of Problem 8 find an explicit example where $\dim P_{[1,\infty)}(K_0(B)) = N(B) = \infty$.

10. (a) Let $J(a, b)$ be the half-line Jacobi operator with parameter, $\{a_n, b_n\}_{n=1}^{\infty}$ and $N(a, b)$ the number of eigenvalues in $(-\infty, -2)$. By mimicking the proof of Theorem 7.9.13 prove that

$$N(a \equiv 1, b) \leq \sum_{n=1}^{\infty} n|b_n|$$

(7.9.78)

(b) Prove that

$$\begin{pmatrix} -|a_n - 1| & 1 \\ 1 & -|a_n - 1| \end{pmatrix} \leq \begin{pmatrix} 0 & a_n \\ a_n & 0 \end{pmatrix}$$

(7.9.79)
and use this to prove that

\[ N(a, b) \leq \sum_{n=1}^{\infty} n \left[ |b_n| + |a_{n-1} - 1| + |a_n - 1| \right] \]

**Remark.** The idea in (b) is due to Hundertmark–Simon \[326\] where details can be found.

11. This problem will sketch an ODE proof of (7.9.62) when \( \ell = 0 \). We suppose \( V \) has compact support and \( V \leq 0 \).

(a) Let \( u \) solve \(-u'' + Vu = 0\), \( u(0) = 0 \). Prove that \( N(V) \) is the number of zeros of \( u \) on \((0, \infty)\).

(b) Let \( a(r) \) be defined by \((a(r) + r)u'(r) = u(r)\). Prove that \( a \) obeys

\[ a'(r) = -V(r)[r + a(r)]^2 \]

and conclude that \( a \) is monotone increasing (except at poles).

(c) Prove that the number of poles of \( a \) is the number of zeros of \( u \) (and so \( N(V) \)).

(d) Let \( b(r) = r^{-1}a(r) \). Let \( z_1 = 0 < p_1 < z_2 < p_2 < \ldots \) be the zeros and poles of \( b \). On \((z_j, p_j)\) prove that

\[ b' \leq r|V(r)| (b(r) + 1)^2 \]

(e) By integrating \(-\frac{d}{dr}(b(r) + 1)^{-1}\), prove that

\[ 1 \leq \int_{z_j}^{p_j} r|V(r)| \, dr \]

and conclude that \( N(r) \leq \int_{0}^{\infty} r|V(r)| \, dr \).

12. (a) Using the explicit form of \((-\Delta - \alpha^2)^{-1}\) in two dimensions, prove that in that case, \(|V|^{1/2}(-\Delta - \alpha^2)^{-1} V^{1/2} = M_\alpha + L_\alpha\) where \( L_\alpha(x, y) = -|V(x)|^{1/2} V(y)^{1/2} \left[ -\frac{1}{2\pi} \log(\alpha) \right] \) and \( M_\alpha \) has a limit in Hilbert–Schmidt norm as \( \alpha \downarrow 0 \).

(b) Prove a two-dimensional variant of Theorem 7.9.16 where

\[ e(\lambda) = \left( -\frac{\lambda^2}{2} \int_{-\infty}^{\infty} V(x) \, dx \right)^2 + o(\lambda^2) \]

is replaced by

\[ e(\lambda) = -\exp\left( \frac{\lambda}{4\pi} \int V(x) d^2 x \right)^{-1} \left[ 1 + o(1) \right] \]
13. (a) Express solutions of
\[
\left( -\frac{d^2}{dr^2} + \frac{\ell(\ell + 1)}{r^2} + \kappa^2 \right) u = 0 \quad (7.9.80)
\]
regular at \( r = 0 \) in terms of spherical Bessel functions of imaginary argument (see Example 3.5.20 of Part 3).

(b) Find an analogous formula for the solution decaying at infinity in terms of the Hankel function analog.

(c) With these formulae, mimic the proof we gave for \( \ell = 0 \) to provide a proof of \( \ell \neq 0 \) Bargmann bounds.

14. Without knowing the explicit solutions of (7.9.80) when \( K \neq 0 \), use variation of parameters about \( K = 0 \) to prove continuity, as \( K \downarrow 0 \), of \( g_{0,\ell,-\kappa^2}(r, r') \) in \( r, r' \) uniformly for \( 0 < a < r, r' < b < \infty \). Then, use this to prove the Bargmann bound for \( \ell \neq 0 \) for \( V \) bounded and supported in \( (a, b) \).

The White Rabbit put on his spectacles. “Where shall I begin, please your Majesty?” he asked. “Begin at the beginning,” the King said very gravely, “and go on till you come to the end: then stop.”

—Lewis Carroll from *Alice in Wonderland*

\[106^1\]

---

\(^1\) Lewis Carroll is, of course, the pseudonym of Charles Dodgson (1832–1898), a British mathematician.
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A Comprehensive Course in Analysis by Poincaré Prize winner Barry Simon is a five-volume set that can serve as a graduate-level analysis textbook with a lot of additional bonus information, including hundreds of problems and numerous notes that extend the text and provide important historical background. Depth and breadth of exposition make this set a valuable reference source for almost all areas of classical analysis.

Part 4 focuses on operator theory, especially on a Hilbert space. Central topics are the spectral theorem, the theory of trace class and Fredholm determinants, and the study of unbounded self-adjoint operators. There is also an introduction to the theory of orthogonal polynomials and a long chapter on Banach algebras, including the commutative and non-commutative Gel’fand-Naimark theorems and Fourier analysis on general locally compact abelian groups.